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A B S T R A C T 

The Jupiter InfraRed Auroral Mapper (JIRAM) instrument onboard the Juno spacecraft performed repeated observations of 
Jupiter’s North Equatorial Belt (NEB) around the time of 12th Juno pericenter passage on 2018 April 1. The data consist of 
thermal infrared images and show, among other atmospheric features, two bright Hotspots on the boundary between the NEB 

and the Equatorial Zone. Night-time images of the same areas at different emission angles were used to constrain the trend of 
the limb-darkening function. Comparison with simulated observations, computed for different emission angles, total opacities, 
single scattering albedo ω 0, and asymmetry parameter g suggests that ω 0 ∼ 0.90 ± 0.05 and g ∼ 0.37 ± 0.15 provide best match 

with data. Subsequently, we computed the ω 0 and g resulting from different size distributions, taking into account the complex 

refractive indices of ammonium hydrosulfide (NH 4 SH) by Howett et al. [2007] and Ferraro et al. [1980]. Only the former data 
set is marginally consistent with JIRAM observations. Similarly, ammonia and hydrazine barely reproduce the experimental 
data. Tholin, although not usually considered a realistic component for Jupiter’s aerosols, provides a better match for particle 
radii between 0.7 and 1 μm, both as a pure material as well as a thick coating o v er NH 4 SH cores. Notably, this radius range 
is consistent with the mean radius of aerosols as estimated by Ragent et al. [1998] on the basis of Galileo entry probe data. 
Comparison with literature suggests that similar results can be achieved by a large variety of contaminants bearing C–N bounds. 
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 I N T RO D U C T I O N  

he infrared emission emerging from Jupiter’s atmosphere at wave- 
engths around 5 μm has been measured both by ground-based 
nstruments (e.g. Fletcher et al., 2016 ; Giles et al., 2016 ; Orton et
l., 2017 ) as well as space-borne ones (Carlson et al., 1993 ; Roos-
erote et al., 1998 , 1999 ; Giles et al., 2015 ). The brightness at
 μm is highly time-variable, as shown by Fletcher et al. ( 2017 )
nd Antu ̃ nano et al. ( 2018 ). An e xtensiv e data set, co v ering all
atitudes, has been produced since 2016 by the Jupiter InfraRed 
uroral Mapper (JIRAM) onboard the Juno spacecraft (see Adriani 

t al., 2014 for an instrument description and Adriani et al., 2018 ;
rassi et al., 2018 , 2020 for selected results). 
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ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( http:// creativecommons.org/ licenses/ by/ 4.0/ ), whic
rovided the original work is properly cited. 
Arguably, the most remarkable feature of these observations is 
he strong radiance contrast between different re gions, e xceeding a
actor of 100 at low and intermediate latitudes (50 ◦S–40 ◦N), with
arked latitudinal trends (e.g. fig. 4b in Grassi et al., 2020 ). Most

atitudes (especially those associated with bright ‘zones’ in the visible 
pectral range) display low-infrared emission, with equivalent bright- 
ess temperatures down to 170 K. Globally averaged equilibrium 

hermodynamic models (Atreya et al., 1999 ) expect the occurrence 
f at least three distinct cloud decks composed of water, ammonium
ydrosulfide, and ammonia, from bottom to top. Optically thick 
louds prevent most of the thermal radiation from deeper (warmer) 
evels from reaching the observer, and the measured signal essentially 
riginates from the thermal emission of the atmosphere at the cloud
ops. Ho we ver, some subtleties should be taken into account. The
ptical thickness of the NH 3 ice cloud should be low enough to
llow the emergence of some radiation from warmer regions at lower
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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ltitudes, at least in the equatorial region (Drossart et al., 1998 ).
imilarly, Irwin et al. ( 2001 ) demonstrated that variations in the
 μm signal are correlated with opacity between 1 and 2 bars (the
xpected location of ammonium hydrosulfide clouds), rather than the
hickness of the higher ammonia cloud. The brightness temperatures
bserved in low-emission regions are therefore consistent with a
elatively thin upper cloud of ammonia located abo v e an optically
hick ammonium hydrosulfide cloud deck. 

Other latitudes (notably those associated with dark ‘belts’ in
he visible spectral range) exhibit higher infrared emission, with
rightness temperatures exceeding 260 K. Under these conditions,
he observer records photons thermally emitted at pressures of a few
ars, with H 2 collision-induced absorption being the primary source
f opacity at these wavelengths (Sromovsky & Fry, 2018 ). These
hotons experience only minor absorption from the thin cloud layers
ound in these regions. 

At low latitudes, the higher infrared signal is observed in the so-
alled ‘Hotspots,’ which are large bright areas elongated in longitude
typically spanning a few thousand kilometers) found between the
quatorial Zone and the North Equatorial Belt (NEB). These areas
re associated, in the visible spectral range, with grey ‘festoons,’
luish ‘dark projections’ and ‘dark formations’ (see Rogers 1995
or an historical re vie w and Choi et al., 2013 ). The low-cloud
pacity of these areas was anticipated from ground-based data
Terrile & Westphal, 1977 ) before being confirmed by direct on-site
easurements by the Galileo entry probe (GEP) (Ragent et al., 1998 ).
here is consensus around the interpretation of these features as the

esult of trapped Rossby waves (Ortiz et al., 1998 ; Hueso et al., 1999 ;
howman and Dowling, 2000 ; Friedson 2005 ; Arregi et al., 2006 ).
everal studies (Irwin et al., 1998 ; Roos-Serote et al., 1998 ; Nixon
t al., 2001 ) investigated the Hotspots using spectra at wavelengths
round 5 μm acquired by the near-infrared mapping spectrometer
nboard the Galileo mission. More recently, we presented two studies
Grassi et al., 2017a , 2020 ) based on JIRAM spectral data, detailing
he atmospheric composition within the Hotspots. Properties of
otspots from thermal infrared and microwave data are discussed

n Fletcher et al. ( 2020 ), along with their association with visible
ark formations. 
Our previous investigations were, however, based on a very

implified model for properties of residual aerosols o v er these
eatures. Physical conditions in one Hotspot have been measured
n situ by the GEP during its descent on 1995 December 7: the
robe entered at 6.5 ◦N 4.9 ◦W, at the southern rim of a 5 μm Hotspot
Orton et al., 1998 ). The main aerosol layer encountered by the probe
xtended approximately between + 7 and −8 km around the reference
-bar isobaric surface, with a mean radius of particles between 0.8
nd 1.1 μm (Ragent et al., 1998 ). While these observations provide
he only direct measurements of the aerosol characteristics, it is not
pparent whether they can be generalized to all Hotspots, especially
onsidering that the Galileo probe entered one of the largest and
ong-lived Hotspots on Jupiter. 

In this work, we discuss the observations of two Jupiter’s Hotspots
t 4.7 μm performed by JIRAM during the 12th Juno perijo v e
assage on 2018 April 1. In this passage, JIRAM made repeated
bservations of the same large area of the NEB (including Hotspots)
t a variety of emission angles ε. The variations of observed signal
long ε (the so-called ‘limb darkening’) are used to constrain the
cattering properties of aerosols (namely, the single scattering albedo
 0 and asymmetry parameter g ) and, indirectly, the size distribution.
everal factors combine to make the Hotspots ideal targets for this

ype of analysis: (1) they are believed to have the simplest cloud
tructure that can be found o v er the disc of Jupiter, with essentially
NRAS 533, 2185–2198 (2024) 
ne relatively thin layer of aerosol (West et al., 2004 ); (2) their
ntrinsically strong infrared signal reduces the impact of possible
esidual calibration artefacts on our analysis; (3) their large spatial
xtent and smooth spatial variations minimize the ambiguities related
o variable spatial resolution between different images. 

 DATA  SET  

he JIRAM instrument includes a spectrometer and two imaging
hannels operating in different spectral regions. In this paper, we
ill focus our attention solely on one of these channels (the so called
 -filter), where images are acquired by integrating the incoming

adiance o v er the 4.54–5.03 μm range. Images hav e a size of
32 × 128 pixels. All image pixels are acquired simultaneously, i.e.:
he bidimensional image is formed directly on the focal plane and not
y the stacking of consecutive lines in a push-broom scan. The field
f view of individual pixels is about 240 μrad (Adriani et al., 2014 ).
he random noise in calibrated M -filter images is by far dominated
y shot noise. Data included in this analysis have an signal-to-noise
atio (SNR) between 20 and 80. 

Juno is a spin-stabilized spacecraft and JIRAM acquires one image
very Juno spacecraft rotation (2 rpm). JIRAM pointing has only
ne degree of freedom, and the pointing can be set only along
he maximum circle orthogonal to the spin axis. Notably, such an
rrangement allows JIRAM to compensate for Juno rotation during
xposure. Acquisition of images often (but not necessarily al w ays)
ccurs in sequences, i.e.: a set of consecutive images where the initial
ointing angle is progressively increased (or decreased) in order
o achieve, as far as possible, a continuous spatial co v erage (i.e. a

osaic). Few examples of mosaics derived from such sequences are
resented in Fig. 1 . 
During the 12th Juno perijo v e passage on 2018 April 1, JIRAM

cquired a set of more than 210 individual images (arranged in 16
equences) o v er Jupiter’s equatorial re gion, within a time span of
.5 h. The pixel resolution in the range from 5 ◦N to 10 ◦N varies
etween 395 and 83 km at the reference 1-bar level because of the
igh eccentricity of Juno’s orbit. The same data have emission angles
etween 30 ◦ and 70 ◦. 

Table 1 lists the initial and final image that define each sequence se-
ected for this study. The original calibrated data (Adriani et al., 2019 )
an be found at this Planetary Data System URL: https://atmos.nmsu.
du/ PDS/ data/ PDS4/ juno jiram bundle/data calibrated/orbit12/. 

Geometric parameters of each image (geographic locations of
ixel corners and centres, solar zenith, emission and phase angles,
nd slant distance, etc.) are computed by means of the SPICE
Spacecraft, Planet, Instrument, C-matrix, Events) Toolkit (Acton,
996 , Acton et al., 2017 ) on the basis of the reconstructed kernel
les available at https:// naif.jpl.nasa.gov/ pub/ naif/ JUNO/ kernels/ . 
In this work, we consider JIRAM imaging data rather than JIRAM

pectra, given the much larger number of pixels available. Moreover,
nly images acquired on the Jupiter’s night side are included, to a v oid
he potential residual contribution to total signal from reflection of
olar radiation. 

 M E T H O D S  

ur study used a series of spectral forward models to assess the
rends of JIRAM signal I (as measured in M -filter images) versus
mission angle ε, for different values of scattering parameters and
loud total opacity τ . As scattering parameters we consider (1) the
ingle scattering albedo ω 0 , i.e.: the ratio between the scattering
ross-section and the total extinction cross-section of a particle; (2)

https://atmos.nmsu.edu/PDS/data/PDS4/juno_jiram_bundle/data_calibrated/orbit12/
https://naif.jpl.nasa.gov/pub/naif/JUNO/kernels/
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Figure 1. Mosaics of JIRAM M -band images acquired during the 12th Juno perijo v e passage. Each mosaic is derived from a single JIRAM sequence (see text 
for a definition). The title of each panel provides the central acquisition time according the scheme yymmdd hhmmss. Note the progressive signal increase at 
(7 ◦N, 162 ◦W) in panels (a)–(e) caused by decreasing emission angles (see Table 1 for further details). Cylindrical projection is adopted. 
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he asymmetry parameter g, i.e.: the average value of the cosine of
cattering angle. g = 0 implies isotropic scattering, while values 
lose to 1 imply strong forward scattering. 

We consider, for simplicity, the model of Hotspots described in 
rassi et al. ( 2017b ). Namely, this model assumes just one cloud,

xtended between −7 and + 7 km (with respect to the 1 bar level)
nd the simplified representation of the gas mixing ratios profiles 
escribed in Irwin et al. ( 1998 ). Mixing ratios assumed for minor
ases are the averages values observed in Hotspots, as presented in 
rassi et al. ( 2020 ). 
The forward code adopted to compute spectra (Ignatiev et al., 

005 ) has been modified to exploit the correlated- k tecnique (as
escribed in Irwin et al., 2008 ). The multiple scattering is modelled
y means of DISORT algorithm (Stamnes et al., 1988 ), in the
ssumption of a Hen ye y–Greenstein phase function (developed in 
egendre polynomials up to 64 streams). Resulting simulated spectra 
re multiplied by the M -filter response function to obtain theoretical I
alues. We fit the resulting simulated limb-darkening functions with 
 Minnaret’s function, i.e.: 

μdef cos ( ε) 
 ( μ) = I 0 μ

k , 
(1) 

here I 0 and k are the free parameters of the fit. Ho we ver, after initial
ests, it became quickly evident that, even for a fixed pair of ω 0 and
 values, (1) k – i.e.: the slope of the limb-darkening curve in the
og( I ) − log( μ) space – is not constant with μ, therefore making the
MNRAS 533, 2185–2198 (2024) 
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Table 1. JIRAM data considered in this study. Sequences are series of consecutive images acquired by the instrument, around the time given by 
sequence name according the scheme yymmdd hhmmss. While sequence names were defined for the purposes of this work, the names of initial 
and last image corresponds to the nomenclature adopted in JIRAM data repository at NASA Planetary Data System (PDS). For each sequence, 
ranges of spatial resolution and emission angle for pixels in the latitude range 5N–10N are provided. 

Sequence name 
Fir st ima g e – last ima g e Pixel resolution (min–max), km Emission angle (min–max), degrees 

180401 034801 
2018091T034404–2018091T035216 

395–281 70–62 

180401 040758 
2018091T040401–2018091T041213 

331–201 67–52 

180401 041812 
2018091T041415–2018091T042227 

285–180 64–48 

180401 042826 
2018091T042429–2018091T043240 

298–163 66–45 

180401 043809 
2018091T043412–2018091T044224 

314–151 68–42 

180401 044823 
2018091T044426–2018091T045237 

261–139 64–39 

180401 050820 
2018091T050423–2018091T051235 

292–124 68–34 

180401 052848 
2018091T052450–2018091T053302 

252–112 66–32 

180401 054845 
2018091T054447–2018091T055259 

222–103 64–30 

180401 055859 
2018091T055501–2018091T060313 

230–99 66–31 

180401 060913 
2018091T060515–2018091T061327 

170–96 59–31 

180401 062909 
2018091T062512–2018091T063324 

126–91 51–33 

180401 064937 
2018091T064540–2018091T065351 

107–87 48–37 

180401 070934 
2018091T070536–2018091T071348 

102–84 50–41 

180401 071948 
2018091T071550–2018091T072402 

105–83 53–44 

180401 073001 
2018091T072604–2018091T072808 

110–83 57–46 

Figure 2. Examples of theoretical limb-darkening functions for typical 
Hotspot conditions, for different cloud opacities τ . μ is the cosine of emission 
angle ε. Note that both axes are in logarithmic form, to highlight deviations 
from the Minnaret’s formulation (see text). 
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1 This holds true as long as clouds are located in a region of the atmosphere 
where temperature decreases with altitude, as is the case on Jupiter, where 
clouds are found well below the tropopause. 
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innaret’ function inadequate for our purposes, and, more important,
2) the k parameter at a fixed μ varies substantially with the optical
epth τ (Figs 2 and 3 ). Notably, the dependency of limb darkening
NRAS 533, 2185–2198 (2024) 
pon opacity requires to include explicitly τ in whatever empirical
unction adopted to model the data, even when considering more
ophisticated functions of μ and ε than Minnaret’s one. Therefore,
he inference of ω 0 and g from the limb-darkening trend in a specific
ocation is necessarily limited by the ambiguity of the τ value to be
ssumed. 

The method presented below circumvents this issue on the basis of
everal assumptions. First, we assume that ω 0 and g retain the same
alues o v er areas with different opacities inside the Hotspot. Then, we
xploit the monotonic decrease of signal with increasing τ at a fixed
mission angle for a given ( ω 0 , g ) pair 1 . In the further assumption
hat observed signal variations are dominated by variations of τ

rather than by variations in composition, in vertical temperature
rofile or in cloud structure – the monotonic trend implies that the
ignal at a given r efer ence emission angle I ref – as inferred from
he observed trend of I versus ε in a specific location – can be
dopted as an ef fecti ve proxy for τ there, in comparison with nearby
reas. Potentially, this implies that repeated JIRAM observations of
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Figure 3. Examples of k values for Minnaret functions modelling theoretical 
limb darkening in typical Hotspot conditions. The parameter depends both 
on μ as well as on τ . 
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he same area at different emission angles allow us to sample the
unction I = f o ( I ref , ε) that, in turn, derives from a function I = f t ( τ ,
). The theoretical shape of f o can be computed for any given pair of
 0 and g values from simulated observations and compared directly 
ith the observed shape. 
In this preliminary phase of the study, a quick data inspection 
ade clear the difficulties related to the study of more opaque 

egions, where the JIRAM signal becomes extremely low and it can 
e affected considerably by residual calibration artefacts (such as 
mperfect removal of thermal background). Moreover, Braude et al. 
igure 4. JIRAM data from a given location acquired at different emission angle
mission angle of 45 ◦. Panels (a)–(d) present four examples at different absolute si
 2020 ) demonstrated that in regions of very high-opacity (notably, the
djacent Equatorial Zone) the simplistic Hotspot model of a single, 
hin, cloud is no longer appropriate and multiple cloud layers must
e included. 
In practical terms, the data analysis proceeds along the following 

teps: 

(i) Each image in each of the sequences listed in Table 1 is mapped
n the plane according to an azimuthal projection centred at 0 ◦N,
80 ◦W. The projection is performed for each of the four corners
hat define the istantaneous field-of-view (IFOV) of each individual 
IRAM pixel. Before the projection, the longitude of each corner 
eeds to be compensated for zonal motions occurring during the 3.5 h
cquisition period. This is done by considering the wind profile by
orco et al. ( 2003 ) and adjusting each longitude to the same common

ime (06.30 UT 2018 April 1). Choi et al., ( 2013 ) pointed out the slight
ifference in speed between the NEB jetstreams ( ∼114 m s −1 ) and
he dark formations associated to Hotspots ( ∼103 m s −1 ). Direct tests
ave shown that this difference in speed has no impact on our final
stimates of ω 0 and g , nor on their corresponding uncertainties. 

(ii) Over the projection plane considered above, we define a 
niform, orthogonal sampling grid. The step of the grid is equal to
83 km at 0 ◦N, 180 ◦W. This grid defines the pixels for the resampled
mages produced at the next step (step 3). 

(iv) For each projected image defined at step 1, we produce a
esampled version over the grid defined at step 2. Each pixel of the
riginal images contributes to the value of a pixel on the resampled
mage with a weight proportional to its spatial o v erlap. This step
s required to compare different JIRAM images consistently. The 
MNRAS 533, 2185–2198 (2024) 

s are used to infer, by interpolation of a linear fit, the value at the reference 
gnal levels. 
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M

Figure 5. Estimated signal at ε = 45 ◦ for the Hotspot region considered in this study (panel a) and corresponding uncertainties (panel b). Note the different 
colour scales of the two panels. Two distinct spatially adjacent Hotspots are co v ered by our data, being the one on the right (7 ◦N, 162 ◦W) the same shown in 
Fig. 1 , panels (a)–(e), and the one on the left (7 ◦N, 192 ◦W) the same shown in Fig. 1 , panels (e)–(f). Gaps in co v erage are caused mostly by poor interpolation 
quality, often related to low signal. 

Figure 6. Experimental sampling of the surface I = f o ( I 45 , μ), as derived from JIRAM observations. Individual points represent individual triplets, as described 
in the text. 
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alue of the emission angle at the centre of each original pixel is
lso resampled in an analogous manner. Eventually, in each pixel of
esampled images (now made spatially consistent with each other),
e achieve a pair of values (signal I , emission angle ε) from each
riginal image co v ering the area. Hereafter, the term pixel will refer
lways to the resampled ima g e. 
(v) These pairs allow one to estimate, by interpolation on their

inear fit, the limb-darkening function for each pixel. Notably, this
nterpolation is performed for the sole purpose of estimating the
adiance expected – for each pixel – at the reference emission angle of
 = 45 ◦ ( I 45 hereafter) rather than to find a complete limb-darkening
unction such as those presented in Fig. 2 . To reduce interpolation
rrors, the analysis is performed only for pixels where at least six
airs are available and the range of emission angles in JIRAM data
ncompasses the reference emission angle of 45 ◦ (i.e.: extrapolation
NRAS 533, 2185–2198 (2024) 
s not allo wed). Gi ven the spread in original JIRAM data and the
imited range of ε, interpolation is performed assuming a linear
t, separately for each pixel (see examples in Fig. 4 ). Results of

he fit are accepted (and the derived I 45 included in the subsequent
nalysis) once the resulting intercept and slope have a value at least
0 times greater than corresponding uncertainties, as estimated from
easurements errors and data spread. Eventually, uncertainties on

inear fit parameters allow one to compute the uncertainty on the
 45 estimated for each pixel. These latter uncertainties have a mean
alue of 0.006 W m 

−2 sr −1 , to be compared against a mean signal of
.15 W m 

−2 sr −1 . Fig. 5 presents the I 45 map derived in this analysis
nd corresponding uncertainties. Fig. 5 (b) shows that uncertainties
n I 45 estimates are dominated by the spread of JIRAM data from
ifferent sequences – more evident in o v erlap re gions – rather than
y the uncertainty of signal in individual JIRAM images. This spread
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Figure 7. Data points from Fig. 6 , once binned in the ( I 45 , μ = cos( ε)) space. Bins have widths of 0.005 W m 

−2 sr −1 and 0.005 (dimensionless) in the two 
directions. (a) Mean value of JIRAM signal ( I ) inside each bin. (b) Standard deviation of I inside each bin (note the different scale with respect to panel a). (c) 
Number of data points (triplets) inside each bin. 
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s due to residual calibration artefacts, most likely to be attributed 
o minor drifts in the instrument’s temperature and amplifiers gains. 
he value of ε = 45 ◦ is chosen as intermediate for the range of
IRAM observations (see Table 1 ). 

(vi) At this step of the analysis, for each pixel, the original set of
airs derived in step 3 become a set of triplets ( I , I 45 , ε), I 45 being
dentical for every triplet from the same pixel. These triplets can 
e seen as direct samples ( z, x, y ) of the z = f o (x, y) surface (i.e.:
he I = f o ( I ref , ε) function described abo v e) and represent the final
xperimental constraint offered by JIRAM data to be considered for 
omparison against theoretical simulations. The triplets considered 
n this study are presented in Fig. 6 . Notably, the study excludes all
he pixels where I 45 < 0.02 W m 

−2 sr −1 , to reduce the possible effect
f calibration artifacts, as discussed abo v e. The o v erall distribution
f the original pairs ( I , ε) as derived in step 3 can also be inferred
rom Fig. 6 , as the distribution of points in the horizontal ( ε) and
ut-of-the-page ( I, colour-encoded) directions. To better clarify the 
xperimental trends from JIRAM data, points in Fig. 6 were binned
n the ( I 45 , μ = cos( ε)) space; mean and standard deviation of I inside
ach bin are presented in Fig. 7 . 

Considering now the theoretical simulations: 

(i) A set of simulated JIRAM measurements is computed for each 
ossible combination of the following inputs. ε: from 32.5 ◦ to 62.5 ◦

with steps of 5 ◦), τ = [0.01, 0.031, 0.1, 0.31, 1., 3.1, 10.], ω 0 =
0.75, 0.8, 0.85, 0.9, 0.95], g = [0.22, 0.27, 0.32, 0.37, 0.42, 0.47,
.52, 0.57, 0.62]. Spectra are computed considering the same model 
nd the same methods described for the preliminary simulations 
iscussed at the beginning of this section, then multiplied by the
MNRAS 533, 2185–2198 (2024) 
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M

Figure 8. The dimensionless cost function C – measuring the discrepancy between the observed and theoretical f o surfaces (see text for definition) – for different 
values of ω 0 and g . The white level curve indicates the 3 σ uncertainty in the determination of minimum. 
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 -filter response function to estimate the JIRAM measurements I ( ε,
, ω 0 , g ). 
(ii) For each possible fixed pair of ( ω 0 , g ) considered in simu-

ations – and separately for each possible value of opacity τ – we
nterpolate the trend of signal I versus ε to estimate signal at the
eference emission angle of ε = 45 ◦. 

(iii) For the given pair of ( ω 0 , g ), each simulation now provides
 triplet ( I , I 45 , ε), being I 45 the same for every simulation with the
ame τ . The triplets for all τ are used to perform a polynomial fit of
he f o, simul surface pertinent for the current pair of ω 0 and g . 

For each pair of ( ω 0 , g ), the parameters of the polynomial fit allow
ne to compute the value of f simul at the ( I 45 , ε) positions of observed
riplets described at point 5 of data analysis abo v e, and to compute
he total deviation against data as the sum of discrepancies o v er
he entire population of experimental triplets. This ensures that the
omparison is indeed performed in regions of f 0 actually covered by
ata. More explicitly, being: j an index to label individual triplets,
 I 45 , ε) j the I 45 value and emission angle, respectively, for the j -th
riplet, f o,j the observed signal I for the j -th triplet and f simul ( I 45 , ε) j 
he simulated signal at the ( I 45 , ε) j position for a given ( ω 0 , g ) pair,
e can compute 

 ( ω 0 , g ) = 

N ∑ 

j= 1 

[
f simul ( I 45 , ε ) j − f O,j 

]2 

S j 
2 /N, (2) 

here S j is an ef fecti ve v alue of data spread in ( I 45 , ε) position of
he j -th triplet, as estimated from Fig 7 (b), and N = 133 653 the total
umber of triplets considered. 
This dimensionless quantity represents the cost function C to be
inimized by varying ( ω 0 , g ). 

 RESULTS  

ig. 8 presents the value of cost function C in the ω 0 –g space. The
o west C v alue implies the best agreement with data. Despite the
oarse sampling of ω 0 –g space by our simulations (made necessary
NRAS 533, 2185–2198 (2024) 
y the high-computation times required by DISORT usage), a
inimum is observed for ω 0 = 0.90 and g = 0.37. In order to assess
ore directly the quality of the fit, it is useful to compare the trend

f f simul in the assumption of ω 0 = 0.90 and g = 0.37 with the
ean experimental JIRAM values (Fig. 7 a). Fig. 9 (a) presents this

 simul (I 45 , ε) o v er the same re gion of I 45 –ε space sampled by JIRAM
ata, as well as its difference with respect to Fig. 7 (a). The difference
etween theoretical and experimental surfaces (Fig. 9 b) is, in general,
ell within the spread of experimental data as given in Fig. 7 (b)

see Fig. 9 (c) for the ratio between these quantities), especially in
he regions better covered by experimental data (compare Fig. 9 c
nd 7 c). 

Given the large number of steps in the analysis, it is difficult to
erform a rigorous computation of the uncertainties on our ω 0 and g
stimate. 

To perform at least a rough assessment, we e v aluated the variations
f C associated with random fluctuations according to a simple
ootstrap scheme. First, we computed the uncertainties σ z associated
ith the I value of each triplet: this was done considering the
ncertainties on the original JIRAM measurements and propagating
hem through the averaging process implicit in spatial resampling.
hen, for each value of ω 0 and g , we performed one thousand

rials t i , by adding random fluctuations to the I value in each triplet
with zero mean and standard deviation equal to the specific σ z 

ertinent to that triplet). At the same time, we also introduced
andom fluctuations on the I 45 values of each triplet. These random
uctuations are statistically independent from those introduced on
 and have standard deviations equal to the uncertainties on I 45 , as
stimated from the fit procedure described in previous Section 3 ,
tep 4. Finally, we recomputed the corresponding value of C ( ω 0 ,
 , t i ). The standard deviation of this 1000-element population (with
lements from different t i ) can be seen as an ef fecti ve uncertainty
n the C values presented in Fig. 8 . The level curve presented there
orresponds to the minimum of C plus three times its uncertainty.
ur estimate can therefore be better described as ω 0 = 0.90 ± 0.05

nd g = 0.37 ± 0.15. These values can be compared against
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Figure 9. (a) Simulated I = f simul (I 45 , ε) for ω 0 = 0.90 and g = 0.37, best-fitting values inferred from Fig. 8 . (b) Difference between experimental data and the 
best-fitting surface (i.e.: between Fig. 7 a and Fig. 9 a). (c) Ratio between fit discrepancies (Fig. 9 a) and spread of experimental data (Fig. 7 b). 
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he estimates of Giles et al. ( 2015 ) in the same spectral region,
ho adopted ω 0 = 0.9 and g = 0.7 in their analysis of Cassini
IMS data. Ho we ver, their work is based on data acquired ‘in the

quatorial region of the planet ( −2.5 ◦ to 2.5 ◦)’ and therefore in very
ifferent physical conditions that those of the Hotspots considered 
ere. 
In order to address the dependency of our results on the simulation

ssumptions, we repeated the fit procedure for the search of g and ω 0 

est values, considering the following variations. 
(1) The entire set of simulated spectra computations was repeated 

y shifting, for all cases, the residual cloud from the original altitude
 −7; + 7] km down to [ −14, −7] km. While the Galileo entry probe
ephelometer measurements are indeed consistent with our original 
ssumption (see summary table 5.1 in West et al., 2004 with the main
loud located between 0.75 and 1.3 bars), lower clouds in Hotspots
etween 1.3 and 1.6 bars (altitudes between −7 and −14 km) are
redicted by the theoretical model of Hueso et al. ( 1999 ). Lower
louds lead to g and ω 0 values of 0.42 and 0.90, respectively,
onsistent – within uncertainties – with our estimate at the original 
loud altitude. 

The entire set of simulated spectra computations was repeated 
y increasing, for all cases, the air temperatures of + 14 K at all
ressure levels. While the original T (p) profile is the same measured
y the Galileo entry probe (Ragent et al., 1998 ), the theoretical
odel by Hueso et al. ( 1999 ) predicts temperature deficiencies in

he Hotspots up to 6 K with respect to the surrounding environment
Fig. 3 , panel E there). Despite air temperatures highly exceeding 
xpected variations, the resulting g and ω 0 values (0.42 and 0.85,
espectively) are again consistent – within uncertainties – with our 
stimate from original assumptions. 

The entire set of simulated spectra computations was repeated 
y expanding, for all cases, the residual cloud from the original
MNRAS 533, 2185–2198 (2024) 
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Figure 10. Contour lines for ω 0 (solid curves) and g (dashed curves) in the r eff –variance space. Blue curves give the values estimated from JIRAM data, red 
curves the acceptance region bounded by corresponding uncertainties as estimated from Fig. 8. (a) NH 4 SH, with complex refractive indices from Ferraro et al.. 
(b) NH 4 SH, from Howett et al.. (c) NH 3 , from Howett et al.. (d) N 2 H 4 , from Clapp and Miller. (e) tholin type 2 from Imanaka et al.. 
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xtension [ −7; + 7] km to [ −14, + 7] km. Broader clouds lead
o g and ω 0 values of 0.32 and 0.90 respectively, consistent –
ithin uncertainties – with our estimate for the original extension

ssumption. 
With a further assumption on cloud composition, the scatter-

ng parameters ω 0 and g derived from our analysis can provide
onstraints on the size distribution of cloud particles. Ammonium
ydrosulfide (NH 4 SH) ice remains the most likely candidate as
he main component of residual clouds o v er Hotspots (Atreya et
l., 1999 ), although our analysis of the solar-dominated short-
avelength spectral region presented in Grassi et al. ( 2021 ) suggests

hat contamination from other components may be important in
ther low-latitude regions of the planet. The coating of clouds with
NRAS 533, 2185–2198 (2024) 
omplex haze produced photochemically was originally proposed
nd e xtensiv ely discussed by Atre ya et al. ( 2005 ). Comple x refractiv e
ndices of solid ammonium hydrosulfide have been inferred from
xperimental transmissivity measurements described in the two
ndependent studies by Ferraro et al., ( 1980 ) and Howett et al.,
 2007 ). Ho we ver, Ferraro et al., ( 1980 ) did not publish any final ( n ,
 ) table and the derived refractive indices have been circulated only
nformally in the science community since then. For the purposes of
his study, we considered n = 1.38 and k = 0.020 as the Ferraro et al.
 1980 ) ef fecti ve v alues for the JIRAM M -filter. With the simplifying
ssumption of spherical particles (indeed, a rather strong assumption
or ice particles) and for a given set of refractive indices, Mie theory
llows us to compute the expected ( ω 0 , g ) for each possible pair of
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Figure 11. The plots display with black triangles the regions of the n –k space (real and imaginary parts of refractive index, respectively) that satisfy the two 
constraints 0.85 < ω 0 < 0.95 and 0.22 < g < 0.52 for any r eff in the range 0.3–3.0 μm. Red squares provide, for reference, the refractive indices at 4.8 μm for 
dif ferent putati ve components of Jupiter’s clouds. Hy : N 2 H 4 , from Clapp and Miller, Am : NH 3 , from Howett et al., Fe : NH 4 SH, from Ferraro et al., Ho : NH 4 SH, 
from Howett et al., To : tholin type 2 from Imanaka et al.. (a) For a size distribution variance of 0.01. (b) For a size distribution variance of 0.05. 
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arameters ef fecti ve radius ( r eff ) and v ariance ( v ) describing a size
istribution. 
Fig. 10 presents the results of these Mie computations. Namely, 

e show the regions in the r eff –v space centred around the contour
ines corresponding to the ω 0 and g values inferred from JIRAM and
ounded by their respective uncertainties. We define these regions 
s acceptance re gions. Ov erlaps in acceptance regions of ω 0 and g
hall be considered consistent with data. The Ferraro et al. ( 1980 ) set
Fig. 10 a) is not consistent with JIRAM-derived estimates, mostly 
ecause of the difficulty in producing the required high ω 0 with high
alues of k (i.e.: absorption coefficients). The simulations based on 
owett et al. ( 2007 ) data (Fig. 10 b) produce the required combination 
f ω 0 and g in two distinct regions of r eff –v space. The first region
tarts at v = 0.2 and r eff = 0.3 μm and extend to smaller radii and
igher variances. The second region develops between 2 and 4 μm 

n a large range of variances. Notably, in neither of the two areas we
ave a crossing of the curve levels corresponding to ω 0 = 0.90 and
 = 0.37. Pure ammonia ice (as modelled by the refractive indices
n Howett et al. ( 2007 , Fig. 10 c) produces a marginally consistent
e gion, dev eloping from v = 0.6 and r eff = 0.2 μm and extending
o smaller radii and higher variances. More convincing agreement is 
rovided by hydrazine (as given in Clapp and Miller 1996 , Fig. 10 d),
here the consistent area starts at v = 0.1 and r eff = 0.2 μm. We also

onsidered the tholin material (Imanaka et al., 2012 ) adopted in our
revious paper Grassi et al. ( 2021 ), there chosen for its capability
o reproduce the shape of the reflectance spectral maximum seen in 
IRAM spectra at 2.74 μm. While this material cannot be considered 
s a realistic candidate for the main component of Jupiter clouds 
tholin are simulants of the products of N 2 –CH 4 photochemistry on 
itan), it can none the less reproduce an external coating by a poorly
haracterized compound that includes N–H bounds responsible 
or the absorption band observed in Jupiter spectra around 3 μm 

Sromo vsk y and Fry 2010 ). Fig. 10 (e) presents the results of Mie
omputation for pure tholin. The o v erlap of acceptance regions for
 0 and g is achieved for 0.4 < r eff < 1 μm and a rather large range of
 , including the very low values previously considered in literature 
e.g.: 0.05 in Irwin et al. 1998 ). Notably, among pure materials,
holin is the only one capable to produce crossing of the curve levels
orresponding to ω 0 = 0.90 and g = 0.37, achieved for v = 0.3 and
 eff = 0.45 μm. 

For sake of completeness, we investigated the space r eff –n –k (being
 , k the real and imaginary parts of the refractive index at 4.8 μm) to
etermine which combinations are consistent with JIRAM data. The 
esults are presented in Fig. 11 . As previously observed, both NH 4 SH
according Howett et al.) and tholin can produce consistent results, 
hile other pure materials considered have imaginary components of 

efractiv e inde x either too low (hydrazine and ammonia) or too high
NH 4 SH according Ferraro). From the panels on Fig. 10 we can also
bserve that the acceptance region where 0.85 < ω 0 < 0.95 mo v es
onsistently toward low r eff while k decreases. 

We also considered the case of coated particles, formed by a
H 4 SH core (as modelled by Howett et al. 2007 indices) and an

xternal coating (i.e.: an outer layer) formed by ammonia, hydrazine 
r tholin. The scattering properties of these spherical coated particles 
ere computed by mean of the BART code (Quirantes, 2020 ). Results

re shown in Fig. 12 , where we considered relative core-to-particle
adius ratios of 0.85 and 0.15. These two values are intended to
epresent cases dominated by the core or by the coating, respectively.
he coated particles considered in our simulations seem not adequate 

o produce a significant impro v e of o v erlap re gions once compared
o pure materials. Coated particles dominated by the NH 4 SH core
Fig. 12 a –e ) retain a first region consistent with JIRAM estimates
or 2 < r eff < 3 μm and second for r eff < 0.4 μm and high v (very
mall for ammonia, more pronounced for tholin). In no case, we
bserve a crossing of the curve levels corresponding to ω 0 = 0.90
nd g = 0.37. Particles dominated by coatings (Fig. 12 b , d , f ) largely
eproduce the properties previously observed for the corresponding 
ure materials. Tholin coating provides the most convincing match 
ith JIRAM-deri ved v alues of ω 0 and g , for radii between 0.7 and
 μm. These values can be compared against the average particle
adius of 0.8–1.1 μm reported by Ragent et al. ( 1998 ) for the
esidual cloud in Hotspots measured by the Galileo entry probe 
ephelometer. 

 DI SCUSSI ON  

he results presented in the previous section depends on a number
f assumptions, most notably, on the hypothesis that brightness 
ariations inferred from JIRAM data at the reference emission angle 
re mostly driven by variations in the optical thickness of clouds.
nfortunately, such an assumption cannot be circumvented with 

epeated observations of the same region, since such an observation 
oes not – alone – address the dependence of limb-darkening function 
pon cloud opacity shown in Fig. 3 . Longitudinal variations in
MNRAS 533, 2185–2198 (2024) 
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Figure 12. As Fig. 10 , for coated particles formed by a NH 4 SH core (Howett et al.) and different coatings. (a), (b) NH 3 coating. (c), (d) N 2 H 4 coating. (e), (f) 
Tholin coating. 0.85 and 0.15 labels provide the core-to-particle radii ratio (0.85 large core, 0.15 small core). 
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he amounts of water vapour and ammonia inside Hotspots, such
s those presented in Grassi et al. ( 2020 ; figs 7 c and 8 c there),
nd in Fletcher et al. ( 2020 ) are probably the main limit of our
nalysis. 

JIRAM estimates are consistent – within uncertainties – either
ith NH 4 SH-dominated particles with radii between 2 and 3 μm
r, alternatively, with smaller particles (0.7–1 μm) dominated by
ontaminants (modelled by tholin). The latter scenario appears more
onvincing, given (a) the best correspondence with the JIRAM esti-
ates and (b) the consistency with independent size measurements

y Galileo entry probe. 
We noticed also that the refractive indices of the organic samples

roduced by ion bombardment of ices (N 2 :CH 4 :CO) described in
NRAS 533, 2185–2198 (2024) 
aratta et al. ( 2015 ) have a value of [1.6, 0.07], also consistent with
IRAM data, as demonstrated by Fig. 11 . Both in the case of Imanaka
t al. ( 2012 ) tholin as well as for the organic samples of Baratta et al.
 2015 ), the value of k in the band of JIRAM images is substantially
isen by a sharp absorption feature located at about 2180 cm 

−1 

 ∼4.58 μm, see figs 3–6 in Imanaka et al. and fig. 11 in Baratta et
l). The latter paper interprets this feature as caused by C ≡N bounds
n the sample. Furthermore, Carlson et al. ( 2016 ) describe the optical
roperties of a chromophore from photolyzed ammonia reacting with
cetylene, to simulate the specific conditions of Jupiter atmosphere.
lthough these authors do not provide refractive indices values for

he spectral range of our interest, they present an absorption spectrum
f the material, with a clear sharp feature at 2056 cm 

−1 ( ∼4.86 μm)
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nterpreted as due to diazo hydrocarbons (C = N = N). Therefore, it
ppears that intermediate k values ( ∼0.01) along with low n values
 ∼1.6) are common among the by-products of degradation of carbon- 
nd nitrogen-bearing species. 

Results from Braude et al ( 2020 , fig. 13d there) suggests a
ubstantial increase of r eff for the equatorial clouds considered by 
iles et al. ( 2015 ). Both Figs 10 and 12 point toward a general

ncrease of the asymmetry parameter g for increasing r eff , and the
iscrepancy in the g estimates provided here and in Giles et al. ( 2015 )
an probably be reconciled considering the different particle sizes 
n the areas considered in the two studies. Notably, r eff variations 
roduce much less pronounced variations on ω 0 , that is indeed 
onsistent in the two studies. 

The model of Hotspots presented by Friedson ( 2005 ) foresees
hat air parcles, flowing from west to east, descend from altitudes 
ell abo v e the 0.6 bar isosurf ace down to the 1.3-bar surf ace

base of residual cloud in our model) when they encounter the 
inimum of the Rossby wave (corresponding to brighter regions 

n the infrared), moving along the isolevels of potential temperature 
 (fig. 8 there). Substantial downdraft in the brightest regions of
otspots was also expected in the model of Hueso et al. ( 1999 ). This

cenario is consistent with the occurrence of substantial amounts 
f contaminants produced by the combination of hydrocarbon haze 
articles falling from Jupiter’s stratosphere and hydrazine created by 
hotodissociation of ammonia in the upper troposphere (Atreya et 
l. 2005 ) at the location of residual clouds o v er Hotspots. 

 C O N C L U S I O N S  

IRAM M -filter images acquired o v er Jupiter’s 5- μm-bright Hotspots
uring the 12th Juno perijo v e passage hav e been analysed to con-
train, through the study of limb darkening, the scattering properties 
f residual clouds. Our results point toward a relatively small particle 
ize ( r eff ∼ 1.0 μm) for these clouds and the occurrence of contam-
nants, possibly o v er the putative cores of ammonium hydrosulfide. 
he presence of contaminants is consistent with the downward air 
otions expected by theoretical models o v er brightest re gions of
otspots. Further theoretical work will be required to compare the 

ypical lifetimes of NH 4 SH cloud particles in Hotspots (where they 
re subject to periodic sublimation/condensation associated to the 
ertical air motions associated to the Rossby wave) against the times
equired to accumulate an amount of contaminants on their surface 
dequate to mask their optical properties. 

These results allow a refinement of previous analysis of JIRAM 

pectra, with impro v ed treatment of scattering by residual clouds 
n computation of theoretical spectra. The information content of 
imb-darkening measurements demonstrated by this study strongly 
upport the inclusion joint spectral/limb-darkening measurements in 
he planning of instruments capable of acquiring extended spectral 
ata sets at high-spatial resolution, notably MAJIS onboard the 
uropean Space Agency’s JUICE mission. 

C K N OW L E D G E M E N T S  

his w ork w as supported by the Italian Space Agency through ASI-
NAF contract I/010/10/0 and 2014–050-R.0. SKA acknowledges 
upport from NASA through the Juno Project. LNF was supported 
y a European Research Council Consolidator Grant (under the Eu- 
opean Union’s Horizon 2020 research and innovation programme, 
rant agreement no. 723890) at the University of Leicester. GSO ac- 
nowledges support from NASA through funds that were distributed 
o the Jet Propulsion Laboratory, California Institute of Technology. 
We thank Nikolay Ignatiev, Space Research Institute of the Russian 
cademy of Sciences, Moscow, Russia, for the permission to use his
RS code for forward simulations and his crucial suggestions. 
We thank Jonathan Lunine, Cornell University, Ithaca (NY), USA, 

or his valuable comments and revisions. 
We thank Riccardo Urso, Osservatorio Astrofisico di Catania, Italy, 

or his suggestions on optical properties of organic materials derived 
rom ion bombardment of ices. 

The JIRAM instrument was conceived and brought to reality by 
ur late collaborator and institute Director Dr. Angioletta Coradini 
1946–2011). 

ATA  AVAI LABI LI TY  

he original calibrated data (Adriani et al., 2019 ) used in this study
an be found at this Planetary Data System URL: ht tps://at mos.nm
u.edu/PDS/data/PDS4/juno jiram bundle/data calibrated/orbit12/. 

Geometric parameters of each image (geographic locations of 
ixel corners and centres, solar zenith, emission and phase angles, 
lant distance, etc.) were computed by means of the SPICE Toolkit
Acton, 1996 , Acton et al., 2017 ) on the basis of the reconstructed
ernel files available at https:// naif.jpl.nasa.gov/ pub/ naif/JUNO/ ke 
nels/. 

EFERENCES  

cton C. H. et al., 2017, Planet. Space Sci. , 150, 9 
cton C. H. , 1996, Planet. Space Sci. , 44, 65 
driani A. et al., 2014, Space Sci. Rev. , 213, 393 
driani A. et al., 2018, Nature , 555, 216 
driani A. , Noschese R., Huber L., 2019, PDS Atmospheres, (ATM) Node ,

last accessed: 2024 August 21 
ntu ̃ nano A. et al., 2018, Geophys. Res. Lett. , 45, 987 
rregi J. et al., 2006, J. Geophys. Res. (Planets) , 111, 9010 
treya S. K. et al., 1999, Planet. Space Sci. , 47, 1243 
treya S. K. et al., 2005, Planet. Space Sci. , 53, 498 
aratta G. A. et al., 2015, Planet. Space Sci. , 118, 211 
raude A. S. et al., 2020, Icarus , 338, 113589 
arlson B. E. et al., 1993, J. Geophys. Res. , 98, 5251 
arlson R. W. et al., 2016, Icarus , 274, 106 
hoi D. et al., 2013, Icarus , 223, 832 
lapp M. L. , Miller R. E., 1996, Icarus , 123, 396 
rossart P. et al., 1998, J. Geophys. Res. , 103, 23043 
erraro J. R. et al., 1980, Appl. Spectrosc. , 34, 525 
letcher L. N. et al., 2016, Icarus , 278, 128 . 
letcher L. N. et al., 2017, Geophys. Res. Lett. , 44, 7140 . 
letcher L. N. et al., 2020, J. Geophys. Res. Planets , 125, e2020JE006399 
riedson A. J. , 2005, Icarus , 177, 1 
iles R. S. et al., 2015, Icarus , 257, 457 
iles R. S. et al., 2016, Icarus , 289, 254 
rassi D. et al., 2017a, Geophys. Res. Lett. , 44, 4615 
rassi D. et al., 2017b, J. Quant. Spectrosc. Radiat. Transfer , 202, 200 
rassi D. et al., 2018, J. Geophys. Res. (Planets) , 123, 1511 
rassi D. et al., 2020, J. Geophys. Res. (Planets) , 125, e2019JE006206 
rassi D. et al., 2021, MNRAS , 503, 4892 
owett C. J. A. et al., 2007, J. Opt. Soc. Am. B , 24, 126 
ueso R. et al., 1999, Planet. Space Sci ., 47, 1263 

gnatiev N. I. et al., 2005, Planet. Space Sci. , 53, 1035 
manaka H. et al., 2012, Icaurs , 218, 247 
rwin P. G. J. et al., 1998, J. Geophys. Res. , 103, 23001 
rwin P. G. J. et al., 2001, Icarus , 149, 397 
rwin P. G. J. et al., 2008, J. Quant. Spectrosc. Radiat. Transfer , 109, 1136 
ixon C. A. et al., 2001, Icarus , 150, 48 
rtiz J. L. et al., 1998, J. Geophys. Res. , 103, 23051 
rton G. S. et al., 1998, J. Geophys. Res. , 103, 22791 
MNRAS 533, 2185–2198 (2024) 

https://atmos.nmsu.edu/PDS/data/PDS4/juno_jiram_bundle/data_calibrated/orbit12/
https://naif.jpl.nasa.gov/pub/naif/JUNO/kernels/
http://dx.doi.org/10.1016/j.pss.2017.02.013
http://dx.doi.org/10.1016/0032-0633(95)00107-7
http://dx.doi.org/10.1007/s11214-014-0094-y
http://dx.doi.org/10.1038/nature25491
http://dx.doi.org/https://doi.org/10.17189/1518967
http://dx.doi.org/10.1029/2018GL080382
http://dx.doi.org/10.1029/2005JE002653
http://dx.doi.org/10.1016/S0032-0633(99)00047-1
http://dx.doi.org/10.1016/j.pss.2004.04.002
http://dx.doi.org/10.1016/j.pss.2015.08.011
http://dx.doi.org/10.1016/j.icarus.2019.113589
http://dx.doi.org/10.1029/92JE02737
http://dx.doi.org/10.1016/j.icarus.2016.03.008
http://dx.doi.org/10.1016/j.icarus.2013.02.001
http://dx.doi.org/10.1006/icar.1996.0166
http://dx.doi.org/10.1029/98JE01899
http://dx.doi.org/10.1366/0003702804731339
http://dx.doi.org/10.1016/j.icarus.2016.06.008
http://dx.doi.org/10.1002/2017GL073383
http://dx.doi.org/10.1029/2020JE006399
http://dx.doi.org/10.1016/j.icarus.2005.03.004
http://dx.doi.org/10.1016/j.icarus.2015.05.030
http://dx.doi.org/10.1016/j.icarus.2016.10.023
http://dx.doi.org/10.1002/2017GL072841
http://dx.doi.org/10.1016/j.jqsrt.2017.08.008
http://dx.doi.org/10.1029/2018JE005555
http://dx.doi.org/10.1029/2019JE006206
http://dx.doi.org/10.1093/mnras/stab740
http://dx.doi.org/10.1364/JOSAB.24.000126
http://dx.doi.org/10.1016/S0032-0633(99)00049-5
http://dx.doi.org/10.1016/j.pss.2004.12.009
http://dx.doi.org/10.1016/j.icarus.2011.11.018
http://dx.doi.org/10.1029/98JE00948
http://dx.doi.org/10.1006/icar.2000.6542
http://dx.doi.org/10.1016/j.jqsrt.2007.11.006
http://dx.doi.org/10.1006/icar.2000.6561
http://dx.doi.org/10.1029/98JE00696
http://dx.doi.org/10.1029/98JE02380


2198 D. Grassi et al . 

M

O
P
Q  

 

R
R  

R
R
S
S

S
S
T

W  

 

 

T

rton G. S. et al., 2017, Geophys. Res. Lett. , 44, 4607 
orco C. et al., 2003, Science , 299, 1541 
uirantes A. , 2020, BART Code Source File . Retrieved at

https://www.ugr.es/ ∼aquiran/codigos.htm, last accessed: 2024 August
21 

agent B. et al., 1998, J. Geophys. Res. , 103, 22891 
ogers J. H. , 1995, The Giant Planet Jupiter, Cambridge Univ. Press,

Cambridge 
oos-Serote M. et al., 1998, J. Geophys. Res. , 103, 23023 
oos-Serote M. et al., 1999, Icarus , 137, 315 
howman A. P. , Dowling T. E., 2000, Science , 289, 1737 
romo vsk y L. A. , Fry P. M., 2010, Icarus , 210, 230 
NRAS 533, 2185–2198 (2024) 

Published by Oxford University Press on behalf of Royal Astronomical Society. This is an 
( http://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reus
romo vsk y L. A. , Fry P. M. 2018 Icarus, 307 347 
tamnes K. et al., 1988, Appl. Opt. , 27, 2502 
errile R. J. , Westphal J. A., 1977, Icarus , 30, 274 

est R. A. , Baines K. H., Friedson A. J., Banfield D., Ragent B., Taylor F.
W., 2004, in Bagenal F., Dowling T. E., McKinnon W. B., eds, Jupiter:
The Planet, Satellites and Magnetosphere, Cambridge Planetary Science
Series. Cambridge University Press, Cambridge, UK 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
© 2024 The Author(s). 
Open Access article distributed under the terms of the Creative Commons Attribution License 
e, distribution, and reproduction in any medium, provided the original work is properly cited. 
D
ow

nloaded 
from
 https://academ

ic.oup.com
/m

nras/article/533/2/2185/7725818 by U
N

IVER
SITA' STU

D
I LA SAPIEN

ZA user on 12 N
ovem

ber 2024

http://dx.doi.org/10.1002/2017GL073019
http://dx.doi.org/10.1126/science.1079462
http://dx.doi.org/10.1029/98JE00353
http://dx.doi.org/10.1029/98JE01049
http://dx.doi.org/10.1006/icar.1998.6043
http://dx.doi.org/10.1126/science.289.5485.1737
http://dx.doi.org/10.1016/j.icarus.2010.06.039
http://dx.doi.org/10.1364/AO.27.002502
http://dx.doi.org/10.1016/0019-1035(77)90159-2
http://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 DATA SET
	3 METHODS
	4 RESULTS
	5 DISCUSSION
	6 CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES

