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#### Abstract

With the ongoing Run 3 of the LHC and its upcoming High-Luminosity upgrade, there is a growing need to study observables that can be both experimentally measured and theoretically predicted with high precision. To match the demand for increased precision on the theory side, improvements of fixed-order perturbative predictions, resummation of logarithmic enhancements and accurate determination of proton structure are required.

This thesis provides an exploration of the latter two topics. We discuss high-energy logarithms and their resummation techniques, introducing an extension of the HELL formalism (High Energy Large Logarithms) for multi-differential distributions in transverse momentum, rapidity and invariant mass. As a phenomenological study, we apply this framework to heavyquark pair production at the LHC, studying the kinematics of both a single quark and the final-state pair. Part of the thesis is dedicated to studying an extension of the $k_{\mathrm{t}}$-factorisation framework, which underlies high-energy resummation, to capture next-to-leading logarithmic corrections. To put this hypothesis to the test, we delve into the computation of a NLO off-shell coefficient function. We use Higgs-induced Deep Inelastic Scattering in the limit $m_{t} \rightarrow \infty$ as a benchmark process and report a partial result.

Beside high-energy logarithms, we consider the determination of transverse-momentum distributions from a high-invariant mass system with additional QCD radiation and exclusive cuts on the final state. Specifically, we focus on $\mathrm{HW}^{+}$associate production with a veto on the leading jet and analyse the Higgs transverse momentum spectrum at NNLO, using $q_{t}$-subtraction. We complement the fixed order study with NNLL resummation of jet-veto logarithms and linear power correction in $p_{\mathrm{t} H W}$ using the RadISH (RADiation off Initial State Hadrons) formalism.

Finally, in the last project pertaining to this thesis we consider the problem of Parton Distribution Function determination. We propose a minimal parametrisation guided by physical arguments and investigate its performance in fitting the HERA dataset with NLO QCD theory predictions.
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## Introduction

A decade after the discovery of the Higgs Boson, the research programme of the Large Hadron Collider (LHC) has shifted into its precision era. While measurements from the previous LHC runs have confirmed validity of the Standard Model as a fundamental theory of Nature, some phenomena outside the direct domain of collider physics, such as the nature of dark matter, matter-antimatter asymmetry, the origin and pattern of neutrino masses and the lack of CP violation in strong interaction are still largely not understood. Explaining these phenomena demands the introduction of new physics Beyond the Standard Model (BSM). Yet, the search for clear signals remains inconclusive. The ongoing Run 3 of the LHC, along with its planned High-Luminosity upgrade, is expected to yield a wealth of new experimental data. More than ever before, it is essential to define and study observables that can be both experimentally measured and theoretically predicted with percent uncertainty.

On the theory side, achieving finer control over Quantum Chromodynamics (QCD) effects, which dominate at hadron colliders like the LHC, requires several inputs. Fixedorder calculations have seen significant advancements, with the computation of higher-order corrections such as next-to-next-to-leading order (NNLO) being commonplace and promising developments for third-order corrections (N3LO). Beside fixed order theory, resummed computations are necessary to control the dependence of observables in kinematical region where logarithmic enhancements are important and all-order contributions must be taken into account.

In the first part of this thesis we consider small- $x$ resummation. This technique addresses high-energy logarithms of the form $\alpha_{s}^{n} \frac{1}{x} \log ^{k} \frac{1}{x}$, with $x$ being the ratio between a hard scattering scale and collider energy. These become relevant when the latter is large. We present a framework to perform this kind of resummation at leading logarithmic accuracy on distributions differential in invariant mass, transverse momentum and rapidity of an arbitrary process at the LHC and showcase a phenomenological study of its impact for heavy-quark pair production. On the same topic, we present an attempt of extending the underlying resummation strategy to next-to-leading accuracy, using Higgs-induced Deep Inelastic Scattering in the large top-quark mass limit as a working case. Alongside the improvement of collider observables, the interest in this type of resummation is linked to the problem of Parton Distribution Function (PDF) determination, where small- $x$ effects are known to play an important role to describe low-invariant mass and high-energy data.

Generally speaking, resummation becomes mandatory also when one considers increasingly differential observables. Indeed, as the number of energy scales grows larger, so will the number of the kinematic regions which may develop logarithmic enhancements. One such case is the transverse-momentum distribution of a system with high invariant mass $Q$, produced with extra QCD radiation and when applying exclusive cuts on the final state. This kind of system is known to require resummation as the convergence of the perturbative expansion


Figure 0. Synthetic diagram of the thesis contents. The three main topics of the research at hand are contained in the black circles. The two double-headed arrows highlight overlapping applications.
is hindered by large logarithmic terms of the form $\log \left(\frac{Q}{p_{t}}\right)$, where $p_{t}$ is some transverse momentum scale and $Q$ is the hard scale of the process. In this thesis we present a study of the Higgs $p_{\mathrm{t}}$ spectrum in $W^{+} H$ associated production at NNLO with a veto on the leading-jet transverse momentum. The fixed-order prediction is obtained via $q_{\mathrm{t}}$-subtraction and we complement the fixed order with NNLL resummation of the jet veto, as well as linear power corrections in $p_{\mathrm{t} H W}$, with the RadISH formalism.

On top of perturbative computations, robust and accurate determinations of the proton structure in the form of PDFs are necessary to obtain reliable theory predictions. Since PDFs encode the non-perturbative information in the hadron scattering dataset they are extracted from, their functional expression is not known from first principle. State-of-the-art PDF sets avoid introducing biases by parametrising PDFs with general polynomials or neural networks. Instead, within the scope of this thesis, we investigate the opportunity of building a PDF parametrisation biased with physical arguments, using a simple model of the proton as a quantum-statistical ensemble. In order to validate the viability of this alternative, we test this construction by fitting it against the HERA dataset, using NLO theory and comparing the best fit with the performance of HERAPDF2.0 under the same conditions.

This thesis is organised as shown in figure 0 . Chapter 1 serves as an introductory chapter, providing an overview of perturbative QCD features and the running coupling. It discusses the logarithmic enhancements that arise in certain processes and the necessity of resummation techniques to accurately account for them. The chapter also explores topics such as the initial-state infrared singularity, factorisation of splitting functions, and presents the collinear-factorisation master formula for cross-section calculations.

In chapter 2, the focus shifts towards high-energy logarithms and their resummation
techniques. The chapter introduces the HELL (High Energy Large Logarithms) formalism and examines its application in resumming differential cross-sections. To illustrate the practical implications, a phenomenological analysis of Heavy-Quark pair production is presented.

Chapter 3 provides a more detailed overview of the $k_{\mathrm{t}}$-factorisation approach for highenergy resummation at the leading logarithmic (LL) level. The chapter proposes an argument for extending the resummation theorem to next-to-leading logarithmic (NLL) accuracy. Furthermore, it explores the application of $k_{\mathrm{t}}$-factorisation in the context of Higgs-induced Deep Inelastic Scattering as the test-bed for the improvement of the resummation.

Moving to chapter 4 a comprehensive review of the resummation of transverse observables is presented within the RadISH framework. The chapter examines the theoretical foundations of the framework and showcases its application in studying $\mathrm{HW}{ }^{+}$associate production.

In the final chapter 5, the focus shifts towards PDF determination. The chapter provides a review of current state-of-the-art techniques and proposes a simplified PDF parametrisation rooted in a quantum-statistical model of the proton. To validate the proposed parametrisation, a test is conducted using the HERA dataset and NLO QCD theory.

The tail of the thesis contains appendix material. Specifically, appendix A. 1 gathers common formulas and expression. We collect in appendix B the detailed expressions for the differential coefficient functions discussed in chapter 2. Finally, appendix C is devoted to a detailed analysis of the computation behind the contents of chapter 3 .

In the concluding chapter, we recap the results and prospects of each project, as well as draw some link between them to build upon in future works.

## Chapter 1

## Perturbation theory and QCD

QCD, or Quantum Chromo-Dynamics, is the modern theory that describes the fundamental degrees of freedom of the strong nuclear force, quarks and gluons, and how they manifest into observable hadrons. In the scope of using hadron colliders as laboratories for studying precision physics, it is mandatory to have a precise theoretical understanding of QCD dynamics at all energy scales, ranging from low energy hadronisation (around the mass of a proton) to the energy of hard-scattering processes, probing the TeV scale and beyond.

This is enabled by one essential features of QCD: asymptotic freedom. That is, the progressive shrinking of the effective QCD coupling at high energy. Thus, at a suitable energy scale, the individual elements forming a composite object, called partons, can be treated as free particles and physical observables can be computed as power series in the strong coupling.

Since hadron colliders collide hadrons instead of their underlying fundamental constituents directly, the theoretical description of a high-energy scattering involves both short and longdistance behaviour. Unfortunately, low-energy large-distance QCD phenomena escape the perturbative framework as the strong coupling grows larger. Collinear factorisation solves this issue by allowing a systematic separation the short-distance, perturbative process-dependent physics from the long-distance, non-perturbative physics, which is encoded in universal objects called Parton Distribution Functions (PDFs) and obtained through non-perturbative techniques or extracted from experimental data.

In this chapter we will elucidate a brief overview of QCD and introduce some notation we shall use in this thesis, mostly parroting Refs. [1,2]. The many interesting properties and intricacies of QCD are covered by a very extensive literature, for example Refs. [3] 8 .

### 1.1 QCD and strong interaction

At its core QCD is a renormalisable Yang-Mills gauge theory [9] based on the gauge group $S U(3)_{\text {colour }}$. The particle content is organised in matter fields, called quarks, which come in six different flavours, and eight massless gauge bosons, the gluons, to mediate the interactions.

### 1.1.1 The QCD Lagrangian

At the classical level QCD dynamics is encoded in the Lagrangian

$$
\begin{align*}
\mathcal{L}_{\mathrm{YM}} & =-\frac{1}{2} \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]+\sum_{j=1}^{n_{f}} \bar{q}_{j}\left(\mathrm{i} \not D-m_{j}\right) q_{j}  \tag{1.1a}\\
D_{\mu} & =\partial_{\mu}+i g_{s} A_{\mu}^{a} t^{a}  \tag{1.1b}\\
F_{\mu \nu} & =\left(\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}-g_{s} f^{a b c} A_{\mu}^{b} A_{\nu}^{c}\right) t^{a} \tag{1.1c}
\end{align*}
$$

where $q_{j}$ are the fermionic fields in the fundamental representation of $S U(3)_{\text {colour }}$, with masses $m_{j}$ and $n_{f}$ different flavours, $A_{\mu}^{a}$ are the gluon fields in the adjoint representation of $S U(3)_{\text {colour }}$ and $g_{s}$ is the gauge coupling. The fundamental representation of the $S U(3)_{\text {colour }}$ Lie algebra includes a set of generators $t^{a}$ which satisfy

$$
\begin{equation*}
\left[t^{a}, t^{b}\right]=\mathrm{i} f^{a b c} t^{c}, \quad \operatorname{Tr}\left[t^{a}, t^{b}\right]=T_{R} \delta^{a b} \tag{1.2}
\end{equation*}
$$

where $f^{a b c}$ are the real structure constants of the algebra, $a, b, c=1, \ldots 8$, and it is customary to set the Dynkin index $T_{R}=1 / 2$. On the other hand, the Casimir invariants $C_{F}$ and $C_{A}$ are defined by

$$
\begin{array}{lr}
\sum_{a} t_{i k}^{a} t_{k j}^{a}=C_{F} \delta_{i j}, & \sum_{a b} f^{a b c} f^{a b d}=C_{A} \delta^{c d} \\
C_{F}=\frac{N_{\mathrm{c}}^{2}-1}{2 N_{\mathrm{c}}}=\frac{4}{3}, & C_{A}=N_{\mathrm{c}}=3 \tag{1.4}
\end{array}
$$

The classical Lagrangian in Eqs. (1.1) is invariant under local transformation of $S U(3)_{\text {colour }}$. However the switch from the classical field theory and its quantum counterpart requires the introduction of a gauge-fixing term $\mathcal{L}_{\text {gauge-fixing. }}$. The most common and versatile choice is using a covariant gauge defined by

$$
\begin{equation*}
\mathcal{L}_{\text {gauge-fixing }}=-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}, \quad \quad \mathcal{L}_{\text {ghost }}=\partial^{\mu} \bar{\eta}^{a}\left(\partial_{\mu} \delta^{a b}+g f^{a b c} A_{\mu}^{c}\right) \eta^{b} \tag{1.5}
\end{equation*}
$$

where $\xi$ is an arbitrary gauge parameter and $\mathcal{L}_{\text {ghost }}$ is an artefact of the gauge-fixing procedure. The newly introduced ghost fields $\eta$ are complex scalar fields which obey Fermi-Dirac statistics and are necessary to avoid the propagation of nonphysical gluon polarisations.

Of course there is an entire functional degree of freedom in setting up the gauge fixing. For example, a common alternative is the family of axial gauges $n^{\mu} A_{\mu}^{a}=0$, where $n$ is an arbitrary four-vector and the gauge-fixing and the ghost terms have the form (see e.g. [10, 11])

$$
\begin{equation*}
\mathcal{L}_{\text {gauge-fixing }}=-\frac{1}{2 \xi}\left(n^{\mu} A_{\mu}\right)^{2}, \quad \mathcal{L}_{\text {ghosts }}=\bar{\eta}^{a} n^{\mu}\left(\partial_{\mu} \delta^{a b}+g f^{a b c} A_{\mu}^{c}\right) \eta^{b} \tag{1.6}
\end{equation*}
$$

In the common light-cone gauge, one sets $n^{2}=0, \xi=0$. This class of gauges has the important property of explicitly allowing only two polarisation states for the gluons and completely decoupling ghosts so that they can be ignored.

Naturally the gauge-fixing and the ghost terms explicitly break gauge-invariance. However, the full, gauge-fixed action fulfils the Becchi-Rouet-Stora-Tyutin (BRST) symmetry 12,13 , which guarantees the renormalisability of the theory at quantum level 14].

### 1.1.2 Perturbation theory and running coupling

The interactions in the QCD Lagrangian Eq. 1.1) are governed by a single parameter, the gauge coupling $g_{s}$, customarily recast as the strong coupling parameter

$$
\begin{equation*}
\alpha_{s}=\frac{g_{s}^{2}}{4 \pi} \tag{1.7}
\end{equation*}
$$

in analogy with QED.
Physical observables (i.e. squared amplitudes and their corresponding cross-sections) can be extracted from the QCD Lagrangian Feynman rules and form perturbative expansions in terms of $\alpha_{s}$. However, when loop diagrams are calculated in this way, infinities arise and the theory must be regularised and renormalised to obtain meaningful predictions. Several techniques can be used, for example dimensional regularisation (dimreg) or Principal Value (PV). The former consists in the observation that many ultra-violet (UV) divergent integrals in four dimensions are instead finite if the theory is embedded instead in $D=4-2 \epsilon$ dimensions (assuming $\epsilon>0)^{1}$, and the divergences are isolated in poles in the parameter $\epsilon$,

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} x \frac{1}{x} \rightarrow \int_{0}^{1} \mathrm{~d} x x^{\epsilon-1}=\frac{1}{\epsilon} \tag{1.8}
\end{equation*}
$$

Principal value instead instructs to turn a pole in a integral into a finite quantity by shifting a real singularity into two imaginary ones. Explicitly

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} x \frac{1}{x} \rightarrow \frac{1}{2} \int_{0}^{1} \mathrm{~d} x\left[\frac{1}{x+\mathrm{i} \delta}+\frac{1}{x-\mathrm{i} \delta}\right]=\int_{0}^{1} \mathrm{~d} x \frac{x}{x^{2}+\delta^{2}} \simeq \log (\delta) \tag{1.9}
\end{equation*}
$$

Either way, the crucial property of a renormalisable field theory is that the dependence on the cutoff parameter can be reabsorbed into a redefinition of the gauge coupling, particle masses, and wave function normalisation.

In principle, QCD would be scale invariant as long as quarks are considered massless, however this does not actually hold at the quantum level and the renormalised Lagrangian parameters acquires a logarithmic dependence on a renormalisation scale $\mu$, ruled by Renormalisation Group Equations (RGEs)

$$
\begin{align*}
& \mu^{2} \frac{\mathrm{~d} \alpha_{s}\left(\mu^{2}\right)}{\mathrm{d} \mu^{2}}=\beta\left(\alpha_{s}\left(\mu^{2}\right)\right)  \tag{1.10a}\\
& \beta\left(\alpha_{s}\left(\mu^{2}\right)\right)=-\alpha_{s}^{2}\left(\mu^{2}\right)\left(\beta_{0}+\beta_{1} \alpha_{s}\left(\mu^{2}\right)+\beta_{2} \alpha_{s}^{2}\left(\mu^{2}\right)+\ldots\right) \tag{1.10b}
\end{align*}
$$

where $\beta\left(\alpha_{s}\left(\mu^{2}\right)\right)$ is known as the $\mathrm{QCD} \beta$-function and its coefficients are computable in perturbation theory. At the current state of the art, the $\beta$-function is known up to five loops 15, 16.

The RGE for the running coupling can be solved by iteration. At the lowest (leading logarithmic) order the solution is

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)=\frac{\alpha_{s}\left(\mu_{0}^{2}\right)}{1+\beta_{0} \alpha_{s}\left(\mu_{0}^{2}\right) \log \frac{\mu^{2}}{\mu_{0}^{2}}} \tag{1.11}
\end{equation*}
$$

[^0]where $\mu_{0}$ is an initial scale at which the coupling is known or measured.
The $\beta$ function controls the slope of the running of $\alpha$ across values of the scale $\mu^{2}$. Indeed, the positive sign of its first term ${ }^{2} \beta_{0}=\frac{11 C_{A}-2 n_{f}}{12 \pi}$, ensures that the coupling is vanishing at large scales. This property is called asymptotic freedom and it is an exclusive property of local non-Abelian gauge theories among renormalisable field theories in four-dimensional spacetime [17]. Conversely, the coupling is divergent in the $\mu^{2} \rightarrow 0$ limit and perturbative methods can no longer be trusted. The boundary between these two regimes is customarily identified with the Landau pole, which is defined by the equation
\[

$$
\begin{equation*}
\frac{1}{\alpha_{s}\left(\Lambda_{\mathrm{QCD}}^{2}\right)}=0 . \tag{1.12}
\end{equation*}
$$

\]

At this scale, which is typically of the order of a few hundred MeV, QCD becomes strongly coupled and the impossibility of detecting colour charges, or confinement, becomes apparent.

### 1.1.3 Logarithmic enhancements and resummation

As we have just seen, the structure of perturbation theory in QCD generates recursive patterns of singularities that need to be systematically subtracted to guaranteed mathematical consistency. As a consequence of this subtraction, a regular pattern of powers of $\alpha_{s}\left(\mu_{0}^{2}\right) \beta_{0} \log \left(\frac{\mu^{2}}{\mu_{0}^{2}}\right)$ is left. In principle, if the ratio between the two scales is large, the logarithms could compensate the smallness of $\alpha_{s}\left(\mu_{0}^{2}\right)$. This is avoided, in practice, by the RGE equation 1.11), which consists in a geometric series of all these (leading) logarithmic contributions.

We can make this argument more general by considering a physical observable, (i.e. a cross section $\sigma$ ). This will depend on all the relevant energy scales and we compute it as a power series of the coupling $\alpha_{s}$. ${ }^{3}$ Naturally, the coefficients of the power expansion will be functions of all the arguments of $\sigma$ except for $\alpha_{s}$. In our example we denote this as

$$
\begin{equation*}
\sigma\left(Q^{2}, S, \ldots, \alpha_{s}\right)=\sigma_{0}\left(Q^{2}, S, \ldots, \alpha_{s}\right)\left[1+\sum_{n=1}^{\infty} c_{n}\left(Q^{2}, S, \ldots\right) \alpha_{s}^{n}\right] \tag{1.13}
\end{equation*}
$$

where $\sigma_{0}$ is the Born-level cross section and $c_{n}$ are the higher-order corrections from the $n$-th power of $\alpha_{s}$. The dots denote all the other additional variables which the observable may depend upon.

[^1]Since the $c_{n}$ are not dimensionful quantities, they may contain only terms formed by dimensionless combinations of their arguments, which we will generally denote as $x$. Logarithms $\log (x)$ are a primary concern. Indeed, the structure of radiative corrections will generate these terms recursively, with each $c_{n}$ containing up to one extra power of the logarithm for each extra order in $\alpha_{s}$. This pattern is called a single-logarithmic enhancement ${ }^{4}$ and schematically we can write it down as

$$
\begin{align*}
& \sigma\left(Q^{2}, S, \cdots, \alpha_{s}\right)=\sigma_{0}\left(Q^{2}, S, \cdots, \alpha_{s}\right)(1+ \\
& \alpha_{s}\left[a_{1} \log (x)+b_{1}\right] \\
& \alpha_{s}^{2}\left[a_{2} \log ^{2}(x)+b_{2} \log (x)+c_{2}\right] \\
& \vdots \quad \ddots \quad \ddots \\
& \left.\alpha_{s}^{n}\left[a_{n} \log ^{n}(x)+b_{n} \log (x)+\cdots\right]\right) . \tag{1.14}
\end{align*}
$$

Roughly speaking, when $\alpha \log (x) \simeq \mathcal{O}(1)$ all terms along the first column of (1.14) will be of the same order. In such kinematic conditions, truncating the series at any $n$ will generate errors as large as the truncated series itself, instead of the desired $\mathcal{O}\left(\alpha^{n+1}\right)$. Restoring the validity of the perturbative expansion can be achieved grouping together large terms by the power of the logarithms. In our example we can formally write

$$
\begin{align*}
\sigma\left(Q^{2}, S, \ldots, \alpha_{s}\right) & =\sigma_{0}\left(Q^{2}, S, \ldots, \alpha_{s}\right) \\
& \times\left[\sum_{k=0}^{\infty}\left(\alpha_{s} a_{k} \log (x)\right)^{k}+\alpha_{s} \sum_{k=0}^{\infty}\left(\alpha_{s} b_{k} \log (x)\right)^{k}+\ldots(\text { non } \log )\right] \tag{1.15}
\end{align*}
$$

and noting that we have reconstructed a series, with each successive terms suppressed by an extra power of $\alpha_{s}$ and all logarithmic pieces confined in the coefficients of each order. Starting from $n=0$, we call each inner series leading logarithms (LL), next-to-leading logarithms (NLL) and so on. Then, in order to restore the validity of perturbation theory, it is necessary to identify a suitable strategy to capture all terms inside the inner series up to the desired precision.

$$
\begin{equation*}
\sigma\left(Q^{2}, S, \ldots, \alpha_{s}\right) \sim \sigma_{0}\left(Q^{2}, S, \ldots, \alpha_{s}\right)\left[g_{0}(\mathrm{LL})+\alpha g_{1}(\mathrm{NLL})+\ldots+(\text { non log terms })\right] \tag{1.16}
\end{equation*}
$$

This is as far as this hand-wave argument can get us. Indeed, explicitly building the resummed expression $g_{k}$ requires specifying the actual origin of the enhanced logarithms inside the scattering amplitude.

### 1.2 Initial state singularities and DGLAP equations

As just introduced, studying high-energy processes involving hadrons requires introducing a technique to bridge the gap between the interaction at hadron and parton level: the parton

[^2]mode ${ }^{5}$
The original (or naive) parton model was proposed by Feynman by assuming an ultrarelativistic proton with momentum $p$ much larger than its mass. In this infinite momentum frame, we can neglect the effects of mass both from the proton itself and from its constituents, each carrying a fraction $z_{i}$ of the total momentum $p$ of the proton,
\[

$$
\begin{equation*}
p_{i}=z_{i} p, \quad 0 \leq z_{i} \leq 1 . \tag{1.17}
\end{equation*}
$$

\]

These momentum fractions are not fixed by the model and obey instead a PDF $f_{i}\left(z_{i}\right)$.
Then, the interaction between a proton and an elementary particle is described by an incoherent sum of the interaction between each parton and the elementary particle, weighted with the PDFs,

$$
\begin{equation*}
\sigma(p)=\sum_{i} \int_{0}^{1} \mathrm{~d} z f_{i}(z) \hat{\sigma}_{i}(z p) \tag{1.18}
\end{equation*}
$$

where $\hat{\sigma}_{i}$ is the cross section for the partonic process.
Intuitively, PDFs describe the probability to pick up a parton $i$ with momentum fraction between $z$ and $z+\mathrm{d} z$. Some additional integral constraints apply in order to enforce the correct charge for the proton. First the difference between quarks and antiquarks PDFs, integrated in $z$, counts the number of constituents quarks of the proton:

$$
\begin{equation*}
\int_{0}^{1} d z\left[f_{u}(z)-f_{\bar{u}}(z)\right]=2, \quad \int_{0}^{1} d z\left[f_{d}(z)-f_{\bar{d}}(z)\right]=1, \tag{1.19}
\end{equation*}
$$

and all the other partons give zero. This is to enforce the correct flavour and charge combination for the proton. By the same token, the sum of the momenta of all partons must equal the proton momentum:

$$
\begin{equation*}
\sum_{i} \int_{0}^{1} d z z f_{i}(z)=1 \tag{1.20}
\end{equation*}
$$

While the partonic cross-section $\hat{\sigma}_{i}(z p)$ is computable from first principles, the PDFs are instead intrinsically non-perturbative objects, and are usually extracted from experimental measurements. The sum rules provide important constraints on the extraction process.

The way the parton model is formulated here is very simple. However, when we take into account the perturbative corrections of QCD, several issues arise. The resulting solution is known as the "improved parton model" and the parton distribution functions start depending on an energy scale.

### 1.2.1 Radiative corrections

We will follow Ref. 20 to build an example of how initial state radiative corrections in QCD work. We consider a general quark-initiated process and its first-order corrections. The tree level amplitude is synthetically factorised as

$$
\begin{align*}
\mathcal{A}_{0} & =\mathcal{M}(p) u(p),  \tag{1.21a}\\
\hat{\sigma}_{0}(p) & =\frac{1}{2 S} \int \mathrm{~d} \Phi \sum \mathcal{M}(p) u(p) \bar{u}(p) \mathcal{M}^{\dagger}(p)=\frac{1}{2 S} \int \mathrm{~d} \Phi \operatorname{Tr}\left[\mathcal{M}(p) \not p \mathcal{M}^{\dagger}(p)\right] \tag{1.21b}
\end{align*}
$$
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Figure 1.1. Diagrams of a general hard scattering with an initial state quark. On the left is depicted the tree-level contribution, while on the right the correction from the emission of an on-shell gluon.
with $\mathcal{M}$ representing the Born amplitude of the process, $\mathrm{d} P h i$ its phase space and $\hat{\sigma}_{0}$ the unpolarised cross section (Fig. 1.1a). Finally, with $S$ stands for total centre-of-mass energy of the system. The radiative corrections ${ }^{6}$ include the emission of a real gluon (Fig. 1.1b) and a virtual correction to the amplitude. Leaving the details of the computation to appendix A.1, we find

$$
\begin{align*}
\hat{\sigma}_{1} & =\frac{\alpha_{s} C_{F}}{2 \pi} \int\left[\hat{\sigma}_{0}(z p)-\hat{\sigma}_{0}(p)\right] \frac{1+z^{2}}{1-z} \frac{\mathrm{~d} k_{\mathrm{t}}^{2}}{k_{\mathrm{t}}^{2}} \mathrm{~d} z \\
& =\frac{\alpha_{s} C_{F}}{2 \pi} \int\left(\frac{1+z^{2}}{1-z}\right)_{+} \hat{\sigma}_{0}(z p) \log \left(\frac{Q^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right) \mathrm{d} z . \tag{1.22}
\end{align*}
$$

The two terms in the square brackets correspond to the contributions from the emission of a gluon and the virtual correction respectively. Both of them would be singular in the soft limit, $z \rightarrow 1$, but their combination is finite. On the other hand, the collinear limit $k_{\mathrm{t}}{ }^{2} \rightarrow 0$ is still divergent and requires the introduction of a low energy cut-off like $\Lambda_{\mathrm{QCD}}$. Finally the presence of the low scale in the cross section can be removed by introducing the factorisation scale $\mu_{F}^{2} \simeq Q^{2}$, order by order in perturbation theory

$$
\begin{aligned}
\hat{\sigma}_{q}(p) & =\hat{\sigma}_{0}+\hat{\sigma}_{1} \\
& =\int_{0}^{1}\left[\delta\left(1-z_{1}\right)+\frac{\alpha_{s} C_{F}}{2 \pi}\left(\frac{1+z_{1}^{2}}{1-z_{1}}\right)_{+} \log \left(\frac{Q^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right)\right] \hat{\sigma}_{0}\left(z_{1} p\right) \mathrm{d} z_{1} \\
& =\int_{0}^{1} \int_{0}^{1}\left[\delta\left(1-z_{1}\right)+\frac{\alpha_{s} C_{F}}{2 \pi}\left(\frac{1+z_{1}^{2}}{1-z_{1}}\right)_{+} \log \left(\frac{Q^{2}}{\mu_{F}^{2}}\right)\right]
\end{aligned}
$$
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$$
\begin{equation*}
\times\left[\delta\left(1-z_{2}\right)+\frac{\alpha_{s} C_{F}}{2 \pi}\left(\frac{1+z_{2}^{2}}{1-z_{2}}\right)_{+} \log \left(\frac{\mu_{F}^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right)\right] \hat{\sigma}_{0}\left(z_{1} z_{2} p\right) \mathrm{d} z_{1} \mathrm{~d} z_{2}+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{1.23}
\end{equation*}
$$

\]

Crucially, the term including $\log \left(\frac{Q^{2}}{\mu_{F}^{2}}\right)$ can now be used to include the radiative corrections in the cross section, while the low-energy cut-off scale $\Lambda_{\mathrm{QCD}}$ and its collinear singularity can be subtracted away by redefining the PDF. Then, Eq. 1.18 becomes

$$
\begin{align*}
\sigma\left(x, Q^{2}\right) & =\int_{x}^{1} \frac{\mathrm{~d} z}{z} \hat{\sigma}_{q}\left(\frac{x}{z}, Q^{2}, \mu_{F}^{2}\right) f_{q}\left(z, \mu_{F}^{2}\right)  \tag{1.24a}\\
\hat{\sigma}_{q}\left(\frac{x}{z}, Q^{2}, \mu_{F}^{2}\right) & =\int_{0}^{1} \mathrm{~d} z_{1}\left[\delta\left(1-z_{1}\right)+\frac{\alpha_{s} C_{F}}{2 \pi}\left(\frac{1+z_{1}^{2}}{1-z_{1}}\right)_{+} \log \left(\frac{Q^{2}}{\mu_{F}^{2}}\right)\right] \hat{\sigma}_{0}\left(\frac{x}{z_{1} z}, Q^{2}\right)  \tag{1.24~b}\\
f_{q}\left(z, \mu_{F}^{2}\right) & =\int_{0}^{1} \frac{\mathrm{~d} z_{2}}{z_{2}}\left[\delta\left(1-z_{2}\right)+\frac{\alpha_{s} C_{F}}{2 \pi}\left(\frac{1+z_{2}^{2}}{1-z_{2}}\right)_{+} \log \left(\frac{\mu_{F}^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right)\right] f\left(\frac{z}{z_{2}}\right) \tag{1.24c}
\end{align*}
$$

where $x=\frac{Q^{2}}{S}$, is the lowest momentum fraction probed in the scattering. 7 . We can see that in (1.24) the dependence on the low energy scale $\Lambda_{\mathrm{QCD}}$ is absorbed in the PDF at the price of introducing a factorisation scale $\mu_{F}$ in the PDF itself and in the partonic cross section. We have shown explicitly this result at the first order perturbation theory, but the result holds to all orders $21-23]$.

### 1.2.2 DGLAP equations

In the last section we have seen that the inclusion of radiative corrections in proton-initiated processes involves the subtraction of some singularities from the parton cross-section into the PDFs. As a result, both objects develop a dependence on a new scale $\mu_{F}$, and an integro-differential equation governing the scale dependence of $f\left(z, \mu_{F}^{2}\right)$ on $\mu_{F}^{2}$. The result of this operation in the general case forms the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation $23 \quad 25$

$$
\begin{equation*}
\mu_{F}^{2} \frac{\mathrm{~d} f_{i}\left(x, \mu_{F}^{2}\right)}{\mathrm{d} \mu_{F}^{2}}=\sum_{j} \int_{x}^{1} \frac{\mathrm{~d} z}{z} P_{i j}\left(z, \alpha_{s}\left(\mu_{F}^{2}\right)\right) f_{j}\left(\frac{x}{z}, \mu_{F}^{2}\right) \tag{1.25}
\end{equation*}
$$

where the splitting functions $P_{i j}$ represent the singular part, in the collinear limit, of the transformation of parton $j$ into parton $i$ with longitudinal momentum fraction $z$ that may happen between the proton state and the hard scattering.

Beyond this distinction, we can show that the evolution of PDF via DGLAP equations is itself a resummation of a series of logarithms. For example, consider a single flavour $8^{8}$ equation

$$
\begin{equation*}
\mu_{F}^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{F}^{2}} f\left(x, \mu_{F}^{2}\right)=\int_{x}^{1} \frac{\mathrm{~d} z}{z} P\left(\frac{x}{z}, \alpha_{s}\left(\mu_{F}^{2}\right)\right) f\left(z, \mu_{F}^{2}\right) \tag{1.26}
\end{equation*}
$$
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Figure 1.2. Simplified diagram of a proton collision in collinear factorisation.
and take a Mellin transformation (see appendix A. 4 for definitions)

$$
\begin{equation*}
\mu_{F}^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{F}^{2}} f\left(N, \mu_{F}^{2}\right)=\gamma\left(N, \alpha_{s}\left(\mu_{F}^{2}\right)\right) f\left(N, \mu_{F}^{2}\right) \tag{1.27}
\end{equation*}
$$

where $f(N)$ and $\gamma(N)$ are, respectively, the Mellin transform of the PDF and of the splitting function (the latter is commonly called DGLAP anomalous dimension). Equation (1.27) can be integrated easily if we limit our computation to the lowest order. Then, $\gamma\left(N, \alpha_{s}\right)=\alpha_{s} \gamma_{0}(N)$ and $\mathrm{d} \alpha_{s}\left(\mu_{F}^{2}\right)=-\frac{\beta_{0} \alpha_{s}^{2}\left(\mu_{F}^{2}\right)}{\mu_{F}^{2}} \mathrm{~d} \mu_{F}^{2}$. Using these approximations results in

$$
\begin{align*}
f\left(N, \alpha_{s}\left(\mu_{F}^{2}\right)\right) & =f\left(N, \alpha_{s}\left(\mu_{0}^{2}\right)\right)\left(\frac{\alpha_{s}\left(\mu_{F}^{2}\right)}{\alpha_{s}\left(\mu_{0}^{2}\right)}\right)^{-\frac{\gamma_{0}(N)}{\beta_{0}}} \\
& =f\left(N, \alpha_{s}\left(\mu_{0}^{2}\right)\right)\left[1+\alpha_{s}\left(\mu_{0}^{2}\right) \beta_{0} \log \left(\frac{\mu_{F}^{2}}{\mu_{0}^{2}}\right)\right]^{\frac{\gamma_{0}(N)}{\beta_{0}}} \tag{1.28a}
\end{align*}
$$

It is clear that 1.28 a resums to all orders in the coupling powers of $\alpha_{s} \log \left(\frac{\mu_{F}^{2}}{\mu_{0}^{2}}\right)$. This represents another explicit example of resummation for a single logarithmic enhancement. One last crucial feature of the PDFs and DGLAP equations is that they do not depend explicitly on any specific process and are universal. Once the PDF are given, and the DGLAP splitting functions are known to some order, they can be used to compute any hadronic observable. We defer to chapter 5 a discussion of the state of the art on the determination of DGLAP splittings and their role in PDF analysis.

### 1.2.3 Collinear factorisation at proton proton colliders

In the previous sections we have introduced some of the features a scattering process involving one initial-state proton, which we will now collect together into the general master formula for scattering at the LHC. Consider the process shown in figure 1.2

$$
\begin{equation*}
\mathrm{p}\left(p_{1}\right)+\mathrm{p}\left(p_{2}\right) \rightarrow \mathrm{F}+\text { remnants } \tag{1.29}
\end{equation*}
$$

in which two protons collide to produce some final state F. The process is inelastic and inclusive over the remnants of the protons. Therefore, we can use the same collinear factorisation structure from the previous example and extend it to deal with two hadrons this time. The cross section will then be written in the form

$$
\begin{equation*}
\sigma\left(x, Q^{2}\right)=\sum_{i j} \iint \mathrm{~d} x_{1} \mathrm{~d} x_{2} \hat{\sigma}_{i j}\left(\frac{x}{x_{1} x_{2}}, \alpha_{s}\left(\mu_{F}^{2}\right), \frac{Q^{2}}{\mu_{F}^{2}}\right) f_{i}\left(x_{1}, \mu_{F}^{2}\right) f_{j}\left(x_{2}, \mu_{F}^{2}\right)+\mathcal{O}\left(\frac{\Lambda_{\mathrm{QCD}}^{2}}{Q^{2}}\right) \tag{1.30}
\end{equation*}
$$

with $Q^{2}$ being a hard scale for the process, usually the invariant mass of the final state, $x=\frac{Q^{2}}{S}$, and $S=\left(p_{1}+p_{2}\right)^{2}$ the collider centre-of-mass energy squared. The dependence on the factorisation scale $\mu_{F}^{2}$ is introduced, just like in the case of a single proton, to shift the initial state collinear singularities from the coefficient function to the PDFs. For a general process at hadron-hadron colliders, there is no formal proof of the validity of collinear factorisation to all order of $\alpha_{s}$. Instead, such proof exists for lepton-hadron collisions 26,27 or some inclusive observables 28, 29.

Beyond the total cross-section, we now establish the notation of its differential counterpart in collinear factorisation. Given a generic final-state momentum $q$ (either the momentum of a single particle or the total momentum of different particles) in the collider centre-ofmass frame, we denote its invariant mass squared $Q^{2} \equiv q^{2}$, rapidity $Y=\frac{1}{2} \log \left(\frac{q^{0}+q^{3}}{q^{0}-q^{3}}\right)$ and transverse component $q_{\mathrm{t}}^{2}=-\left[\left(q^{1}\right)^{2}+\left(q^{2}\right)^{2}\right]$. Then, the cross-section, differential in these variables, reads

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} Y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, Y, q_{\mathrm{t}}^{2}\right) & =x \sum_{i j} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int \mathrm{~d} y \frac{\mathrm{~d} C_{i j}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \\
& \times L_{i j}\left(\frac{x}{z}, Y-y, \mu_{F}^{2}\right)  \tag{1.31}\\
L_{i j}\left(\bar{x}, \bar{y}, \mu_{F}^{2}\right) & =f_{i}\left(\sqrt{\bar{x}} \mathrm{e}^{\bar{y}}, \mu_{F}^{2}\right) f_{j}\left(\sqrt{\bar{x}} \mathrm{e}^{-\bar{y}}, \mu_{F}^{2}\right) \vartheta\left(\mathrm{e}^{-2|\bar{y}|}-\bar{x}\right), \tag{1.32}
\end{align*}
$$

again with $x=Q^{2} / S$ ( $S$ is the collider energy squared) and the sum extends over all possible partons $i, j$ in each proton. We also rescaled the partonic cross section as

$$
\begin{equation*}
\hat{\sigma}_{i j}\left(\frac{x}{x_{1} x_{2}}, \alpha_{s}\left(\mu_{F}^{2}\right)\right)=x \frac{C_{i j}}{Q^{2}}\left(\frac{x}{x_{1} x_{2}}, \alpha_{s}\left(\mu_{F}^{2}\right), \frac{Q^{2}}{\mu_{F}^{2}}\right), \tag{1.33}
\end{equation*}
$$

to introduce the coefficient function $C$. Indeed, in Eq. (1.31), the function is the parton-level coefficient function, which depends on $z=Q^{2} / s=\frac{x}{x_{1} x_{2}}$ (the parton-level analogue of $x$ ) where $s$ is the partonic centre-of-mass energy, and on $y$ which is the rapidity of $q$ with respect to the partonic centre-of-mass frame, and is related to the proton-level rapidity $Y$ by a longitudinal boost. Finally we can observe that the triple-differential cross section from Eq. (1.31) has the form of a Mellin-Fourier convolution and it can be diagonalised by taking a suitable transform with respect to $x$ and $Y$,

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x x^{N-1} \int_{-\infty}^{\infty} \mathrm{d} Y e^{\mathrm{i} b Y} \frac{\mathrm{~d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} Y \mathrm{~d} q_{\mathrm{t}}^{2}}=\sum_{i j} \frac{\mathrm{~d} C_{i j}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) L_{i j}\left(N, b, \mu_{F}^{2}\right), \\
& L_{i j}\left(N, b, \mu_{F}^{2}\right)=\int_{0}^{1} \mathrm{~d} x x^{N} \int_{-\infty}^{\infty} \mathrm{d} y e^{\mathrm{i} b y} L_{i j}\left(x, y, \mu_{F}^{2}\right)=f_{i}\left(N+i \frac{b}{2}, \mu_{F}^{2}\right) f_{j}\left(N-i \frac{b}{2}, \mu_{F}^{2}\right) . \tag{1.34a}
\end{align*}
$$

We further observe that the dependence on the transverse momentum does not affect the structure of the cross section formula, and thus impacts only the kinematics.

## Chapter 2

## Heavy-quark pair production and differential small- $x$ resummation

In this chapter, we return to the concept of single-logarithmic enhancement introduced in section 1.1 .3 and focus on the specific class of high-energy logarithms. We start with Sec. 2.1, giving a brief overview on how small-x logarithms arise and how they can be resummed in the DGLAP splitting and coefficient functions. Then, in Sec. 2.2 the focus shifts on the topic of resummation in differential observables. We discuss in detail how $k_{\mathrm{t}}$-factorisation must be modified in this case and present a numerical implementation for this class of distributions. In Sec. 2.3, we apply the aforementioned technique to heavy-quark pair production at the LHC as a demonstration that the methodology works and that it can be used for phenomenology [30, 31].

### 2.1 High-energy logarithms

We call high-energy logarithms the terms in the form $\alpha_{s}^{n} \frac{1}{x} \log ^{k} \frac{1}{x}, k<n$, where $x$ is the positive dimensionless scaling variable of Eq. (1.30). These perturbative corrections arise beyond the leading order in both the partonic cross sections and the DGLAP splitting functions (1.25) governing PDF evolution (in $\overline{\mathrm{MS}}$-like schemes). For a given hard scale $Q^{2}$, larger collider energy $S$ allows to probe decreasing values of $x$. So, for any given process, there will be a kinematical regime where these logarithms compensate the smallness of $\alpha_{s}$ and perturbation theory breaks down.

At the LHC, at current energy $\sqrt{S}=13 \mathrm{TeV}$, the smallest accessible values of $x$ for the production of an Electroweak (EW) final state with $Q \sim 80 \mathrm{GeV}$ is $x_{\text {min }}=Q^{2} / S \sim 3 \times 10^{-5}$. For final states characterised by smaller energy scales, the smallest value of $x$ gets even smaller. A rough way to assess the necessity of resumming these logarithms is studying the value of $\alpha_{s}\left(Q^{2}\right) \log \left(\frac{1}{x_{\min }}\right)=\alpha_{s}\left(Q^{2}\right) \log \left(\frac{S}{Q^{2}}\right)$. This is shown in figure 2.1 as a function of $Q$ for fixed $\sqrt{S}=13 \mathrm{TeV}$. From the plot we see that the region where $\alpha_{s}\left(Q^{2}\right) \log \frac{1}{x_{\min }} \gtrsim 1$ corresponds to $Q \lesssim 100 \mathrm{GeV}$.

Of course, this does not mean that resummation of small- $x$ logarithms is mandatory there: it may be that the region where the logarithms are large gives only a small contribution to the full cross section, Eq. 1.30 , so that the effect of resummation is negligible. However, it clearly shows that the small- $x$ terms get larger and larger at small $Q$, so at some point the resummation will certainly have an effect.


Figure 2.1. Size of the logarithmic enhanced contributions as a function of the final state scale $Q$ for LHC at $\sqrt{S}=13 \mathrm{TeV}$.

### 2.1.1 Resummation of DGLAP splitting functions

Starting from leading logarithmic (LL) accuracy, small-x logarithms emerge from kinematics. Specifically, they appear when multiple gluon emissions occur from a gluon initial-state line, each one carrying away a significant amount of energy. Therefore, small- $x$ logarithms always involve gluons and only the singlet sector of DGLAP evolution is affected.

In particular, the splitting functions $P_{g g}\left(x, \alpha_{s}\right)$ and $P_{g q}\left(x, \alpha_{s}\right)$ already contain a logarithmic enhancement at LL, while $P_{q g}\left(x, \alpha_{s}\right)$ and $P_{q q}\left(x, \alpha_{s}\right)$ are sub-leading, starting only at NLL. The structure of the small- $x$ singular contribution can be expressed explicitly by

$$
\begin{equation*}
x P_{i j}\left(x, \alpha_{s}\right) \stackrel{x \rightarrow 0}{=} \sum_{n=\delta_{i q}}^{\infty} \alpha_{s}^{n+1} \sum_{k=0}^{\infty} p_{n k}\left(\alpha_{s} \log \frac{1}{x}\right)^{k}, \quad i, j=g, q \tag{2.1}
\end{equation*}
$$

where $n=0$ is the LL (which is absent if $i=q$ ), then $n=1$ is the NLL and so on.
The expansion in Eq. 2.1 is of $x$ times the splitting function, so in the actual splitting functions the high-energy terms will be enhanced by a $1 / x$ factor. Explicitly, the LO splitting functions of Eq. A.15 behave as

$$
\begin{equation*}
P_{g g}\left(x, \alpha_{s}\right) \stackrel{x \rightarrow 0}{=} \frac{\alpha_{s} C_{A}}{\pi x}+\mathcal{O}\left(\alpha_{s}^{2}\right), \quad P_{g q}\left(x, \alpha_{s}\right) \stackrel{x \rightarrow 0}{=} \frac{\alpha_{s} C_{F}}{\pi x}+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.2}
\end{equation*}
$$

while at this order the $P_{q g}$ and $P_{q q}$ are not enhanced. At this order, the difference between $P_{g g}$ and $P_{g q}$ is just a colour factor. Likewise, at NLL also $P_{q g}$ and $P_{q q}$ are related by a simple colour factor. This property holds at LL to all orders, but does not survive at NLL.

A Mellin transform maps the high-energy logarithms of the splitting function into rational polynomials for the anomalous dimension, explicitly

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} x x^{N-1} \frac{1}{x}\left[\alpha_{s} \log \left(\frac{1}{x}\right)\right]^{k}=\frac{\alpha_{s}^{k}}{(N-1)^{k}} \tag{2.3}
\end{equation*}
$$



Figure 2.2. $P_{g g}$ and $P_{q g}$ splitting functions at fixed order and with resummation 32 . The error band represents an estimate of the missing sub-leading logarithmic contributions.

Let us examine the behaviours of $P_{g g}\left(x, \alpha_{s}\right)$ and $P_{q g}\left(x, \alpha_{s}\right)$ to illustrate the scenarios mentioned above. Figure 2.2 displays these functions across values of $x$ at fixed LO, NLO and NNLO for a chosen value of $\alpha_{s}=0.2$, corresponding to a scale of $Q \sim 5 \mathrm{GeV}$. For both cases, it is evident that at NNLO, a logarithmic growth arises, rendering the three-loop correction susceptible to perturbative instability. It is worth noting that since $P_{g g}$ is a LL quantity, the logarithmic term should already be present at NLO, with an additional squared term at NNLO. However, these terms are absent due to a fortuitous cancellation. Starting from N3LO, the LL pattern is reinstated. A notable deviation from the NLO result occurs when $x$ is less than or approximately equal to $10^{-3}$ for both cases.

The same plot also shows the resummed result. For $P_{g g}$, it is close to the NNLO one down to $x \sim 10^{-3}$, and it deviates from it both quantitatively and qualitatively for smaller values of $x$. In the case of $P_{q g}$, the resummed result is close to the NLO result (and consequently smaller than the NNLO result) for values of $x$ greater than or approximately equal to $10^{-3}$. Subsequently, it gradually increases and approaches the NNLO result, until a significant deviation occurs for $x$ less than or around $10^{-5}$. Hence, comprehending the necessity and impact of incorporating resummation is not a straightforward matter based solely on the magnitude of $\alpha_{s} \log \frac{1}{x}$. However, it becomes evident that for sufficiently small values of $x$, there is always a region where the fixed-order result becomes unstable and the inclusion of resummation becomes imperative.

We now recall how resummation is achieved for the splitting functions. The key observation is the existence of the BFKL equation [33-38], which is an evolution equation similar to DGLAP, but describing the evolution of PDFs in the variable $x$. Similarly to the way in which DGLAP, which is an evolution in energy scale, resums logarithms of the energy scale, the solution to the BFKL equation resums the logarithms of $x$. In particular, requiring that PDFs satisfy both evolution equations leads to a consistency relation between the splitting functions and their BFKL counterpart, the so-called BFKL kernel. This consistency relation,
called duality, allows to resum the small- $x$ logarithms in the splitting functions given the knowledge of the BFKL kernel at fixed order.

However, life is not that simple. The BFKL evolution kernel is itself perturbatively unstable, and using it to directly resum the small- $x$ logarithms results in a perturbatively unstable resummed result (that is to say, NLL is a large correction to the LL). Stabilising the BFKL kernel and thus the resummation requires using duality in reverse to resum part of the unstable contributions in BFKL using DGLAP at fixed order, and then exploiting a symmetry property of the BFKL kernel to resum the other part. Finally, it has also been realised that the resummation of a class of contributions originating by the running of the strong coupling, despite being formally sub-leading, is necessary in order to remove another source of instability. The whole complicated machinery has been developed by several groups in more than fifteen years of activity $39-47$ Recently, after approximately ten years from the latest publication on small- $x$ resummation of splitting functions, the results of the Altarelli-Ball-Forte (ABF) $49-54$ group have been further developed and improved, and made publicly available through the numerical code HELL (High-Energy Large Logarithms) [32, 55, 56].

### 2.1.2 Resummation of cross sections

Alongside the splitting functions, partonic cross sections are affected by high-energy logarithms. The structure is similar to that of splitting functions, Eq. (2.1). However, since the small- $x$ contributions are generated at LL in gluon-initiated hard scattering, an extra power of $\alpha_{s}$ always arises without a logarithmic term. This implies that coefficient functions always start from NLL and are zero at LL with respect to the fixed-order power counting. For this reason, a relative counting scheme in used for small- $x$ logarithms by labelling the first non-vanishing logarithmic order as the LL $x$.

This logarithm gives rise to the perturbative instability, and determines the need for resummation. As an example, we show in figure 2.3 a DIS coefficient function, specifically $C_{2, g}$, namely the gluon contribution to the structure function $F_{2}{ }^{2}$ Also in this case we see that, for the chosen value of $\alpha_{s}=0.2$, the logarithm starts to diverge at $x \lesssim 10^{-3}$. The plot also shows the resummed result. In particular, the one matched to NNLO (blue curve) starts deviating from the fixed-order below $x \sim 10^{-3}$, growing steadily but slower than the $\mathrm{N}^{3} \mathrm{LO}$ logarithmic growth.

The strategy to resum the small- $x$ logarithms in the coefficient functions is rather different from that of DGLAP evolution and revolves around expressing the hadron level cross-section 1.30 using the $k_{\mathrm{t}}$-factorisation formalism 26,5761 to separate the small$x$ contributions between the parton level coefficient function and the PDF. While this resummation formalism is central to the contents of both this chapter and the next one, we postpone a detailed review to chapter 3 and, for now, limit ourselves to elucidate its main features.

The basic observation is that the leading small- $x$ logarithms arise, in a physical gauge, from $k_{\mathrm{t}}$ integration over gluon exchanges in the $t$ channel. Therefore, in the small- $x$ limit,
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Figure 2.3. The coefficient function $C_{2 g}$ contributing to the DIS structure function $F_{2}$ at fixed order and with resummation [56]. The error band on the resummed results represents a rough estimate of the uncertainty from unknown sub-leading logarithmic contributions.
the generic amplitude squared can be decomposed into contributions that are two-gluon irreducible (2GI) in the $t$ channel and thus do not contain any logarithmic enhancement.

$$
\begin{align*}
\sigma\left(x, Q^{2}\right) & =\frac{x}{Q^{2}} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \mathrm{~d} y \mathcal{C}\left(z, y, \xi_{1}, \xi_{2}, \alpha_{s}\left(Q^{2}\right), \frac{Q^{2}}{\mu_{F}^{2}}\right) \mathcal{L}\left(\frac{x}{z}, y, \xi_{1}, \xi_{2}\right),  \tag{2.4a}\\
\mathcal{L}_{i j}\left(z, y, \xi_{1}, \xi_{2}\right) & =\mathcal{F}_{g}\left(\sqrt{z} \mathrm{e}^{y}, \xi_{1}\right) \mathcal{F}_{g}\left(\sqrt{z} \mathrm{e}^{-y}, \xi_{2}\right) \vartheta\left(\mathrm{e}^{-2|y|}-z\right) \tag{2.4b}
\end{align*}
$$

In this way the cross section of the process factorises $26,57,58]$ into a process-dependent off-shell coefficient function $(\mathcal{C})$ and process-independent "unintegrated" luminosity $(\mathcal{L})$. The latter in turn is given by a combination of off-shell "unintegrated" PDFs $(\mathcal{F})$. Crucially, $\mathcal{C}$ is defined to be 2GI by construction, so small- $x$ can not arise in there at LL. On the other hand, $\mathcal{F}$ contains the sum over any number of 2GI gluon emission, starting from a collinear parton and ending in an off-shell gluon. Since every extra emission entails an integral over a $t$-channel propagator, an extra high-energy leading logarithm will be produced as well. Therefore, summing over all number of extra emissions will capture the entire LL contribution. By making explicit the dependence of unintegrated PDF on collinear PDFs and comparing the result with the standard collinear factorisation, one finally obtains an expression for the LL resummation of small-x logarithms in the collinear partonic coefficient functions.

The last step of this procedure was traditionally performed in Mellin moment space, which allows to obtain rather simple analytical expressions. Despite the elegance of this method, it was soon realised that subleading effects from the running of the strong coupling are important and required to obtain perturbatively stable results [54, 62]. However, such modification in Mellin space is complicated and unsuitable for efficient numerical evaluation. An alternative but equivalent formulation of the resummation was proposed more recently [55], solving this technical limitation by working directly in $k_{\mathrm{t}}$-space. This novel approach has an efficient
numerical implementation in the public code HELL , and was used for many phenomenological applications $56 \sqrt{63}$, including the first PDF fits with consistently resummed theory predictions at small- $x$ 64. 66 .

### 2.2 Resummation in differential observables in $p p$ collisions

Until now, the applications of the HELL method have focused on inclusive observables, such as DIS structure functions [55,56] and the total Higgs production cross section [63]. However, there is a need to extend the resummation to differential observables, which are particularly relevant for LHC phenomenology. The resummation of such observables has been previously investigated using the Mellin-space formalism. This includes the resummation of rapidity distributions [67], transverse momentum distributions [68], and double differential distributions in both rapidity and transverse momentum [69]. It is the purpose of this section to reformulate these results in the new HELL language, thereby supplementing them with the running coupling contributions and thus providing a ready-to-use numerical implementation.

We focus on processes at hadron-hadron colliders that are gluon-gluon initiated at lowest order, i.e. Higgs production, jet production, or heavy-quark pair production. The latter especially will be considered as a practical application in section 2.3. Focusing on this group of processes makes the resummation simpler, because there are no collinear singularities to subtract at LL. This is not the case when the process is initiated by (massless) quarks, because small- $x$ logarithms at LL appear from chains of emissions ending with a gluon. This would force the off-shell coefficient function to contain at least one gluon to (massless) quark splitting and induce a collinear singularity ${ }^{3}$

### 2.2.1 Extension of $k_{\mathrm{t}}$ factorisation to differential observables

Refs. [67-69] have established a resummation formula for a differential observable at LL accuracy with fixed coupling, using the ladder-expansion approach. This differs somewhat from the approach taken in the original works [26 57,58$]$, where the resummation was obtained by proving $k_{\mathrm{t}}$-factorisation and comparing it with the standard collinear one. Despite the different language used in the two approaches, they are based on the same underlying factorisation property and lead to the same result.

The steps of the derivation in Refs. [67-69] can be followed to construct a formula using the ingredients of $k_{\mathrm{t}}$-factorisation. Rather than repeating the derivation, we will instead formulate the result in terms of $k_{\mathrm{t}}$ factorisation, showing that it corresponds to the results of Refs. 6769 at LL and fixed coupling.

Similarly to the inclusive case (2.4a), the differential cross section in $k_{\mathrm{t}}$ factorisation is a straightforward extension of the collinear factorisation Eq. (1.31), where the partons are replaced by off-shell gluons and integration over this off-shellness is added. The result reads

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} Y \mathrm{~d} q_{\mathrm{t}}^{2}} & =x \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int \mathrm{~d} \eta \int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \eta, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times \mathcal{L}\left(\frac{x}{z}, Y-\eta, \xi_{1}, \xi_{2}\right), \tag{2.5}
\end{align*}
$$

[^7]where $\xi_{1,2}=\vec{k}_{1,2}^{2} / Q^{2}$ are the off-shellnesses of the gluons normalised to the hard scale $Q^{2}$, and $\vec{k}_{1,2}$ are the transverse components of the off-shell gluon momenta (for more details on the kinematics, see App. B.3). The (differential) off-shell coefficient function (dC ) represents the process-dependent hard scattering and it is initiated by off-shell gluons. Everything else is collected into the two unintegrated gluon $\mathrm{PDFs} \mathcal{F}_{g}$, that include the standard collinear PDFs and the chain of emissions from the initial parton to the last gluon (the ladder in the language of Refs. $67-69])$. The integration variables are the analogue of $z$ and $y$ of Eq. (1.31), but referred to the centre-of-mass frame of the off-shell partons. The parton-level centre-of-mass frame in $k_{\mathrm{t}}$-factorisation is equivalent to the collinear one up to setting the off-shellness equal to zero, and performing a longitudinal boost.

Eq. (2.5) is equivalent to the result of Ref. 69].$^{4}$

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x x^{N-1} \int_{-\infty}^{\infty} \mathrm{d} Y \mathrm{e}^{\mathrm{i} b Y} \frac{\mathrm{~d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} Y \mathrm{~d} q_{\mathrm{t}}^{2}} \\
&=\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{dC}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \mathcal{L}\left(N, b, \xi_{1}, \xi_{2}\right) \tag{2.6}
\end{align*}
$$

with

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}\right) & =\int_{0}^{1} \mathrm{~d} z z^{N} \int_{-\infty}^{\infty} \mathrm{d} \eta \mathrm{e}^{\mathrm{i} b \eta} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \eta, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
\mathcal{L}\left(N, b, \xi_{1}, \xi_{2}\right) & =\int_{0}^{1} \mathrm{~d} z z^{N} \int_{-\infty}^{\infty} \mathrm{d} \eta \mathrm{e}^{\mathrm{i} b \eta} \mathcal{L}\left(z, \eta, \xi_{1}, \xi_{2}\right) \\
& =\mathcal{F}_{g}\left(N+\mathrm{i} \frac{b}{2}, \xi_{1}\right) \mathcal{F}_{g}\left(N-\mathrm{i} \frac{b}{2}, \xi_{2}\right) \tag{2.7}
\end{align*}
$$

where we have used the definition Eq. (2.11), changed variable from $z, \eta$ to $x_{1,2}=\sqrt{z} \mathrm{e}^{ \pm \eta}$ (the longitudinal proton's momentum fractions carried by each off-shell gluon) and used the $\vartheta$ function to obtain the product of two Mellin transforms

$$
\begin{equation*}
\mathcal{F}_{g}(N, \xi)=\int_{0}^{1} \mathrm{~d} x_{1,2} x_{1,2}^{N} \mathcal{F}_{g}\left(x_{1,2}, \xi\right) \tag{2.8}
\end{equation*}
$$

Following Ref. $26,57,58$, at LL and fixed coupling the unintegrated PDF is

$$
\begin{equation*}
\mathcal{F}_{g}(N, \xi)=R\left(N, \alpha_{s}\right) \gamma\left(N, \alpha_{s}\right)\left(\frac{Q^{2}}{\mu_{F}^{2}}\right)^{\gamma\left(N, \alpha_{s}\right)} \xi^{\gamma\left(N, \alpha_{s}\right)-1} f_{g}\left(N, \mu_{F}^{2}\right) \tag{2.9}
\end{equation*}
$$

where $\gamma\left(N, \alpha_{s}\right)$ is the resummed (gluon) anomalous dimension at LL and $R\left(N, \alpha_{s}\right)$ is a scheme-dependent factor. For simplicity, we will ignore the quark contributions at this time and refer to appendix B.1. Plugging Eq. (2.9) into Eq. (2.6), we immediately recover the result of Ref. 69. Integrating over $q_{\mathrm{t}}^{2}$ we also reproduce the result of Ref. 67.

To reproduce the result of Ref. [68], which is not differential in rapidity, it is simpler to integrate Eq. (2.5) over $Y$ and then take simply a Mellin transform before using Eq. (2.9). The first step leads to

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}=\tau \int_{\tau}^{1} \frac{\mathrm{~d} z}{z} \int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \mathcal{L}\left(\frac{x}{z}, \xi_{1}, \xi_{2}\right) \tag{2.10}
\end{equation*}
$$

[^8]with
\[

$$
\begin{align*}
\mathcal{L}\left(z, \xi_{1}, \xi_{2}\right) & =\int \mathrm{d} \eta \mathcal{F}_{g}\left(\sqrt{z} \mathrm{e}^{\eta}, \xi_{1}\right) \mathcal{F}_{g}\left(\sqrt{z} \mathrm{e}^{-\eta}, \xi_{2}\right) \theta\left(\mathrm{e}^{-2|\eta|}-z\right) \\
& =\int_{z}^{1} \mathrm{~d} x_{2} \mathcal{F}_{g}\left(\frac{z}{x_{2}}, \xi_{1}\right) \mathcal{F}_{g}\left(x_{2}, \xi_{2}\right) \tag{2.11}
\end{align*}
$$
\]

This simplifies the expression to a Mellin convolution, which can be transformed into

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} \tau \tau^{N-1} \frac{\mathrm{~d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}=\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \mathcal{F}_{g}\left(N, \xi_{1}\right) \mathcal{F}_{g}\left(N, \xi_{2}\right), \tag{2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, q_{\mathrm{t}}^{2}, \alpha_{s}\right)=\int_{0}^{1} \mathrm{~d} z z^{N} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) . \tag{2.13}
\end{equation*}
$$

Plugging now Eq. (2.9) into Eq. (2.12), we finally obtain the result of Ref. 68].
The unintegrated PDF depends on $\xi$ through $\xi^{\gamma-1}$, which means that the integrals over $\xi_{1,2}$ can be expressed as Mellin transforms. The results mentioned earlier can be expressed (up to factors) as the $\gamma$-th Mellin moments with respect to $\xi_{1,2}$ of the off-shell coefficient functions of the partons, which are commonly referred to as impact factors. Beyond fixed coupling, the effect of running coupling can be included according to the ABF method from Refs. 49 54, 62]. However, adding running coupling effects to the impact factors is not ideal for a numerical implementation. Very briefly, the reason is that the ABF strategy requires computing $\gamma$ by a recursive expression of its derivatives with respect to $\alpha_{s}$. In turn, this transforms the impact factor into an asymptotic series to be numerically returned to direct space with an inverse Mellin transform over $N$. The combination of these steps proved to be a computational bottleneck both for the lack of closed expression and for the complexity of the expressions involved 55 .

In the next section, we return to from Eq. 2.5 to rebuild the resummed expression at the differential level using the HELL language. This approach makes it straightforward to include running-coupling effects and enables a stable and numerical implementation.

### 2.2.2 Small- $x$ resummation of differential distributions in the HELL language

The approach to small-x resummation described in Refs. $55,56,63$ and used in the HELL code has a significant advantage in terms of numerical implementation. This advantage stems from two main reasons. First, including running-coupling effects in the resummation can be done straightforwardly and accurately, unlike in the impact-factor approach described in Refs. 54,62, where it leads to a divergent series that must be treated approximately. Secondly, the result can be expressed directly in momentum space in terms of the off-shell coefficient function, unlike in the impact-factor formulation, where a double Mellin transform in both $z$ and $\xi$ is required for each initial-state off-shell gluon. When these Mellin transforms can be computed analytically, the HELL formulation has a minor disadvantage of requiring numerical integration over $\xi$. However, when the Mellin transform in $\xi$ cannot be computed analytically, the impact-factor formulation becomes problematic, while the HELL approach does not encounter any such problems.

The key step of the HELL approach is to represent the unintegrated PDF in terms of the collinear gluon and quark-singlet PDFs while incorporating running coupling effects. The general form of this expression, at least at LL accuracy, is described in Refs. [55, 56, 63.

$$
\begin{equation*}
\mathcal{F}_{g}(N, \xi)=U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) f_{g}\left(N, \mu_{F}^{2}\right)+\frac{C_{F}}{C_{A}}\left[U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)-\delta(\xi)\right] f_{q}\left(N, \mu_{F}^{2}\right), \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \equiv \frac{\mathrm{d}}{\mathrm{~d} \xi} U\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \tag{2.15}
\end{equation*}
$$

and $U\left(N, \vec{k}^{2}, \mu_{F}^{2}\right)$ is the evolution function of the collinear gluon ${ }^{5}$ from the scale $\mu_{F}^{2}$ to the scale $\vec{k}^{2}$, times the scheme-dependent function $R\left(N, \alpha_{s}\right)$. The evolutor $U\left(N, \mathbf{k}^{2}, \mu_{F}^{2}\right)$ can be identified with the solution of the DGLAP equation up to using the small- $x$ LL anomalous dimension, which involves only gluons at LL in place of the fixed-order one. Then, including running coupling effects in the DGLAP evolution equation provides the necessary handle to capture them in the resummation as well $[55,56,63$ ]. Conversely, evaluating the evolution function at fixed coupling, we get back Eq. (2.9).

To make the numerical implementation of the evolution function easier and avoid potential numerical problems, it is approximated to exactly reproduce the results of Refs. 54 62. This approximation (given by Refs. [56,63) is only valid at LL and "leading running coupling" (which means only the leading $\beta_{0}$ terms are included) and reads

$$
\begin{align*}
& U\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \simeq R\left(N, \alpha_{s}\right) D_{\text {higher-twist }}\left(\frac{Q^{2}}{\mu_{F}^{2}} \xi\right)  \tag{2.16a}\\
& U_{\mathrm{ABF}}\left(N, \frac{Q^{2}}{\mu_{F}^{2}} \xi\right),  \tag{2.16b}\\
& D_{\text {higher-twist }}(\xi)= \begin{cases}1 & \xi \geq 1 \\
1-\left(-\alpha_{s} \beta_{0} \log \xi\right)^{1+\frac{1}{\alpha_{s} \beta_{0}}} & \xi_{0}<\xi<1 \\
0 & \xi \leq \xi_{0}, \quad \xi_{0}=\exp \frac{-1}{\alpha_{s} \beta_{0}},\end{cases}  \tag{2.16c}\\
& U_{\mathrm{ABF}}(N, \xi)=\left(1+r\left(N, \alpha_{s}\right) \log \xi\right)^{\frac{\gamma\left(N, \alpha_{s}\right)}{r\left(N, \alpha_{s}\right)}}, \quad r\left(N, \alpha_{s}\right)=\alpha_{s}^{2} \beta_{0} \frac{\mathrm{~d}}{\mathrm{~d} \alpha_{s}} \log \left[\gamma\left(N, \alpha_{s}\right)\right],
\end{align*}
$$

the damping function $D_{\text {higher-twist }}(\xi)$ is designed to make the evolution function vanishing at the Landau pole $\xi_{0}$ as it would do at LL with full running coupling [56] while leaving the perturbative expansion unaffected. Conversely, $U_{\mathrm{ABF}}$ is the approximated evolution function and the anomalous dimension $\gamma$ appearing would be LL anomalous dimension. However, it is more convenient to include subleading contributions here to make the result consistent with the resummation in DGLAP evolution. This modification produces subleading effects in the resummation and is not central for the result at end, so we defer to Ref. [63] for further detail.

The scheme factor $R\left(N, \alpha_{s}\right)$ can be addressed by using $Q_{0} \overline{\mathrm{MS}}$ scheme where by definition is set to unity. Since this scheme differs from the usual $\overline{\mathrm{MS}}$ only from relative order $\alpha_{s}^{3}$ (at LL), it can be safely used in conjunction with $\overline{\mathrm{MS}}$ fixed-order computations up to NNLO 26, 60, 70, 71 .

[^9]Plugging Eq. (2.14) into Eq. (2.6) and considering only the gluon contribution for simplicity, we get

$$
\begin{align*}
\int_{0}^{1} \mathrm{~d} x x^{N-1} \int_{-\infty}^{\infty} \mathrm{d} Y \mathrm{e}^{\mathrm{i} b Y} \frac{\mathrm{~d} \sigma}{\mathrm{~d} Q^{2} \mathrm{~d} Y \mathrm{~d} q_{\mathrm{t}}^{2}} & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U^{\prime}\left(N+\mathrm{i} \frac{b}{2}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) f_{g}\left(N+\mathrm{i} \frac{b}{2}, \mu_{F}^{2}\right) \\
& \times U^{\prime}\left(N-\mathrm{i} \frac{b}{2}, Q^{2} \xi_{2}, \mu_{F}^{2}\right) f_{g}\left(N-\mathrm{i} \frac{b}{2}, \mu_{F}^{2}\right) \tag{2.17}
\end{align*}
$$

This expression matches with the gluon-gluon channel of the collinear factorisation expression Eq. (1.34).

$$
\begin{align*}
\frac{\mathrm{d} C_{g g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(N, \xi_{1}, \xi_{2}, Q^{2}, b, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U^{\prime}\left(N+\mathrm{i} \frac{b}{2}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) U^{\prime}\left(N-\mathrm{i} \frac{b}{2}, Q^{2} \xi_{2}, \mu_{F}^{2}\right) \tag{2.18}
\end{align*}
$$

So far this is not dissimilar to the approach of older works; in particular, if one replaces $U^{\prime}$ with the LL fixed-coupling expression from Eq. 2.9 , one recognises the definition of the impact factor. Here instead, we keep a more generic expression for $U^{\prime}$ and further manipulate the result. Indeed, we notice that the $N, b$ dependence of the right-hand side of Eq. (2.18) has the same form of the right-hand side of Eq. (1.34) or Eq. (2.6). We thus recognise Eq. (2.18) as the Mellin-Fourier transform of

$$
\begin{align*}
\frac{\mathrm{d} C_{g g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \eta \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\eta, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\eta}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) U^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\eta}, Q^{2} \xi_{2}, \mu_{F}^{2}\right) \tag{2.19}
\end{align*}
$$

which is expressed as a 4-dimensional integral (to be performed numerically in general) over simple quantities, namely the differential off-shell coefficient function and the evolution factors in physical momentum space.

This result is advantageous for numerical evaluation. Indeed, the two additional integrations over $z$ and $\eta$ are much simpler to compute than the inverse Mellin-Fourier transform over $N$ and $b$ of Eq. 2.18). This is especially true in HELL, because the anomalous dimension in the definition of $U^{\prime}$ is available only as a table with precomputed values of $N$ along a fixed inversion contour. This would not be compatible with the Mellin inversion due to the $\pm i b$ imaginary shift. Instead, the evolution factor is computed once and for all in HELL directly in momentum space, and it can be used in an expression like Eq. (2.19) since it is process-independent. On top of this, this has the advantage, compared to the impact-factor formulation, of incorporating the running coupling contributions through Eq. 2.16a).

We would like to highlight one final difference between our current approach to resummation in the HELL code and previous formulations. In earlier works, we would set the $N$ dependence of the off-shell coefficient function to zero before computing the inverse Mellin transform, as the resulting analytical expressions were simpler. However, this approach
would ignore physical kinematic constraints and could lead to inaccurate results, especially when dealing with differential distributions. In contrast, we choose to retain the subleading $N$ dependence, which preserves these constraints and avoids any numerical issues. Though it may not always be possible to compute the Mellin transform of the off-shell coefficient function analytically, we believe it is better to keep the full $N$ dependence to ensure accuracy and consistency. This is similar to the approach taken in Ref. [56 for DIS, where setting $N$ to zero caused a loss of quark mass effects on kinematic constraints and required their manual restoration.

### 2.3 Heavy-quark production at the LHC

After explaining the general method for calculating small- $x$ resummation of differential distributions using HELL, we now shift the focus to the production of heavy-quark pairs in collisions between protons. This process is significant because it is measured at the LHC, particularly at LHCb , in the forward region where one parton is at small $x$, and therefore, it can offer crucial constraints on PDFs, particularly the gluon, in a region of $x$ that remains unexplored. Furthermore, this process has fixed-order results available up to NNLO 72 -75, making it an appropriate candidate for precise studies.

The process can be schematised as

$$
\begin{equation*}
\mathrm{p}\left(p_{1}\right)+\mathrm{p}\left(p_{2}\right) \rightarrow Q\left(p_{3}\right)+\bar{Q}\left(p_{4}\right)+X \tag{2.20}
\end{equation*}
$$

the two incoming protons have light-cone momenta $p_{1,2}$ with $\left(p_{1}+p_{2}\right)^{2}=S$, the outgoing heavy quarks momenta are $p_{3,4}$ with their mass being $p_{3,4}^{2}=m^{2}$. As usual, $X$ represents any additional radiation together with the remnants of the protons. For simplicity, we do not account for the hadronisation and decay chain of the final state and leave the heavy quarks open ${ }^{67}$ Since these effects factorise at LL with respect to the hard scattering process, they should not modify the impact of resummation.

Heavy-quark pair production has been studied in the literature of high-energy resummation at the level of the total cross section [58, 76] and for some differential observables [77 81 .

In our approach, we need to compute the coefficient function of the partonic sub-process where two off-shell gluons produce the final state. At lowest order, as appropriate for LL resummation, the process is

$$
\begin{equation*}
g^{*}\left(k_{1}\right)+g^{*}\left(k_{2}\right) \rightarrow Q\left(p_{3}\right)+\bar{Q}\left(p_{4}\right) \tag{2.21}
\end{equation*}
$$

where the off-shell gluon momenta are parametrised as

$$
\begin{align*}
& k_{1}=x_{1} p_{1}+\vec{k}_{1},  \tag{2.22a}\\
& k_{2}=x_{2} p_{2}+\vec{k}_{2} \tag{2.22b}
\end{align*}
$$

In this way, the off-shellness of the gluons is given by a transverse component while the longitudinal momentum fractions $x_{1,2}$ correspond to the first argument of the unintegrated PDFs. These are related to the longitudinal boost of the partonic reference frame $Y$ $\eta=\frac{1}{2} \log \frac{x_{1}}{x_{2}}$ which appears in the coefficient function, additional information is given in appendix B. 3 .
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Figure 2.4. The auxiliary Eq. B.10 and regular Eq. B.9) functions as a function of partonic rapidity $y$ for single quark production of mass $m=4.6 \mathrm{GeV}$ at $p_{t}=2 \mathrm{GeV}$ and $x=10^{-5}$ (left plot). The resummed coefficient functions at parton level for each partonic channel constructed according to Eq. B.8 for the same kinematics (right plot).

To calculate the off-shell coefficient function, we need to choose a vector $q$ with respect to which we want to differentiate. There are two alternatives: either $q$ can be one of the two heavy quark momenta $p_{3,4}$, or it can be the sum of the two momenta, representing the combined heavy-quark pair. We will now present the results for each configuration.

### 2.3.1 Results differential in the single heavy-quark

In this section we consider the final state to be one of the heavy quarks, and identify the momentum $q=p_{3}$. The details of the computation of the partonic off-shell coefficient function are given in App. B. 4

We start by presenting the resummed result at parton level, computed according to Eqs. (B.8). We consider the case of bottom pair production, with $m_{b}=4.6 \mathrm{GeV}$, starting from the double differential case in partonic rapidity $y$ and transverse momentum $p_{t}$ of the bottom quark. $]^{7}$ In Fig. 2.4, we plot this distribution at fixed $p_{t}=2 \mathrm{GeV} .{ }^{8}$

The regular Eq. (B.9) and auxiliary Eq. (B.10) contributions are showed in the left panel. These can be used to build the various quark and gluon channels according to Eqs. (B.8), which we plot in the right plot. The shapes of these functions are quite peculiar, mostly due to the peak of the auxiliary contribution at large rapidity. On the other hand, since these are parton-level, results they should not be expected to share all the characteristics of the hadron-level distribution. Indeed, they may present some new features missing in the fixed order due to the all-order nature of the resummation.

Fig. 2.5 shows the differential distributions after convolution with the PDFs at LHC 13 TeV . This is a way to assess the effect of the resummed contributions on physical cross sections. The NNPDF31sx PDF set is utilised, which was obtained as part of a study on the integration of small- $x$ resummation in PDF fits. This PDF set is advantageous because it
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Figure 2.5. The double differential distribution in rapidity and transverse momentum of the bottom quark, plotted as a function of the rapidity for $p_{t}=2 \mathrm{GeV}$, for bottom pair production at LHC 13 TeV . The left plots are obtained using NNPDF31sx at fixed order, while in the right plot the resummed result is computed with the resummed PDFs from the same family. The uncertainty band represents an estimate of NLL corrections.
provides PDFs that were consistently obtained with and without small-x resummation. To highlight the impact of resummation on the perturbative coefficient, the same fixed-order PDFs are used to compute both the fixed-order and resummed results. The resummed results obtained using resummed PDFs are also provided to determine the extent to which resummation in PDFs affects the cross-section.

The figures in Fig. 2.5 display the double differential distribution in rapidity $Y$ and transverse momentum $p_{t}$ at different orders, along with their ratios to LO, for a fixed $p_{t}=2 \mathrm{GeV}$. The left plots use fixed-order PDFs for both fixed-order and resummed results, while the LO and NLO cross sections are shown in orange and blue dashed lines, respectively. The latter, obtained from POWHEG-box 89-91], is about twice as large as the LO result, which is partly due to the large value of $\alpha_{s}$ at this low scale. ${ }^{9}$ We plot the LO+LL (orange) and $\mathrm{NLO}+\mathrm{LL}$ (blue) as solid curves and observe that resummation accounts for a positive correction at LO (about $50 \%$ at central rapidity). Conversely, this effect is still positive, albeit weaker, at NLO. This suggests that the inclusion of small- $x$ resummation improves the perturbative series convergence. In the plots on the right the resummed results are computed with resummed PDFs. In this case, the impact of resummation becomes much larger. This change is driven by the larger size the resummed gluon PDF at small $x-64$. The NLO+LL curve shows a high K-factor at large rapidity, where the contribution from the
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Figure 2.6. Breakdown of the individual contributions to the resummed result from the $g g, g q+q g$ and $q q$ channels separating the regular and auxiliary parts. The left plot focuses on the resummed contribution to be matched to the LO, while the right plot focuses on the resummed contribution to be matched to NLO. The results in these plots are obtained using NNPDF31sx with resummation.
gluon at small $x$ is significant, indicating that the observable is sensitive to PDFs at small $x$ and is therefore an essential process to provide additional constraints to PDF fits, consistent with the previous studies reported in Refs. [82 84].

The plots in Fig. 2.6 offer a breakdown of the various contributions that form the resummed result. A $g g$ channel and $q \bar{q}$ channel form the LO result, with the former being way larger than the latter. The decomposition of the resummed result requires distinguishing regular and auxiliary contributions on top of parton flavour channel, as given in Eqs. (B.8). The breakdown of the individual resummed contributions for the LO+LL matching is shown in the left panel of Fig. 2.6. The dominant contributions come from the auxiliary part, both in the $g g$ channel and in the $q g+g q$ channel. Instead, the regular contributions are smaller and localised in a region of central rapidity. Also, there is a visible flavour hierarchy in the contributions with the $g g$ channel dominating over the $q g+g q{ }^{10}$, and the $q q$ being the smallest. Fig. 2.6 presents the breakdown of the resummed contribution to the NLO+LL result, where the the regular contribution is unaffected as it starts from $\mathcal{O}\left(\alpha_{s}^{2}\right)$. The right plot shows that the auxiliary contributions dominate in the forward region and become comparable with the regular ones at mid rapidity due to the subtraction at $\mathcal{O}\left(\alpha_{s}\right)$.

To assess the stability of our resummed results, we must consider the uncertainties associated with them. As our resummed results are limited to LL accuracy, the primary source of uncertainty we examine is that arising from the leftover subleading logarithmic contributions. In previous HELL works $32,55,56,63$ this source was studied by varying subleading ingredients in the construction of the resummed anomalous dimension in Eq. (2.16a), and by replacing $r\left(N, \alpha_{s}\right)$ in Eq. $(2.16 \mathrm{c})$ with $\alpha_{s} \beta_{0}$, this affecting the form of the evolution function itself $[1]$ These deformations of the subleading logarithms in the resummed result are then added in quadrature to form a representative uncertainty which we show as an error band in Fig. 2.5. Conceptually, estimating the uncertainties in this way underestimates the correct size of NLL contributions, but it suffices to show that the difference between LO+LL
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Figure 2.7. Scale uncertainty for the double differential distribution in rapidity and transverse momentum of the bottom quark, plotted as a function of the rapidity for $p_{\mathrm{t}=} 2 \mathrm{GeV}$, for bottom pair production at LHC 13 TeV . The left plot shows factorisation scale uncertainty only, while the right plot shows the standard 7-point uncertainty envelope.
and NLO+LL can not be generated only by missing subleading terms, as it is much larger than the bands. This forces the conclusion that, at least for this combination of scale and $p_{\mathrm{t}}$, subleading-power contributions play a large role in the small- $x$ region. To further probe this difference, we compare an additive matching, used as a default choice in past works, to a multiplicative one ${ }^{[12}$ In the plot, the difference between the two curves is shown as a dotted line. This difference, which is related to the ratio between the exact NLO and its small- $x$ approximation, includes the effect of subleading-power contributions and falls outside the uncertainty band from subleading logarithms.

Fig. 2.7 shows the scale uncertainty band of our results, taking advantage of the symmetry of the rapidity distribution across negative and positive values to depict fixed-order and resummed results respectively. The left plot shows the impact of a factorisation scale variation of a factor of 2 up and down, while the right plot shows the envelope of the 7 -point variation of $\mu_{F}$ and $\mu_{R}$. The inclusion of small- $x$ resummation leads to a reduction of the uncertainty due to $\mu_{F}$ variation. However, the uncertainty of the resummed result becomes comparable to the fixed-order result when $\mu_{R}$ variations are also considered. This is not unexpected as the process happens at a low energy scale, thus driving sizeable variations of $\alpha_{s}$ with changes of $\mu_{R}$ (this same mechanism makes the NLO uncertainty larger than the LO one). Since the LL resummation does not include $\mu_{R}$ logarithms from the coefficient functions, the running of $\alpha_{s}$ is not compensated completely in the matching. Arguably, a full NLL resummation would be required to obtain reduced 7 -points uncertainty.

Finally, in Fig. 2.8 we show the same double differential distribution as a function of $p_{\mathrm{t}}$ at fixed $Y=0$ and using fixed-order PDFs. Interestingly, in the larger $p_{\mathrm{t}}$ region, the size of the NLO correction grows as well as the impact of resummation over the LO. Conversely, matching resummation to NLO gives a smaller correction, implying that small- $x$ terms form a dominant part of the NLO at large $p_{\mathrm{t}}$. Given the lack of direct dependence on the transverse momentum in the resummation, this effect is simply a result of the underlying kinematical constraints. Specifically, it is reasonable to think that the smaller phase space available at large transverse momentum means that contributions from the low- $x$ region become more
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Figure 2.8. The double differential distribution in rapidity and transverse momentum of the bottom quark, plotted as a function of $p_{t}$ for central rapidity $Y=0$, for bottom pair production at LHC 13 TeV .
prominent, even at central rapidity. On the other hand, at large rapidity, this phenomenon is expected to occur at all values of $p_{\mathrm{t}}$. Also, we can show the compensation effect at high- $p_{\mathrm{t}}$ across all values of $Y$ in Figs. 2.9, where the double differential distribution is plotted at $p_{\mathrm{t}}=20 \mathrm{GeV}$. Compared to the $p_{\mathrm{t}}=2 \mathrm{GeV}$ plot from Figs. 2.5. we can see that this time the NLO curve and the LO +LL are significantly closer to each other, with the NLO +LL one slightly above. This is consistent with the picture given by Fig. 2.8 for the high- $p_{\mathrm{t}}$ region.

Moreover, results for differential heavy-quark pair production at NNLO recently became available $74,75,{ }^{13}$ In principle, this development allows to study in greater depth to which extent fixed-order perturbation theory manages to capture the same effect of resummation. However, it must be stressed that small-x resummation for coefficient functions in the $k_{t}$-factorisation formalism is known only to LL accuracy and any attempt at studying a NNLO + LL matching would suffer from an incomplete subtraction of the first subleading logarithmic terms, which can be sizeable. Currently, the NLL resummation of high-energy logarithms in coefficient functions is not completely understood as we will see in chapter 3 Thus, we need to postpone the study of this aspect of heavy-quark phenomenology to future works.

### 2.3.2 Results differential in the heavy-quark pair

In this section, we focus on the final state being a pair of heavy quarks, where we assume that $q=p_{3}+p_{4}$. This choice loosely corresponds to the production of a heavy quark bound state $(J / \psi, \Upsilon$ or heavier resonances). The computation of the partonic off-shell coefficient function is given in detail in appendix B.5. A major consideration is that this kinematic setting is a 2 to 1 process at the lowest order, so the differential coefficient function contains delta functions (see equation (B.62). Thus, some of the integrals defining the resummed collinear coefficient functions, as described in section B.1, can be computed analytically 30].

The simplified structure of the coefficient function, however, complicates the plotting
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Figure 2.9. The double differential distribution in rapidity and transverse momentum of the bottom quark, plotted as a function of the rapidity for $p_{t}=20 \mathrm{GeV}$, for bottom pair production at LHC 13 TeV . The left plots are obtained using NNPDF31sx at fixed order, while in the right plot the resummed result is computed with the resummed PDFs from the same family. The uncertainty band represents an estimate of NLL corrections.


Figure 2.10. The triple differential distribution in invariant mass, rapidity and transverse momentum of the bottom pair, plotted as a function of the rapidity for $Q=20 \mathrm{GeV}$ and $p_{t}=50 \mathrm{GeV}$, for bottom pair production at LHC 13 TeV . The left plots are obtained using NNPDF31sx at fixed order, while in the right plot the resummed result is computed with the resummed PDFs from the same family. The uncertainty band represents an estimate for the NLL corrections.
for the triple differential distribution. The regular coefficient function Eq. (B.9) is a proper function, while the auxiliary coefficient Eq. (B.10) is a distribution and cannot be plotted together. A workaround is showing the hadron-level cross section, which we plot at LHC energy scale 13 TeV , with bottom mass $m_{b}=4.6 \mathrm{GeV}$ and using the same NNPDF31sx 64 PDF.

In Fig. 2.10 we show the triple differential distribution, plotted as a function of the rapidity $Y$ of the pair at fixed invariant mass $Q=20 \mathrm{GeV}$ and fixed transverse momentum $q_{t}=50 \mathrm{GeV}$. The LO curve cannot be plotted as it is proportional to $\delta\left(q_{\mathrm{t}}^{2}\right)$, likewise no ratio plot can be obtained. The NLO (blue dashed curve) is smaller than the LL curve (solid orange), which is effectively identical to a LO+LL matching. Instead, the resummed NLO+LL curve (solid blue) gives a small positive correction to the NLO result, pointing toward the still larger LL prediction. The solid blue curve of the resummed NLO+LL provides a slight positive adjustment to the NLO result, which implies that resummation is likely to slightly improve perturbative expansion convergence. As with Fig. [2.5, the left


Figure 2.11. Breakdown of the individual contributions to the resummed triple differential distribution in invariant mass, rapidity and transverse momentum of the bottom pair from the $g g$, $g q+q g$ and $q q$ channels separating the regular and auxiliary parts. The left plot focuses on the resummed contribution to be matched to the LO, while the right plot focuses on the resummed contribution to be matched to NLO. The results in these plots are obtained using NNPDF31sx with resummation at LHC 13 TeV , as a function of the rapidity, for invariant mass $Q=20 \mathrm{GeV}$ and for transverse momentum $q_{t}=50 \mathrm{GeV}$.


Figure 2.12. Scale uncertainty for the triple differential distribution in rapidity and transverse momentum of the bottom quark pair, plotted as a function of the rapidity for $p_{\mathrm{t}=50 \mathrm{GeV} \text {, for }}$ bottom pair production at LHC 13 TeV . The left plot shows factorisation scale uncertainty only, while the right plot shows the standard 7-point uncertainty envelope.
panel shows the resummed result with the same fixed-order PDFs used for NLO, while the right panel shows the resummed contribution with resummed PDFs. The difference between the two options is not significant, which could be due to the larger value of $x$ and the higher invariant mass, indicating that this observable is not very effective in constraining the PDFs at small $x$. Details are provided in the figure caption.

Fig. 2.11 contains the breakdown of the individual contributions to the cross section The matching to LO (left plots) is ordered like the single-quark distributions in Fig. 2.6 The resummed contribution is positive, which aligns with the effective identity LL and $\mathrm{LO}+\mathrm{LL}$ distribution. When performing the subtraction of the $\mathcal{O}\left(\alpha_{s}\right)$ expansion to match the resummation to NLO (right plots), we observe a smaller contribution from resummation. It is worth noting that the auxiliary contributions now reach a similar magnitude as the regular contributions at moderate rapidity, but they still dominate when the latter is larger.

In Fig. [2.10] we perform an analysis of uncertainty from subleading logarithms using the
same technique from the previous section. The resulting band is slightly larger than the single-quark case, but it's still insufficient to cover the gap between LO+LL and NLO+LL. This implies that non-small- $x$ effects play a large role. Similarly, a comparison between multiplicative and additive matching at NLO+LL gives a degree of variation comparable with the uncertainty band from subleading logarithms. Fig. 2.12 contains the study of scale variations, again, similarly to the single quark case. The $\mu_{F}$ variations on the left plot and a full 7 -point one on the right plot. It is worth noting that in both plots, a noticeable reduction is observed when transitioning from LO+LL to NLO+LL, indicating a stabilisation of the perturbative expansion with the inclusion of resummation.

In conclusion, we summarise the new result we discussed in this chapter. First, we have obtained small- $x$ resummed formulae for distributions of partonic coefficient functions, valid for any gluon-gluon initiated process at LO. We applied this to heavy-quark pair production at the LHC and produced a number of numerical results as demonstration of the framework. We found evidence that small- $x$ resummation has sizeable effect, as we expect from the low- $x$ values the process can reach at the LHC. A more complete study of small- $x$ phenomenology in heavy quark production can be pursued in future work as well as the application of the formalism to other processes, especially differential Drell-Yan.

## Chapter 3

## Higgs-Induced Deep Inelastic scattering: small- $x$ resummation beyond leading logarithms

In this chapter we return to the structure of $k_{\mathrm{t}}$-factorisation to discuss an attempt to push the logarithmic accuracy of small-x resummation in the coefficient function to relative next-to-leading logarithms.

As discussed in Sec. 2.1, the effects of small-x resummation are known to NLL $x$ only for the QCD anomalous dimensions, while the counterpart coefficient function resummation is consistently known only to relative $\mathrm{LL} x$ accuracy. The improvement of logarithmic accuracy has already been achieved in other resummation schemes. For example, in the the hybrid factorisation framework, the effects of resummation in Mueller-Navelet jets [92] was subject to extensive study, as well as exclusive electroproduction of light vector mesons 93,94 . A partial NLL treatment was achieved for multi-jet detection 9597 , and on final states where a $J / \psi$,98, a Drell-Yan pair 99, or a heavy-flavoured jet 100 is inclusively emitted in association with a light-flavoured jet, provided that the two objects are well separated in rapidity. Similar analyses on inclusive heavy-quark pair photo- and hadroproductions were respectively proposed in Refs. 79,101. More recently, Ref. 102 featured a full computation of the next-to-leading order correction to the impact factor (vertex) for the production of a forward Higgs boson, obtained in the infinite top-mass limit. This was a missing ingredient for a NLL $x$ description of the inclusive hadroproduction of a forward Higgs in the small- $x$ regime in the language of the BFKL equation.

This motivates the interest in searching a similar extension for the resummation scheme summarised in section 2.1 and reformulated in the HELL formalism. Thus, the chapter is organised as follows. The first section 3.1 is devoted a step-by-step derivation of the $k_{\mathrm{t}}$-factorisation at LLx using heavy-quark photo-production as an explicit example. In section 3.2 , we switch our focus to Higgs-induced Deep Inelastic Scattering (HDIS), which will act as the test case for the NLLx expansion. Section 3.4 elucidates the structure of the computation and collects the partial results obtained. More details are collected in appendix C

### 3.1 Structure of the $k_{t}$ factorisation

We start by going over the formulation of $k_{\mathrm{t}}$-factorisation along the lines of Refs. [26, 57, 58] and consider the process

$$
\begin{align*}
& \mathrm{p}\left(p_{1}\right)+\gamma\left(p_{2}\right) \rightarrow Q\left(p_{3}\right)+\bar{Q}\left(p_{4}\right)+X  \tag{3.1a}\\
& g / q(k)+\gamma\left(p_{2}\right) \rightarrow Q\left(p_{3}\right)+\bar{Q}\left(p_{4}\right)+X \tag{3.1b}
\end{align*}
$$

with $p_{1,2}=\frac{\sqrt{S}}{2}(1,0,0, \pm 1)$ and $S$ the collider energy. If we take the high-energy limit $S=\left(p_{1} \cdot p_{2}\right) \gg Q^{2}=(2 m)^{2}$, or alternatively $x=\frac{Q^{2}}{S} \ll 1$, the presence of logarithms $\log \left(\frac{1}{x}\right)$ spoils the perturbativity of $\alpha_{s}\left(Q^{2}\right) \ll 1$ in both the anomalous dimensions and the hard scattering of Eq. (3.1). To manage the logs in the latter, we need to rewrite the cross section as

$$
\begin{equation*}
\sigma\left(x, Q^{2}\right)=\int \mathrm{d}^{2} k_{\mathrm{t}} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \hat{\sigma}_{\text {off }}\left(\frac{x}{z}, \frac{k_{\mathrm{t}}^{2}}{Q^{2}}\right) \mathcal{F}\left(z, k_{\mathrm{t}} ; Q^{2}\right), \tag{3.2}
\end{equation*}
$$

and give a prescription to compute the parton cross-section $\hat{\sigma}_{\text {off }}$ with an incoming gluon of momentum $k=z p_{1}+k_{\mathrm{t}}$. To do so, we need to leverage the regime

$$
\begin{equation*}
S \gg\left(p_{3}+p_{4}\right)^{2} \equiv s, S \gg\left(k-p_{1}\right)^{2} \equiv k_{\mathrm{t}}^{2} \tag{3.3}
\end{equation*}
$$

### 3.1.1 Scaling of LO off-shell coefficients and the high-energy projector

First we show that a single gluon polarisation contributes in the high-energy limit. To do so we rewrite the cross section of Eq. (3.1) as

$$
\begin{equation*}
4 m^{2} \sigma=\frac{2 m^{2}}{S} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} A_{\mu \nu}\left(k, p_{2}\right) d^{\mu \mu^{\prime}}(k, n) d^{\nu \nu^{\prime}}(k, n) G_{\mu^{\prime} \nu^{\prime}}\left(p_{1}, k\right), \tag{3.4}
\end{equation*}
$$

emphasising the integral over the gluon connecting the lowest-order $\gamma+g^{*} \rightarrow Q+\bar{Q}$ squared amplitude ( $A^{\mu \nu}$ ) to the rest of the $g / q \rightarrow g^{*}+\operatorname{ISR}$ amplitude $G^{\mu \nu}$. $d^{\mu \nu}(k, n)$ is numerator from the intermediate propagator in the light-cone gauge (LCG) with axis $n=p_{2}$. The corresponding denominators are hidden inside $G$ ? We then note that the lowest-order Abelian absorptive part $A$ is independent of the gauge vector and can be decomposed as

$$
\begin{equation*}
A^{\mu \nu}\left(k, p_{2}\right)=D_{1}\left(-g^{\mu \nu}+\frac{k^{\mu} k^{\nu}}{k^{2}}\right)-\frac{D_{2}}{k^{2}}\left(\frac{k^{2}}{\left(k \cdot p_{2}\right)} p_{2}^{\mu}-k^{\mu}\right)\left(\frac{k^{2}}{\left(k \cdot p_{2}\right)} p_{2}^{\nu}-k^{\nu}\right) \tag{3.5}
\end{equation*}
$$

with $D_{1,2}$ being scalar functions of the Minkowski invariants $\frac{x}{z}$ and $\frac{k^{2}}{z S}$. An explicit computation yields that they are indeed small and $\mathcal{O}\left(\frac{x}{z}\right)$ in the region identified by $x \rightarrow 0$ at fixed $\frac{k^{2}}{z S}$. Then, in the same limit, $z \rightarrow 0$ follows from $\mathcal{O}\left(\frac{x}{z}\right) \sim 1$ and the tensor structure associated with $D_{2}$ provides a net $(z)^{-2}$ power enhancement over $D_{1}$. So, Eq. 3.5 can be approximated as

$$
\begin{equation*}
A^{\mu \nu}\left(k, p_{2}\right) \simeq-\frac{D_{2} k_{\mathrm{t}}^{2}}{(z S)^{2}} p_{2}^{\mu} p_{2}^{\nu} \tag{3.6}
\end{equation*}
$$

[^16]Using this result we can rewrite Eq. (3.4) as

$$
\begin{align*}
4 m^{2} \sigma & =\frac{2 m^{2}}{S} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} A_{\mu \nu}\left(k, p_{2}\right) d^{\mu \mu^{\prime}}(k, n) d^{\nu \nu^{\prime}}(k, n) G_{\mu^{\prime} \nu^{\prime}}\left(p_{1}, k\right) \\
& \simeq-\frac{2 m^{2}}{S} \int \frac{\mathrm{~d} z \mathrm{~d} k^{2}}{2 z} \int \frac{\mathrm{~d}^{2} k_{\mathrm{t}}}{(2 \pi)^{4}} \frac{D_{2} k_{\mathrm{t}}^{2}}{(z S)^{2}} p_{2}^{\mu} p_{2}^{\nu} d_{\mu \mu^{\prime}}(k, n) d_{\nu \nu^{\prime}}(k, n) G^{\mu^{\prime} \nu^{\prime}}\left(p_{1}, k\right) \\
& \simeq \int \frac{\mathrm{d} z}{z} \int \mathrm{~d}^{2} k_{\mathrm{t}}\left(\frac{x}{z} D_{2}\right)\left[\int \frac{\mathrm{d} k^{2}}{(2 \pi)^{4}} \frac{-k_{\mathrm{t}}^{2}}{z S^{2}} p_{2}^{\mu} p_{2}^{\nu} G_{\mu \nu}\left(p_{1}, k\right)\right] \tag{3.7}
\end{align*}
$$

which matches the form of Eq. (3.2). In practice, the easiest way to extract the $A_{2}$ coefficient is to couple eikonal vertices to the polarisation tensors in Eq. (3.4) such that

$$
\begin{align*}
D_{2} & =A_{\mu \nu}\left(k, p_{2}\right) d_{\mu \mu^{\prime}}(k, n) d_{\nu \nu^{\prime}}(k, n)\left(-\frac{z^{2}}{k_{\mathrm{t}}^{2}} p_{1}^{\mu^{\prime}} p_{1}^{\nu^{\prime}}\right) \\
& =A_{\mu \nu}\left(k, p_{2}\right)\left(-\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}\right) \\
& =\frac{z}{x} \hat{\sigma}_{\text {off }}\left(\frac{x}{z}, \frac{k_{\mathrm{t}}^{2}}{Q^{2}}\right) \equiv \frac{x}{Q^{2}} \mathcal{C}\left(\frac{x}{z}, \xi\right) . \tag{3.8}
\end{align*}
$$

In this way, we find the prescription to compute the off-shell coefficient function $\mathcal{C}$ by defining a replacement for the momentum and polarisation tensor of the incoming gluon. Explicitly

$$
\begin{align*}
& p_{1} \xrightarrow{\text { off-shell }} k=z p_{1}+k_{\mathrm{t}},  \tag{3.9a}\\
& d^{\mu \nu}\left(p_{1}, n\right) \xrightarrow{\text { off-shell }} d_{\mathrm{OFF}}^{\mu \nu}\left(k_{\mathrm{t}}\right)=-\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}} . \tag{3.9b}
\end{align*}
$$

This derivation effectively shows that the high energy limit of $\sigma$ is probed by the exchange of a soft gluon, $z \rightarrow 0$. Moreover, the on-shell process $\gamma g \rightarrow Q \bar{Q}$ at Born level can be recovered smoothly by setting $k_{\mathrm{t}} \rightarrow 0$, ensuring that $\hat{\sigma}_{\text {off }}$ is gauge invariant at this level.

### 3.1.2 The soft emission chain and unintegrated gluon distribution

Having just defined the off-shell cross section at LO, we now move to the off-shell gluon distribution $\mathcal{F}$ in Eq. (3.2), which can be identified with the square bracket in Eq. (3.7). A formal proof of this relation is complicated and beyond the scope of this discussion, but more detail can be found in Ref. [26]. Instead, we use a simpler argument under the assumptions of fixed coupling, modelled after the discussion in Ref. [67]

We begin by returning to Eq. (3.7) and comparing it to its counterpart in collinear factorisation. If we consider only a single extra emission from the collinear initial state, we can identify the collinear coefficient function $C_{1} \equiv \frac{x}{Q^{2}} \hat{\sigma}$ as

$$
\begin{equation*}
C_{1, \text { bare }}\left(x, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\int_{x}^{1} \frac{\mathrm{~d} z}{z} \int \frac{\mathrm{~d} \xi}{\xi^{1+\epsilon}} \mathcal{C}\left(\frac{x}{z}, \xi, \alpha_{s} ; \epsilon\right) K^{1}\left(z, \frac{\mu_{F}^{2}}{Q^{2} \xi}, \alpha_{s} ; \epsilon\right) \tag{3.10}
\end{equation*}
$$

where $K^{1}$ stands for the amplitude for a single gluon emission contracted with the expression in square brackets in Eq. (3.7) and the polarisation tensor of the initial collinear gluon. Given
the presence of the IR singularity, we use dimensional regularisation with $D=4-2 \epsilon$ and $\epsilon<0$. Then, the additional factor $\xi^{-\epsilon}$ is introduced by dimensional regularisation and is factorised for convenience. After taking a Mellin transform over $x$ the convolution reduces to the product

$$
\begin{equation*}
C_{1, \text { bare }}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\int_{0}^{\infty} \frac{d \xi}{\xi^{1+\epsilon}} \mathcal{C}\left(N, \xi, \alpha_{s} ; \epsilon\right)\left[K^{1}\left(N,\left(\frac{\mu_{F}^{2}}{Q^{2} \xi}\right)^{\epsilon} \alpha_{s} ; \epsilon\right)\right] . \tag{3.11}
\end{equation*}
$$

We pin down the $\epsilon$ singularity using the expansion

$$
\begin{equation*}
\frac{1}{\xi^{1+\epsilon}}=-\frac{\delta(\xi)}{\epsilon}+\sum_{k=0}^{\infty}\left[\frac{\log ^{k} \xi}{\xi}\right]_{+} \frac{(-\epsilon)^{k}}{k!} \tag{3.12}
\end{equation*}
$$

and retrieve from Eq. 3.11)

$$
\begin{equation*}
C_{1, \text { bare }}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=-\frac{1}{\epsilon} \mathcal{C}\left(N, 0, \alpha_{s} ; \epsilon\right) \times\left[K^{1}\left(N, \alpha_{s}\right)\right]+\mathcal{O}\left(\epsilon^{0}\right), \tag{3.13}
\end{equation*}
$$

At this point we must identify this singular contribution as the leading $N$ pole of the gluon anomalous dimension $K^{1}\left(N, \alpha_{s}\right)=\frac{\alpha_{s} C_{A}}{\pi(N-1)}=\alpha_{s} \gamma_{0}(N)$.

If now we consider the same structure repeated $n$ times for the case of chained emissions, we get

$$
\begin{align*}
& C_{n, \text { bare }}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \int_{0}^{\infty} \frac{\mathrm{d} \xi_{n}}{\xi_{n}^{1+\epsilon}} \mathcal{C}\left(N, \xi_{n}, \alpha_{s} ; \epsilon\right) \times \\
& \times \int_{0}^{\xi_{n}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{n-1}}{\xi_{n-1}^{1+\epsilon}} \times \ldots \times \int_{0}^{\xi_{2}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{1}}{\xi_{1}^{1+\epsilon}} . \tag{3.14}
\end{align*}
$$

The collinear singularities can be removed by subtracting the collinear pole before each integration with the same tools of normal collinear factorisation, in the language of Ref. 27

$$
\begin{align*}
\int_{0}^{\xi_{2}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{1}}{\xi_{1}^{1+\epsilon}} & \left(1-\mathcal{P}_{\overline{\mathrm{MS}}}\right) \int_{0}^{\xi_{2}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{1}}{\xi_{1}^{1+\epsilon}} \\
& =\left(\alpha_{s} \gamma_{0}(N)\right)\left(-\frac{1}{\epsilon} \frac{(4 \pi)^{\epsilon}}{\Gamma(1-\epsilon)}\left(\frac{\mu_{F}^{2}}{Q^{2} \xi_{2}}\right)^{\epsilon}+\frac{S_{\epsilon}}{\epsilon}\right) \tag{3.15}
\end{align*}
$$

this subtraction is, of course, scheme-dependent. For example in the MS case we have

$$
\mathcal{P}_{\overline{\mathrm{MS}}} f(\epsilon) \equiv \sum_{k>0} \lim _{\epsilon \rightarrow 0}\left[\epsilon^{k} f(\epsilon)\right] \frac{S_{\epsilon}^{k}}{\epsilon^{k}},
$$

with $S_{\epsilon}=\left(\frac{\mathrm{e}^{-\gamma_{\mathrm{E}}}}{4 \pi}\right)^{\epsilon}$. This operations can be carried out recursively to factorise the collinear singularities out of the coefficient function and into the PDFs to all orders of $\alpha_{s}$. We show this schematically by writing the bare forward amplitude ( $\bar{M}$ ) in $d=4-2 \epsilon$ dimensions as the chain convolution of a hard part $H$ and the iteration of a kernel $K$. The latter represents a single gluon emission

$$
\begin{equation*}
\bar{M}=H \otimes_{x, k_{T}}\left(1+K+K \otimes_{x, k_{T}} K+\ldots\right) \equiv M\left(1+K+K^{2}+K^{3}+\ldots\right)=H \frac{1}{1-K}, \tag{3.16}
\end{equation*}
$$

and $\otimes_{x, k_{T}}$ stands both for convolution in $x$ space and $k_{T}$ integration.

$$
\begin{align*}
1-K & =1-\mathcal{P} K-(1-\mathcal{P}) K=\left[1-\mathcal{P} K(1-(1-\mathcal{P}) K)^{-1}\right][1-(1-\mathcal{P}) K]  \tag{3.17a}\\
\frac{1}{1-K} & =\left[\frac{1}{1-(1-\mathcal{P}) K}\right]\left[\frac{1}{1-\mathcal{P} K(1-(1-\mathcal{P}) K)^{-1}}\right] . \tag{3.17b}
\end{align*}
$$

Then finally

$$
\begin{align*}
\bar{M} & =\left[H \frac{1}{1-(1-\mathcal{P}) K}\right] \otimes\left[\frac{1}{1-\mathcal{P} K(1-(1-\mathcal{P}) K)^{-1}} \bar{\Gamma}\right] \\
& \rightarrow M \otimes \Gamma \tag{3.18}
\end{align*}
$$

with the forward amplitude now being free of collinear singularities, which are shifted inside the transition function $\Gamma$ which, once more, is absorbed into the the PDF definition to introduce scale dependence.

Beyond this, we return to Eq. (3.15) and observe that the insertion of $n-1$ iterative subtractions looks like

$$
\begin{align*}
& C_{n}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \int_{0}^{\infty} \frac{\mathrm{d} \xi_{n}}{\xi_{n}^{1+\epsilon}} \mathcal{C}\left(N, \xi_{n}, \alpha_{s} ; \epsilon\right) \times(1-\mathcal{P}) \\
& \times \int_{0}^{\xi_{n}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{n-1}}{\xi_{n-1}^{1+\epsilon}} \times \ldots \times(1-\mathcal{P}) \int_{0}^{\xi_{2}}\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \frac{\mathrm{d} \xi_{1}}{\xi_{1}^{1+\epsilon}} . \tag{3.19}
\end{align*}
$$

Note that we write $\mathcal{P}$ for $\mathcal{P}_{\overline{\mathrm{MS}}}$ and omit all scheme-dependent finite terms even before the dimensional regularisation is relaxed for brevity, as they do not affect the end result we seek to show in this argument. Now we can safely perform the first $n-1$ integrals and then sum over the number of emissions $n$

$$
\begin{align*}
& C_{n}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \times \\
& \quad \times \int_{0}^{\infty} \frac{\mathrm{d} \xi_{n}}{\xi_{n}^{1+\epsilon}} \mathcal{C}\left(N, \xi_{n}, \alpha_{s} ; \epsilon\right) \frac{1}{(n-1)!} \frac{1}{\epsilon^{n-1}}\left[\alpha_{s} \gamma_{0}(N)\left(1-\left(\frac{\mu_{F}^{2}}{Q^{2} \xi_{n}}\right)^{\epsilon}\right)\right]^{n-1}  \tag{3.20}\\
& C\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)=\sum_{n=0}^{\infty} C_{n}\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s} ; \epsilon\right)= \\
& \quad=\left[\alpha_{s}\left(\frac{\mu_{F}^{2}}{Q^{2}}\right)^{\epsilon} \gamma_{0}(N)\right] \int_{0}^{\infty} \frac{\mathrm{d} \xi}{\xi^{1+\epsilon}} \mathcal{C}\left(N, \xi, \alpha_{s} ; \epsilon\right) \exp \left[\frac{\alpha_{s} \gamma_{0}(N)}{\epsilon}\left(1-\left(\frac{\mu_{F}^{2}}{Q^{2} \xi_{n}}\right)^{\epsilon}\right)\right] .
\end{align*}
$$

This leaves us with a resummed expression for $C$ in Mellin space

$$
\begin{equation*}
C\left(N, \frac{\mu_{F}^{2}}{Q^{2}}, \alpha_{s}\right)=\int_{0}^{\infty} \mathrm{d} \xi \mathcal{C}\left(N, \xi, \alpha_{s}\right)\left[\alpha_{s} \gamma_{0}(N) \xi^{\alpha_{s} \gamma_{0}(N)-1}\right] \tag{3.21}
\end{equation*}
$$

when $\epsilon \rightarrow 0$ and $\mu_{F}^{2}=Q^{2}$.

$$
\begin{equation*}
C\left(N, \alpha_{s}\right)=\int_{0}^{\infty} \mathrm{d} \xi \mathcal{C}\left(N, \xi, \alpha_{s}\right) \frac{\mathrm{d}}{\mathrm{~d} \xi} U(N, \xi) \quad \text { with } \quad U(N, \xi)=\xi^{\alpha_{s} \gamma_{0}(N)} \tag{3.22}
\end{equation*}
$$

This last equation expression has a similar structure to Eq. 2.18, but with only one off-shell gluon rather than two and it evaluates the total coefficient function rather than its triple differential distribution.

Now, if we multiply by the Mellin transform of the PDF, we achieve a fixed-coupling LL definition of $\mathcal{F}$

$$
\begin{align*}
C\left(N, Q^{2}, \alpha_{s}\right) f_{g}\left(N, Q^{2}\right) & =\int_{0}^{\infty} \mathrm{d} \xi \mathcal{C}\left(N, Q^{2}, k_{\mathrm{t}}^{2}, \alpha_{s}\right)\left[U^{\prime}\left(N, \xi, Q^{2}\right) f_{g}\left(N, Q^{2}\right)\right], \\
& =\int_{0}^{\infty} \mathrm{d} k_{\mathrm{t}}^{2} \mathcal{C}\left(N, Q^{2}, \xi, \alpha_{s}\right) \mathcal{F}\left(N, \xi, Q^{2}\right), \tag{3.23}
\end{align*}
$$

and, after returning to direct space

$$
\begin{equation*}
\int_{x}^{1} \frac{\mathrm{~d} z}{z} C\left(\frac{x}{z}, Q^{2}, \alpha_{s}\right) f\left(z, Q^{2}\right)=\int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{0}^{\infty} \mathrm{d} \xi \mathcal{C}_{g}\left(\frac{x}{z}, Q^{2}, \xi, \alpha_{s}\right) \mathcal{F}\left(z, \xi, Q^{2}\right), \tag{3.24}
\end{equation*}
$$

we obtain the factorised expression like Eq. (3.2). Two observations are in order. First, we defined the evolutor $U$ in this example considering only LL $x$ and fixed coupling contribution, but the same structure holds with running coupling and NLL $x$ by using the HELL evolutor discussed in section 2.2.2 at Eqs. 2.16a. Second, in this argument we considered only gluon in the initial state and specifically in the definition of $\mathcal{F}$ in Eq. (3.23). However, as argued in Sec. 2.1, the contributions from a initial-state collinear quark are related to the gluon ones only by a colour factor. So, we can account for both by using Eq. (2.14) to define $\mathcal{F}$.

For completeness we also point out (again for fixed coupling) the Mellin space analogue of the resummation formula. We can recognise that Eq. (3.21) has again the structure of a Mellin transform over $\xi$, this defines the so-called impact factor

$$
\begin{equation*}
h(N, M)=M \int_{0}^{\infty} \mathrm{d} \xi \xi^{M-1} \frac{\mathrm{~d}}{\mathrm{~d} \xi} \mathcal{C}\left(N, Q^{2}, \xi, \alpha_{s}\right), \tag{3.25}
\end{equation*}
$$

which captures the entire LLx tower of contributions when evaluated in $M=\alpha_{s} \gamma_{0}(N)$. and specifically one evaluated at $\alpha_{s} \gamma_{0}(N)$. While this technique is very elegant, to obtain physical predictions for phenomenology the Mellin transform over $N$ must be undone. As argued in section 2.2, this is often impossible to do analytically and cumbersome to perform numerically.

### 3.2 Higgs-induced Deep Inelastic Scattering

While the operation elucidated in the previous subsection can be carried out in principle with any process, there are some advantages in considering effective gluon-scalar scattering as our test-case. First, the addition of this coupling allows to restrict ourselves to the pure gluon sector of QCD by setting the number of massless quark flavours to zero, simplifying the overall computation. Second, the Born level kinematics are those of a $2 \rightarrow 1$ scattering and their NLO counterpart contain only one-loop calculations. Thus, we consider the effective Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{EFT}}=\operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right] \frac{\alpha_{s} \sqrt{\sqrt{2} G_{F}}}{12 \pi}\left(1+\frac{\alpha_{s}}{4 \pi} \frac{19}{3} C_{A}\right) \frac{H}{1+\delta^{\prime}}+\cdots, \tag{3.26}
\end{equation*}
$$


(a) Feynman diagram for the $g g H$ vertex in the effective theory.

(b) Feynman diagram for the $\alpha_{s} g g g H$ vertex from the effective theory.
where $H$ stands for the Higgs boson field, $\delta^{\prime}=\frac{\alpha_{s} C_{A}}{4 \pi} \frac{8}{3}$ and $F^{\mu \nu}$ is the usual gluon field strength tensor. We extract the extra Feynman rules from the effective interactions, depicted in Figs. 3.1a and 3.1b. The rules associated with the $g(k) H(q) \rightarrow g(k+q)$ vertex read

$$
\begin{equation*}
M_{a b}^{\mu \nu}(k, k+q)=\mathrm{i} C_{\mathrm{eff}}\left(k^{\nu}(k+q)^{\mu}-(k \cdot k+q) g^{\mu \nu}\right) \delta_{a b}, \tag{3.27}
\end{equation*}
$$

with $a, b$ being the colour gluons, $k_{1}$ and $q$ are assumed to enter the vertex while $k+q$ is exiting. The effective coupling is defined as $C_{\text {eff }}=\frac{\alpha_{s} \sqrt{G_{F} \sqrt{2}}}{3 \pi}$. Similarly, $g(k) H(q) \rightarrow g\left(p_{3}\right) g\left(p_{4}\right)$ has an effective vertex

$$
\begin{equation*}
E_{a b c}^{\mu \nu \rho}\left(k,-p_{4},-p_{3},\right)=C_{\mathrm{eff}} g_{s} f_{a b c}\left[g^{\mu \nu}\left(k+p_{4}\right)^{\rho}+g^{\nu \rho}\left(p_{3}-p_{4}\right)^{\mu}+g^{\rho \nu}\left(-p_{3}-k\right)^{\nu}\right], \tag{3.28}
\end{equation*}
$$

where this time $k$ is assumed incoming and $p_{3,4}$ are outbound and $f_{a b c}$ is the usual QCD structure constant. These two, together with the normal gluon QCD vertices, allows us to build all the amplitudes we need at NLO.

### 3.3 Born-level computation

Before jumping into the strategy for the NLL $x$ computation, it is worth to retrace quickly the same steps from the definition of the off-shell coefficient function (Sec. 3.1) to highlight some additional properties of this specific case. We start by writing the Born-level tensor from Eq. (3.5).

$$
\begin{equation*}
A_{0}^{\mu \nu}(k, q)=\frac{2 \pi}{2 C_{A} C_{F}} \delta_{a b} \int \mathrm{~d}^{4} v \delta\left(v^{2}\right) \delta(k+q-v) M_{a c}^{\mu \rho}(k, v) d_{\rho \sigma}(v, n) \delta_{c d} M_{d b}^{* \nu \sigma}(k, v) . \tag{3.29}
\end{equation*}
$$

Just like in the previous case,

$$
k=z p_{1}+k_{\mathrm{t}}
$$

and $n=p_{2}$. On the other hand, the incoming Higgs is off-shell and carries momentum

$$
q=p_{2}-x p_{1}
$$

The off-shellness $q^{2}$ also sets the process hard scale as $Q^{2}=-q^{2}$ and as usual $x=\frac{Q^{2}}{S}$. In Eq. (3.29) we have written the squared amplitude of the diagram in Fig. 3.1a, integrated over the outbound gluon momentum $v$. Moreover, we wrote the Light-cone gauge (LCG) polarisation tensor

$$
\begin{equation*}
d^{\mu \nu}(v, n)=-g^{\mu \nu}+\frac{v^{\mu} n^{\nu}+v^{\nu} n^{\mu}}{(v \cdot n)} \tag{3.30}
\end{equation*}
$$

but it is inconsequential for this tree-level amplitude as it is gauge invariant and only the $-g^{\mu \nu}$ term survives. If we carry out the integration we get

$$
\begin{align*}
& A_{0}^{\mu \nu}(k, q)=C_{\mathrm{eff}}^{2}\left(k^{2}+(k \cdot q)\right)^{2} \delta\left[(k+q)^{2}\right]\left\{-g^{\mu \nu}+\frac{Q^{2}}{\left(k^{2}+(k \cdot q)\right)^{2}} k^{\mu} k^{\nu}\right. \\
& \left.\quad-\frac{k^{2}}{\left(k^{2}+(k \cdot q)\right)^{2}} q^{\mu} q^{\nu}+\frac{(k \cdot q)}{\left(k^{2}+(k \cdot q)\right)^{2}}\left(k^{\mu} q^{\nu}+k^{\nu} q^{\mu}\right)\right\} \\
& \quad=\delta[z-x(1+\xi)] C_{\mathrm{eff}}^{2} Q^{2} x\left\{-g^{\mu \nu} Q^{2}+k^{\mu} k^{\nu}+\xi q^{\mu} q^{\nu}+x(1+\xi)\left(k^{\mu} q^{\nu}+k^{\nu} q^{\mu}\right)\right\}, \tag{3.31}
\end{align*}
$$

where we introduce once more the dimensionless scale $\xi=\frac{-k_{t}{ }^{2}}{Q^{2}}$.
Moving on, $A_{0}$ can be recast in the same form of Eq. (3.5) and expanded for small-x

$$
\begin{align*}
& A_{0}^{\mu \nu}(k, q)=\frac{\pi C_{\mathrm{eff}}^{2} Q^{4}}{2} \delta(z-x(1+\xi))\left\{-\frac{(z-2 \xi x)^{2}}{x^{2}}\left[-g^{\mu \nu}+\frac{k^{\mu} k^{\nu}}{k^{2}}\right]\right. \\
& \left.\quad-\frac{z^{2}}{x^{2} k^{2}}\left[\frac{k^{2}}{(k \cdot q)} q^{\mu}-k^{\mu}\right]\left[\frac{k^{2}}{(k \cdot q)} q^{\nu}-k^{\nu}\right]\right\} . \tag{3.32}
\end{align*}
$$

We can now see explicitly that it obeys the scaling properties behind Eq. (3.6). This offers a simple proof of the universality of $k_{\mathrm{t}}$-factorisation.

If we stick to $\mathrm{LL} x$ resummation we can go a step further and combine the previous expression with the one in Eq. (3.9b) and normalise over the initial state flux and spin, yielding the complete LO off-shell coefficient function

$$
\begin{equation*}
\mathcal{C}_{0}\left(\frac{x}{z}, \xi\right)=\frac{1}{2} A_{0, \mu \nu}\left(-\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}\right)=\frac{\pi C_{\mathrm{eff}}^{2} Q^{2} z^{2}}{4 x^{2}} \delta\left(-\frac{z}{x}+\xi+1\right) . \tag{3.33}
\end{equation*}
$$

We can use this expression to highlight some properties of the process at hand. Using the impact factor approach to resummation of Refs. [103,104, we can extract the logarithms structure of this process by computing the impact factor like in Eq. (3.25),

$$
\begin{align*}
h(N, M) & =M \int_{0}^{\infty} \mathrm{d} \xi \xi^{M-1} \int_{0}^{1} \mathrm{~d} \tau \tau^{N-1} \mathcal{C}_{0}(\tau, \xi) \\
& =\frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4} M \int_{0}^{\infty} \mathrm{d} \xi \xi^{M-1}\left(\frac{1}{1+\xi}\right)^{N-1} \\
& =\frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4} \frac{\Gamma(M+1) \Gamma(N-1-M)}{\Gamma(N-1)}, \tag{3.34}
\end{align*}
$$

with the convergence constraint $0<\operatorname{Re}(M)<\operatorname{Re}(N)-1$. Then, the LL $x$ terms can be reconstructed by expanding around $M=0$, as in Mellin space the high-energy logarithms $\frac{\log ^{k}(x)}{x}$ are mapped to poles $\left(\frac{1}{N-1}\right)^{k}$.

$$
\begin{equation*}
h(N, M) \simeq \frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4}\left[1+\frac{M}{N-1}+\left(\frac{M}{N-1}\right)^{2}+\left(\frac{M}{N-1}\right)^{3}+\ldots\right] . \tag{3.35}
\end{equation*}
$$

Now, setting $M=\gamma\left(\alpha_{s}, N\right)$ with the NLL expansion for the anomalous dimension from
appendix A of 32 given by ${ }^{2}$

$$
\begin{align*}
\gamma\left(\alpha_{s}, N\right) & =\alpha_{s}\left[\frac{C_{A}}{\pi(N-1)}-\frac{11 C_{A}+2 n_{f}\left(1-2 \frac{C_{F}}{C_{A}}\right)}{12 \pi}\right] \\
& +\alpha_{s}^{2} \frac{n_{f}\left(26 C_{F}-23 C_{A}\right)}{36 \pi^{2}(N-1)}+\mathcal{O}\left(N^{0}, \alpha_{s}^{3}\right) \tag{3.36}
\end{align*}
$$

we obtain the contribution in the resummed impact factor

$$
\begin{align*}
h\left(N, \gamma\left(\alpha_{s}, N\right)\right) & =\frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4}\left\{1+\frac{\alpha_{s}}{4 \pi}\left[\frac{4 C_{A}}{(N-1)^{2}}-\frac{11 C_{A}}{3(N-1)}\right]+\right. \\
& \left.+\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}\left[\left(\frac{4 C_{A}}{(N-1)^{2}}\right)^{2}-\frac{88 C_{A}^{2}}{3(N-1)^{3}}\right]+\mathcal{O}\left(\left(\frac{\alpha_{s}}{N-1}\right)^{2}, \alpha_{s}^{3}\right)\right\} \tag{3.37}
\end{align*}
$$

We can compare this result with the high-energy expansion of the impact factor obtained by Mellin transformation of the NNLO coefficient function from 105 ,

$$
\begin{align*}
h_{\mathrm{FO}}\left(\alpha_{s}, N\right) & =\frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4}\left\{1+\frac{\alpha_{s}}{4 \pi}\left[\frac{4 C_{A}}{(N-1)^{2}}-\frac{11 C_{A}}{3(N-1)}\right]\right. \\
& \left.+\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}\left[\left(\frac{4 C_{A}}{(N-1)^{2}}\right)^{2}-\frac{220 C_{A}^{2}}{3(N-1)^{3}}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right)\right\} \tag{3.38}
\end{align*}
$$

The first observation is the presence of a double-logarithmic enhancement. A term with two extra powers of the logarithms appearing at each new order in $\alpha_{s}$ as well as expected single logarithm, as discussed in chapter 2. This difference is generated by the simplified $2 \rightarrow 1$ kinematics of HDIS and the non-vanishing of Eq. (3.33) in the high-energy limit 67, 106]. Since the extra power of $\frac{1}{N-1}$, is systematically generated at all-orders as shown in Eq. (3.35), one could hope that the NLLx information from the anomalous dimension alone could intercept both LL $x$ and NLL $x$ terms. Unfortunately Eqs. 3.37) and 3.38 show that using the NLL-resummed $\gamma$ alone is insufficient to predict the NLL contributions beyond at NLO.

### 3.4 Cornering the NLL correction in the coefficient function

Let us consider the resummed expression for the coefficient function in the HELL language

$$
\begin{equation*}
C(x)=\int_{0}^{\infty} \mathrm{d} \xi \int_{x}^{1} \frac{\mathrm{~d} z}{z} \mathcal{C}\left(\frac{x}{z}, \xi, \alpha_{s}\right) U^{\prime}\left(z, \xi, \alpha_{s}\right) \tag{3.39}
\end{equation*}
$$

and observe that, the evolutor $U$ is effectively known to NLLx thanks to the knowledge of the NLL $x$ anomalous dimension (as discussed in chapter 22). So, the only missing NLLx information is in the NLO correction inside $\mathcal{C}$.

Unfortunately, we cannot simply take the prescription of Eq. (3.9b) and apply it to the NLO scattering amplitude for HDIS. As argued in section 3.1.1, the definition of the off-shell projector relies on the gauge invariance of the Born level amplitude and the scaling properties

[^17]in the high-energy limit. Instead, we return to the same decomposition of Eq. (3.4), this time considering both the Born-level $A_{0}$ and a next-to-leading order contribution $\overline{A_{1}^{\mu \nu}}$.
\[

$$
\begin{equation*}
Q^{2} \sigma=\frac{Q^{2}}{2 S} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}}\left[A_{0, \mu \nu}(k, q)+\frac{\alpha_{s}}{4 \pi} A_{1, \mu \nu}(k, q, n)\right] d^{\mu \mu^{\prime}}(k, n) d^{\nu \nu^{\prime}}(k, n) G_{\mu^{\prime} \nu^{\prime}}\left(p_{1}, k\right) . \tag{3.40}
\end{equation*}
$$

\]

This new term is defined as the two gluon irreducible (2GI) part of the squared NLO amplitude for $H+g^{*} \rightarrow g$, integrated over loops and the suitable phase space, and summed(averaged) over all other indices of the final(initial) state except for the Lorentz index of the incoming off-shell gluon. Just like $A_{0}, A_{1}^{\mu \nu}$ is meant to be 2GI in the sense that it cannot be factorised again by cutting across a pair of gluon propagators. While $A_{0}$ is completely gauge invariant and thus can not depend on $n$ at all, the same does not hold for $A_{1}^{\mu \nu}$. Indeed, the latter can include scalar combinations of the gauge axis. On the other hand, since $A_{1}^{\mu \nu}$ is saturated on both its indices by the LCG polarisation tensors (which are orthogonal to $n$ by construction), all its terms proportional to $n^{\mu}$ or $n^{\nu}$ will vanish. It follows then that $A_{1}^{\mu \nu}$ can be represented by a combination of all outer products of $k$ and $q$.

Before moving on to the computation of $A_{1}^{\mu \nu}$, we rewrite $A_{0}^{\mu \nu}$ using the tensor decomposition

$$
\begin{equation*}
T_{1}^{\mu \nu}=g^{\mu \nu}, T_{2}^{\mu \nu}=p_{1}^{\mu} p_{1}^{\nu}, T_{4}^{\mu \nu}=k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}, T_{7}^{\mu \nu}=p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu}, \tag{3.41}
\end{equation*}
$$

and obtain

$$
\begin{align*}
A_{0}^{\mu \nu}(k, q, n) & =\frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4} \delta\left(\frac{1}{1+\xi}-\tau\right)\left[-\frac{(\xi-1)^{2}}{(\xi+1)^{2}} g^{\mu \nu}+\frac{4 \xi x^{2}}{(\xi+1)^{2}} \frac{p_{1}^{\mu} p_{1}^{\nu}}{Q^{2}}\right. \\
& \left.+\frac{2 \sqrt{\xi} x}{\xi+1} \frac{\left.p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu}\right)}{\sqrt{\xi} Q^{2}}+\frac{4 \xi}{(\xi+1)^{2}} \frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{\xi Q^{2}}\right] \tag{3.42}
\end{align*}
$$

where we introduced the rescaled variable $\tau=\frac{x}{z}$.

### 3.4.1 Strategy of the NLO off-shell computation

The actual computation of $A_{1}^{\mu \nu}$ is rather cumbersome and involves a lot of details better left to appendix C. Here, we summarise the main steps. We start by recasting the squared amplitude of each diagram (tree-level or loop) entering $A_{1}^{\mu \nu}$ as a combination of tensors (3.41). To do so, we use the following projectors and in this way eliminate any vector dependence on final state momenta from the tensor

$$
\begin{align*}
& P_{1}^{\mu \nu}=\frac{1}{D-3}\left[g^{\mu \nu}-\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}-\frac{p_{1}^{\mu} n^{\nu}+p_{1}^{\nu} n^{\mu}}{\left(p_{1} \cdot n\right)}\right], n^{\mu \nu}=\frac{n^{\mu} n^{\nu}}{\left(p_{1} \cdot n\right)^{2}} \\
& P_{4}^{\mu \nu}=\frac{1}{(D-3) k_{\mathrm{t}}^{2}}\left[(D-2) \frac{k \mu^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}-g^{\mu \nu}+\frac{p_{1}^{\mu} n^{\nu}+p_{1}^{\nu} n^{\mu}}{\left(p_{1} \cdot n\right)}\right], P_{7}^{\mu \nu}=\frac{k_{\mathrm{t}}^{\mu} n^{\nu}+k_{\mathrm{t}}^{\nu} n^{\mu}}{2 k_{\mathrm{t}}^{2}\left(p_{1} \cdot n\right)} . \tag{3.43}
\end{align*}
$$

Then, the scalar function given by every combination of tensor $T_{k}$ and diagram is integrated over the two-body phase space (one-body phase space and loop momenta) respectively for real emission (loop) diagrams. These integrals require a pattern of different regulators to account for the different types of singularities present in the overall computation. First, the introduction of the initial state off-shellness $\xi=\frac{{\overrightarrow{k_{t}}}^{2}}{Q^{2}}$ will regulate the collinear singularity. At
the same time dimensional regularisation is still required to track the UV divergence in the loop corrections and construct a suitable counterterm to renormalise them. Finally, working in the light-cone gauge, according to the prescriptions of Ref. [26], will induce some extra spurious singularities. These are non-physical and are known to vanish in gauge-invariant objects [27. However, since the off-shell 2GI subset of the NLO correction is not guaranteed to be gauge-invariant on its own, we introduce a Principal Value (PV) prescription to explicitly keep track of these terms.

$$
\begin{equation*}
d_{\mu \nu}(k, n)=-g_{\mu \nu}+\frac{k_{\mu} n_{\nu}+k_{\nu} n_{\mu}}{(k \cdot n)} \underset{P V}{\longrightarrow}-g^{\mu \nu}+\frac{z_{\text {gauge }}\left[\left(k_{\mu} n_{\nu}+k_{\nu} n_{\mu}\right)\right]}{\left(p_{1} \cdot n\right)\left(z_{\text {gauge }}^{2}+\delta^{2}\right)}, \tag{3.44}
\end{equation*}
$$

so that for $\delta \neq 0$ the singularity for $z_{\text {gauge }}=\frac{(k \cdot n)}{\left(p_{1} \cdot n\right)}=0$ is regularised.

### 3.4.2 Incomplete result and issues with singularity cancellation

In the end we get the expression

$$
\begin{equation*}
A_{1}^{\mu \nu}(k, q, n)=C_{A} \frac{\pi C_{\mathrm{eff}}^{2} Q^{2}}{4}\left[D_{0} g^{\mu \nu}+D_{1} \frac{p_{1}^{\mu} p_{1}^{\nu}}{Q^{2}}+D_{2} \frac{\left(p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu}\right)}{\sqrt{\xi} Q^{2}}+D_{3} \frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{\xi Q^{2}}\right], \tag{3.45}
\end{equation*}
$$

with every $D_{k}$ being a scalar function of the remaining invariants $(\tau, \xi, x)$ and the aforementioned regulators.

Now we show the singular contributions in $\epsilon$ and $\delta$ for each coefficient.

$$
\begin{align*}
D_{0} & =\frac{\xi-1}{(\xi+1)^{2}}\left[4 I_{0}(\delta) \frac{(\xi-1)}{\epsilon}-4 I_{0}(\delta) \frac{1}{\xi}\left(\left(\xi^{2}+2 \xi+2\right)|\xi-1|+2(\xi-1) \xi\right) \log (\xi+1)\right. \\
& \left.+\frac{1}{3 \epsilon}\left(3\left(\xi^{2}+2 \xi+2\right) \log \left(\frac{\xi}{\xi+1}\right)-11(\xi-1)\right)\right] \delta\left(\frac{1}{1+\xi}-\tau\right) \\
& -\frac{2 I_{0}(\delta)}{(\xi+1) \tau^{3}}\left[-\frac{(\xi \tau+\tau-1) \sqrt{1-4 \xi \tau^{2}}}{\xi\left(\xi \tau^{2}+\tau-1\right)}\left(2 \xi^{3} \tau^{6}-\xi^{2} \tau^{5}-2 \xi^{3} \tau^{4}\right.\right. \\
& \left.+\left(-3 \xi^{2}-2 \xi+1\right) \tau^{3}+\left(2 \xi^{2}+\xi-4\right) \tau^{2}+(\xi+5) \tau-2\right)-\frac{\sqrt{1-4 \xi \tau^{2}}}{\xi(\tau-1)\left(\xi \tau^{2}+\tau-1\right)} \\
& \times\left(\xi^{2}\left(\xi^{2}-1\right) \tau^{7}+\left(-\xi^{4}+3 \xi^{3}+5 \xi^{2}+\xi\right) \tau^{6}-\xi\left(2 \xi^{2}+9 \xi+5\right) \tau^{5}\right. \\
& \left.+\left(3 \xi^{3}+3 \xi^{2}+7 \xi+3\right) \tau^{4}+\left(4 \xi^{2}-5 \xi-12\right) \tau^{3}-2\left(\xi^{2}-2 \xi-9\right) \tau^{2}-2(\xi+6) \tau+3\right) \\
& \left.+\frac{2 \tau^{2}\left((\xi-1) \tau^{2}+2 \tau-1\right)^{2}}{(\tau-1)^{2}}\right]\left(\frac{1}{\frac{1}{1+\xi}-\tau}\right)+  \tag{3.46a}\\
D_{1} & =\frac{2 \xi x^{2}}{(\xi+1)^{2}}\left[-\frac{8 I_{0}(\delta)}{\epsilon}-\frac{4 I_{0}(\delta)}{\xi}((\xi+1)|\xi-1|-4 \xi) \log (\xi+1)\right. \\
& \left.+\frac{1}{3 \epsilon}\left(22-3(\xi+1) \log \left(\frac{\xi}{\xi+1}\right)\right)\right] \delta\left(\frac{1}{1+\xi}-\tau\right) \\
& -\frac{2 x^{2} I_{0}(\delta)}{(\xi+1) \tau^{3}}\left[\tau(2 \tau-1)(2 \tau+1)(\xi \tau+\tau-1) \sqrt{1-4 \xi \tau^{2}}-8 \xi \tau^{4}-\frac{2(\tau-1) \sqrt{1-4 \xi \tau^{2}}}{\xi\left(\xi \tau^{2}+\tau-1\right)}\right.
\end{align*}
$$

$$
\begin{align*}
& \left.\times\left(\xi\left(\xi^{2}-\xi-2\right) \tau^{4}+\left(\xi^{2}+3 \xi-2\right) \tau^{3}-\left(\xi^{2}+\xi-5\right) \tau^{2}-4 \tau+1\right)\right]\left(\frac{1}{\frac{1}{1+\xi}-\tau}\right)_{+}  \tag{3.46b}\\
D_{2} & =\frac{x \sqrt{\xi}}{(1+\xi)}\left[-\frac{8 I_{0}(\delta)}{\epsilon}-\frac{2 I_{0}(\delta)}{\xi}((3 \xi+5)|\xi-1|-8 \xi) \log (\xi+1)\right. \\
& \left.+\frac{44-3 \sqrt{2}(3 \xi+5) \log \left(\frac{\xi}{\xi+1}\right)}{6 \epsilon}\right] \delta\left(\frac{1}{1+\xi}-\tau\right) \\
& -\frac{x I_{0}(\delta)}{\xi^{3 / 2}(1+\xi)}\left[\frac{8 \xi^{2}}{\tau-1}\left((\xi+1) \tau^{2}-2 \tau+1\right)+\frac{\sqrt{1-4 \xi \tau^{2}}}{\tau^{4}\left(\xi \tau^{2}+\tau-1\right)}\left(\xi\left(\xi^{3}-14 \xi^{2}-17 \xi-2\right) \tau^{6}\right.\right. \\
& +\left(3 \xi^{3}+28 \xi^{2}+7 \xi-2\right) \tau^{5}+\left(-9 \xi^{2}-6 \xi+9\right) \tau^{4}-\left(\xi^{2}+\xi+16\right) \tau^{3} \\
& \left.\left.+\left(-\xi^{2}+2 \xi+14\right) \tau^{2}-6 \tau+1\right)\right]\left(\frac{1}{\frac{1}{1+\xi}-\tau}\right),  \tag{3.46c}\\
D_{3} & =\frac{1}{(1+\xi)^{2}}\left[-\frac{16 I_{0}(\delta) \xi}{\epsilon}-4 \mathrm{I} 0\left(\left(2 \xi^{2}+5 \xi+5\right)|\xi-1|-8 \xi\right) \log (\xi+1)\right. \\
& \left.\xi\left(44-3\left(2 \xi^{2}+5 \xi+5\right) \log \left(\frac{\xi}{\xi+1}\right)\right)\right] \delta\left(\frac{1}{1+\xi}-\tau\right) \\
& 3 \epsilon \\
& -\frac{2 I_{0}(\delta)}{\xi(1+\xi) \tau^{3}}\left[-8 \xi^{2} \tau^{4}+\frac{\sqrt{1-4 \xi \tau^{2}}}{\xi \tau^{2}+\tau-1}\left(-2 \xi^{3}(\xi+1) \tau^{7}-\xi^{2}\left(\xi^{2}-3 \xi-2\right) \tau^{6}\right.\right. \\
& +\xi\left(2 \xi^{3}+6 \xi^{2}+9 \xi+6\right) \tau^{5}-\left(-5 \xi^{3}+3 \xi^{2}+14 \xi+2\right) \tau^{4}-2\left(\xi^{3}+3 \xi^{2}-5 \xi-2\right) \tau^{3}  \tag{3.46~d}\\
& \left.\left.-2 \xi(\xi+1) \tau^{2}-4 \tau+2\right)\right]\left(\frac{1}{\frac{1}{1+\xi}-\tau}\right),
\end{align*}
$$

with the additional definition $I_{0}(\delta)=\int_{0}^{1} \mathrm{~d} z \frac{z}{z^{2}+\delta^{2}}$.
Some issues emerge already from this partial result. First, if we average over the direction of the transverse momentum $k_{\mathrm{t}}$ and then expand around $\xi=0$, we find

$$
\begin{align*}
\left\langle A_{1}^{\mu \nu}(k, q, n)\right\rangle \simeq & C_{A} \frac{\pi C^{2} Q^{2}}{4} g^{\mu \nu}\left\{\frac{1}{3 \epsilon}\left[12 I_{0}(\delta)-11-6 \log (\xi)\right] \delta(1-\tau)\right. \\
& \left.+\frac{6\left(2 \tau^{3}-4 \tau^{2}-3 \tau+1\right) I_{0}(\delta)}{3 \tau^{2}(1-\tau)_{+}}+8 I_{0}(\delta)\right\} \\
& +\mathcal{O}\left(\epsilon^{0}, \log (\xi)\right) \tag{3.47}
\end{align*}
$$

which does not match the same quantity computed from scratch in collinear factorisation by setting $k_{\mathrm{t}}=0$

$$
\begin{equation*}
\left.A_{1}^{\mu \nu}(k, q, n)\right|_{k_{\mathrm{t}}=0}=C_{A} \frac{\pi C^{2} Q^{2}}{4} g^{\mu \nu}\left[\frac{4}{\epsilon^{2}} \delta(1-\tau)+\frac{23}{3 \epsilon} \delta(1-\tau)+4 I_{0}(\delta) \frac{1-\tau}{\tau}\right] \tag{3.48}
\end{equation*}
$$

The most concerning issue with this mismatch lies in the impossibility of cancelling the mixed singularities $\frac{\log (\xi)}{\epsilon}$ and $\frac{I_{0}(\delta)}{\epsilon}$.

In the collinear case of Eq. (3.48) the double $\epsilon$ pole is cancelled by an equal and opposite contribution in the 2GR diagrams. However, in our off-shell scheme the missing 2GR
contributions can not generate any $\epsilon$ poles. This emerges naturally from Eq. (C.12), where the dimensional regularisation phase-space Jacobian is proportional to $s^{-\epsilon}$ and implies that only amplitudes proportional to $\frac{1}{s}=\frac{1}{(k+q)^{2}}$ can produce collinear poles. No such contribution is included in the 2 GR amplitude. On the other hand, the mixed $\frac{I_{0}(\delta)}{\epsilon}$ term in Eq. (3.47) does not have a counterpart in Eq. (3.48). For the same reason as before, this divergence cannot be cancelled by 2 GR terms.

### 3.4.3 Outlook

At this time we are unable to confirm if this unphysical results are a consistent feature of how the computation is set-up. One possibility is an incompatibility between the simultaneous presence of the off-shellness (de facto a hard-cutoff regulator) and the Principal Value prescription. The latter is already known to induce failures in the power-counting classification of singularities when deployed in loop integrals (see Ref. [11] for an in-depth review). Another possible point of failure of the computation presented lies in the direct integration approach used to obtain Eq. (3.46). Indeed, the verbosity and sheer size of the output expressions may obfuscate the physical structure of the result and intuitive ways to fix the clash between the regulators. One possible solution to this issue is to re-frame the NLO off-shell coefficient along the lines of Ref. [107, 108, where general NLO schemes for the $k_{\mathrm{t}}$-factorisation are devised.

Unfortunately, it is not possible to directly leverage the results in the impact factor formalism from Ref. 102 to extract the tensor in Eq. (3.45). Indeed, computing the forward Higgs impact factor along the lines of Refs. 102109 requires assigning a dummy polarisation, $\epsilon_{\mathrm{GT}}^{\mu}(k)=-\frac{p_{1}^{\mu}}{S}$, to the off-shell gluon. This operation runs counter to the decomposition at the heart of our computation. Moreover, as opposed to our attempt at computing the fully inclusive NLO coefficient function, the known result for the Higgs impact factor is differential in the kinematical variable of the final state boson, obscuring the details of how the regulators map the IR singularities and their cancellation in momentum space. $3^{3}$ On the other hand, it is worth noticing that the impact factor calculation is carried out in Feynman gauge and using dimensional regularisation for both IR and UV poles. In our case, using this setup of gauge and regulators would help simplifying the intermediate steps of the computation and remove the necessity of introducing the PV-prescription altogether. The price of this simplification however lies in the 2GI definition of $A_{1}^{\mu \nu}$, which makes it potentially non gauge-invariant and susceptible to undesired contamination if computed with different gauge fixing [26].

Hopefully, these insights and workarounds will offer a way to solve the issues presented thus far. Then, once the tensor decomposition of Eq. (3.45) is computed consistently, the next steps will be to examine the coefficient and isolate the ones containing next-to-leading high-energy logarithms. If the same scaling of Eq. (3.6) still holds, then it can be conjectured that including the NLO 2GI off-shell contribution in the off-shell coefficient function is the only missing output to achieve a complete NLL resummation of high-energy logarithms in the HELL language (2.5).

[^18]
## Chapter 4

## The Higgs spectrum in $H W$ associate production at NNLO+NNLL

In perturbative QCD, cancellation theorems ensure that soft-gluon singularities are eliminated for Infra-Red and Collinear-safe observable [110]. Indeed, observables are not sensitive to arbitrary soft radiation in the final state because particle detectors have a finite energy resolution. As a result, the undetected real gluon emission cancels out the singularities that appear in virtual contributions. However, even though singularities are cancelled out explicitly, real and virtual contributions can still become imbalanced in situations where the real radiation is severely limited by kinematics, resulting in large logarithms. These are commonly observed at the exclusive boundary of the phase space or when strict cuts are used to enhance sensitivity in experimental searches. Then, to maintain the predictive power of perturbation theory, these logarithmically enhanced terms must be resummed to all orders.

One such case is the transverse-momentum distribution of a system with high-invariant mass $Q$, produced with extra QCD radiation and exclusive cuts on the final state. In this configuration large logarithmic terms of the form $\log \left(\frac{Q}{p_{t}}\right)$, where $p_{t}$ is a transverse momentum scale introduced by the cuts and $Q$ is the hard scale of the process, may spoil perturbation theory and require resummation to restore predictivity.

This chapter is organised as follows. Section 4.1 covers some introductory examples about the resummation of transverse observables. In particular, from section 4.1.2 to 4.1.4 introduce the RadISH and $q_{\mathrm{t}}$-subtraction formalism. Indeed, in section 4.2 the focus switches to the study of $H W^{+}$associate production, which is a novel application of the aforementioned techniques. We begin by validating our setup by computing the total $H W^{+}$cross-section and $p_{\mathrm{t} H}$ spectrum at NNLO in $q_{\mathrm{t}}$-subtraction against fixed-order codes. Then, we produce an analysis of the $p_{\mathrm{t} H}$ spectrum in presence of a veto on the leading jet transverse momentum and study the impact of resumming the corresponding logarithms at NNLL. Moreover, we complement the resummation with an evaluation of the role of linear power corrections in $p_{\mathrm{t} H W}$ in the same process.

### 4.1 Sudakov resummation

We start by showcasing an example borrowed from Ref. [2, 111]. Consider a generic infrared and collinear safe observable $v \in(0,1)$ and assume without loss of generality that it is dimensionless. We want to model the impact of the emission of extra soft-gluon radiation on a distribution or cross section $\sigma^{(n)}$. The real and virtual gluon emission "probability" can be written as

$$
\begin{align*}
& \frac{\mathrm{d} w_{\text {real }}(z)}{\mathrm{d} z}=2 C \frac{\alpha_{s}}{\pi} \frac{1}{1-z} \log \frac{1}{1-z} \vartheta(1-z-\eta),  \tag{4.1a}\\
& \frac{\mathrm{d} w_{\text {virt }}(z)}{\mathrm{d} z}=-2 C \frac{\alpha_{s}}{\pi} \delta(1-z) \int_{0}^{1-\eta} \frac{\mathrm{d} \zeta}{1-\zeta} \log \frac{1}{1-\zeta}, \tag{4.1b}
\end{align*}
$$

where $C$ is a process-specific (colour) coefficient, $1-z$ the fraction of energy carried by unobserved soft particles in the final state. Eq. 4.1a) is valid in the soft and collinear limit, and we can recognise the double logarithmic divergence, which is regularised by an (artificial) lower cut-off $\eta$. However, in case of infrared and collinear safe observables, the total emission probability is finite and one can take the limit $\eta \rightarrow 0$ :

$$
\begin{equation*}
\frac{\mathrm{d} w(z)}{\mathrm{d} z}=\lim _{\eta \rightarrow 0}\left[\frac{\mathrm{~d} w_{\text {real }}(z)}{\mathrm{d} z}+\frac{\mathrm{d} w_{\text {virt }}(z)}{\mathrm{d} z}\right]=2 C \frac{\alpha_{s}}{\pi}\left(\frac{1}{1-z} \log \frac{1}{1-z}\right)_{+}, \tag{4.2}
\end{equation*}
$$

Where we used the plus-prescription as defined in appendix A.2 In particular, if the emission probability is integrated from $z=0$ up to $z=1$ we have that

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z \frac{\mathrm{~d} w(z)}{\mathrm{d} z}=0 . \tag{4.3}
\end{equation*}
$$

However, kinematic constraints may unbalance virtual and real contributions and induce singularities in the coefficients of the perturbative expansion. For example, if an observable $v$ enhances soft radiation like $\delta v=\mathcal{O}(1-z), \sigma^{(n+1)}$ can be written as

$$
\begin{equation*}
\sigma^{(n+1)}(v)=\int_{0}^{v} \mathrm{~d} y \sigma^{(n)}(v-y)\left(\frac{\mathrm{d} w(z)}{\mathrm{d} z}\right)_{z=1-y}+\ldots \xrightarrow[v \rightarrow 0]{\longrightarrow}-C \frac{\alpha_{s}}{\pi} \sigma^{(n)}(v) \log ^{2} v+\ldots \tag{4.4}
\end{equation*}
$$

As the real emission is hampered in the region $v \rightarrow 0$, the partonic cross section develops a double-logarithmic divergent contribution, as opposed to soft and hard-collinear ones that develop at most a single-logarithmic divergence. This effect is known as Sudakov suppression 112 and becomes large in the $v \rightarrow 0$ regime. As a result, despite the coupling being in the perturbative regime $\alpha_{s} \ll 1$, the cross section may not have a well behaved series expansion.

This simple example shows that, despite being free of singularities, fixed-order predictions of IRC-safe observables can still become unreliable if soft gluon effects in real and virtual terms are kinematically unbalanced. Our example explicitly considered a singularity at the exclusive boundary of phase-space, but similar mechanisms can also appear inside the physical region of phase space and give rise to so-called Sudakov shoulders [111. To resolve this issue, all-order calculations of Sudakov logarithms are necessary to get reliable results.

Primary examples in hadron collisions are the production of a system of high invariant mass close to threshold (where $1-v \sim \frac{M}{\sqrt{s}}$ ) and the cumulative cross section

$$
\begin{equation*}
\Sigma(v) \equiv \int_{0}^{v} d v^{\prime} \frac{\mathrm{d} \sigma\left(v^{\prime}\right)}{\mathrm{d} v^{\prime}} \tag{4.5}
\end{equation*}
$$

for the distribution of the transverse momentum $p_{t}$ in colour-singlet production, where $v \sim \frac{p_{t}}{M}$. The first studies for the all-order resummation of Sudakov logarithms for transversemomentum distributions date back to over forty year ago [113,114. Various techniques to achieve the resummation of the logarithmically-enhanced terms have since emerged, either by exploiting the properties of the QCD matrix elements and of gluon radiation (angular ordering and coherence) 115 or using Soft-Collinear Effective Theory 116] (SCET).

### 4.1.1 A showcase of transverse-momentum resummation

Now we consider a specific observable affected by large Sudakov logarithms: the transversemomentum distribution of systems with a high invariant mass $M \gg p_{t}$, where the transverse momentum $p_{t}$ vanishes at the Born level. In such cases, like Higgs boson or Drell-Yan pair production, the LO transverse-momentum distribution is a delta function at $p_{\mathrm{t}}=0$. If the heavy system is produced with a transverse momentum much smaller than $M$ the emission of real radiation is strongly suppressed and cannot balance the virtual contributions. Then, double logarithms of $p_{t} / M$ appear at all orders and the convergence of the series is spoiled for this configuration. Ref. [113] proposed an exponentiation of the most leading logarithmic contributions at small $p_{t}$ with the Dokshitzer-Dyakonov-Troyan formula. This results in a cross section which is exponentially suppressed in the limit $p_{t} \rightarrow 0$. Briefly, this approach requires considering the leading soft and collinear contributions from an ensemble of $n$ gluons whose transverse momenta $k_{t, i}$ are strongly ordered:

$$
\begin{equation*}
k_{t, n}^{2} \ll \cdots \ll k_{t, 2}^{2} \ll k_{t, 1}^{2} \lesssim p_{t}^{2} \ll s \tag{4.6}
\end{equation*}
$$

As a consequence, the cross section becomes naturally suppressed if $p_{t} \ll M$ as there is no phase space left for soft gluon production.

However, there are other configurations leading to a system with small transverse momentum, as the only requirement for having a system with $p_{t} \sim 0$ is that the vector combination $\sum_{i=1}^{n} \vec{k}_{t, i}$ is small. Indeed, around and below the peak of the distribution, the DDT-resummed spectrum vanishes as $\frac{\mathrm{d} \sigma}{\mathrm{d} p_{t}} \sim p_{t}$ rather than exponentially due to kinematic cancellations becoming predominant, as shown in Ref. [117]. In the same paper, Parisi and Petronzio suggested to perform the resummation in the impact-parameter (b) space where the two competing effects leading to a vanishing $p_{t}$ are correctly handled through a Fourier transform,

$$
\begin{equation*}
\vartheta_{\mathrm{PS}}\left(\vec{p}_{t}, \vec{k}_{t, 1}, \ldots \vec{k}_{t, n}\right)=\delta^{(2)}\left(\vec{p}_{t}-\sum_{i=1}^{n} \vec{k}_{t, i}\right)=\int \mathrm{d}^{2} b \frac{1}{4 \pi^{2}} e^{\mathrm{i} \overrightarrow{\mathrm{~b}} \cdot \vec{p}_{t}} \prod_{i=1}^{n} e^{-\mathrm{i} \cdot \vec{k}_{t, i}} \tag{4.7}
\end{equation*}
$$

which explicitly shows how, in Fourier space, the constraints factorise and transversemomentum conservation is respected.

Using the $b$-space formulation, Collins, Soper and Sterman (CSS) established a formalism to resum the transverse momentum in Drell-Yan pair production in Ref. [118]. In this formalism, the partonic cross section is written as a convolution of parton-in-parton distributions $\mathcal{P}_{i / j}(x, \vec{k})$, at momentum fraction $x$ and transverse momentum $\vec{k}$, with an additional eikonal function $U$ which describes coherent soft-gluon emission 119122 ,

$$
\begin{align*}
\frac{\mathrm{d} \sigma_{a b \rightarrow F}}{\mathrm{~d} M^{2} \mathrm{~d} p_{t}^{2}} \simeq & \sum_{c} \hat{\sigma}_{c \bar{c} \rightarrow F}^{(0)}\left(M^{2}\right) H_{c \bar{c}}(M) \int \mathrm{d} x_{a} \mathrm{~d}^{2} \vec{k}_{a} \mathcal{P}_{c / a}\left(x_{a}, \vec{k}_{a}, M\right) \int \mathrm{d} x_{b} d^{2} \vec{k}_{b} \mathcal{P}_{\bar{c} / b}\left(x_{b}, \vec{k}_{b}, M\right) \\
& \times \int \mathrm{d}^{2} \vec{q} U_{c \bar{c}}(\vec{q}) \delta\left(M^{2}-x_{a} x_{b} s\right) \delta^{(2)}\left(\vec{p}_{t}+\vec{q}-\vec{k}_{a}-\vec{k}_{b}\right) \tag{4.8}
\end{align*}
$$

where $\hat{\sigma}_{c \bar{c} \rightarrow F}^{(0)}$ is the LO cross section for the process $c \bar{c} \rightarrow F$, where $F$ can be a electroweak boson (Drell-Yan pair production, $c, \bar{c}=q, \bar{q})$ or a Higgs boson $(c, \bar{c}=g, g$ ). The factor $H_{c \bar{c}}(M)=1+\mathcal{O}\left(\alpha_{s}(M)\right)$ absorbs hard-gluon corrections and is computable in perturbation theory. Under Fourier transform, the cross section factorises and RGEs are developed for the separate pieces and solved. In $b$-space, the logarithms of $p_{t} / M$ become logarithms of $b M$ and exponentiate. The final result is usually written as (here we use the notation of Ref. [123])

$$
\begin{align*}
\frac{\mathrm{d} \sigma_{p p \rightarrow F}}{\mathrm{~d} M^{2} \mathrm{~d} p_{\mathrm{t}}} & =\sum_{a, b} \int_{0}^{1} \mathrm{~d} x_{1} \mathrm{~d} x_{2} f_{a / h_{1}}\left(x_{1}, \mu_{F}^{2}\right) f_{b / h_{2}}\left(x_{2}, \mu_{F}^{2}\right) \int_{0}^{\infty} \mathrm{d} b b p_{t} J_{0}\left(p_{t} b\right) \\
& \times \sum_{c} \int_{0}^{1} \mathrm{~d} z_{1} \mathrm{~d} z_{2} C_{c a}\left(\alpha_{s}\left(b_{0}^{2} / b^{2}\right), z_{1}\right) C_{\bar{c} b}\left(\alpha_{s}\left(b_{0}^{2} / b^{2}\right), z_{2}\right) \delta\left(M^{2}-z_{1} z_{2} x_{1} x_{2} s\right) \\
& \times \hat{\sigma}_{c \bar{c} \rightarrow F}^{(0)}(M) H_{\operatorname{CSS}}(M) \exp \left(-R_{\operatorname{CSS}, c}(b)\right), \tag{4.9}
\end{align*}
$$

where the Bessel function $J_{0}$ descends from the integration over the azimuth angles in Eq. (4.7) and $b_{0}=2 e^{-\gamma_{E}}$. The Sudakov form factor $R_{\mathrm{CSS}}(b)$ is defined as

$$
\begin{equation*}
R_{\mathrm{CSS}, c}(b)=\int_{b_{0}^{2} / b^{2}}^{M^{2}} \frac{\mathrm{~d} k_{t}^{2}}{k_{t}^{2}} R_{\mathrm{CSS}, c}^{\prime}\left(k_{t}\right)=\int_{b_{0}^{2} / b^{2}}^{M^{2}} \frac{\mathrm{~d} k_{t}^{2}}{k_{t}^{2}}\left(A_{\mathrm{CSS}, c}\left(\alpha_{s}\left(k_{t}^{2}\right)\right) \log \frac{M^{2}}{k_{t}^{2}}+B_{\mathrm{CSS}, c}\left(\alpha_{s}\left(k_{t}^{2}\right)\right)\right) . \tag{4.10}
\end{equation*}
$$

The anomalous dimensions $A_{\mathrm{CSS}, c}$ and $B_{\mathrm{CSS}, c}$, the coefficient functions $C_{a b}\left(\alpha_{s}, z\right)$, and the process-dependent hard function $H_{\mathrm{CSS}}$ admit an expansion in the strong coupling and are analytically known with enough precision to perform a N3LL resummation 124 129. The very first results at N4LL are also starting to appear in literature 130 . Using the $b$-space formulation, the $p_{t}$ spectrum for colour-singlet production has been resummed up to NNLL accuracy both for Higgs [131] and for Drell-Yan pair production [132, 133]. Similar results were also obtained in the SCET approach 134137.

To obtain theoretical predictions, one has to integrate over $b$ in Eq. (4.9). However, this procedure hits the Landau pole in the coupling $\alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)$ at large values of $b$. To sidestep this issue and compute the observable for arbitrary values of $p_{t}$, a prescription must be introduced to regularise the integral. One option is using the $b_{*}$-prescription [118] to replace the impact parameter $b$ with

$$
\begin{equation*}
b_{*}=\frac{b}{\sqrt{1+\left(b / b_{\lim }\right)^{2}}}, \quad b_{*}<b_{\lim } \tag{4.11}
\end{equation*}
$$

so that the parameter $b_{\text {lim }} \sim 1 / \Lambda_{\mathrm{QCD}}$ enforces a separation between the perturbative and non-perturbative regimes of QCD. An additional factor $\sim \mathrm{e}^{-g b^{2}}$ is introduced to model the non-perturbative region, with the extra parameter $g$ usually tuned to data. ${ }^{\text {I }}$

Other prescriptions avoid this issue. For example: one can set a suitable soft scale before the Landau pole to preserve the definiteness of the $b$-integral [141], resort to Borel summation [142] or introduce scales depending on the hadronic variables 134, 143.

[^19]Beside the $b$-space formalism, the problem of resummation of transverse-momentum distributions in $p_{t}$ space was studied across the past decade 144152 . In particular, the approach of Refs. $149-152$ will be the focus of the next section.

### 4.1.2 Resummation with RadISH

Our starting point is the inclusive hadronic production of a colour-singlet

$$
\begin{equation*}
\mathrm{pp} \rightarrow \mathrm{~F}+X \tag{4.12}
\end{equation*}
$$

where the collision of the two protons produces a collection of colour neutral particles (i.e. $H$, $W^{ \pm}$, leptons) F. At parton level and leading order, this is driven either by $q \bar{q}$ annihilation, as in the case of the Drell-Yan process, or gluon fusion, as in the case of Higgs boson production. We focus on the cumulative cross section for such process, which we denote as

$$
\begin{equation*}
\Sigma(v) \equiv \int_{0}^{\infty} \mathrm{d} V \frac{\mathrm{~d} \sigma(V)}{\mathrm{d} V} \vartheta\left[v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n}\right)\right] \tag{4.13}
\end{equation*}
$$

where $V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n}\right)$ is a generic observable in the range $(0, v)$, while $p_{1,2}$ define the beam axis of the initial state at Born level and $k_{n}$ are the transverse momenta of additional radiation of the initial state legs. While the RadISH formalism has been shown to work for generic recursive Infrared and Collinear (rIRC) safe observables 149, 150, in this example we will follow the same argument of Refs. 150,152 to N3LL accuracy. Thus, we consider just an inclusive and transverse rIRC observable

$$
\begin{equation*}
V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n}\right) \xrightarrow{\text { inclusive }} V\left(p_{1}, p_{2} ; k_{1}+\ldots+k_{n}\right) \xrightarrow{\text { transverse }} d_{\ell} g_{\ell}(\phi)\left(\frac{k_{\mathrm{t}}}{M}\right)^{a} \tag{4.14}
\end{equation*}
$$

where $k_{\mathrm{t}}$ is the total transverse momentum of the radiated partons, while $d_{\ell}$ is a normalisation constant and $g_{\ell}(\phi)$ encodes the dependence on the angle $\phi$ between $k_{\mathrm{t}}$ and an arbitrary reference vector in the transverse plane $r$, and $M$ is the hard reference scale for the colour singlet (i.e. the mass of the final state). Finally, $a>0$ is a consequence of collinear safety. The prime example of an observable with all this properties is the total transverse momentum of the colour singlet, in which case $d_{\ell}=g_{\ell}(\phi)=a=1$.

In the soft limit, the cumulative cross section in 4.13) can be recast as

$$
\begin{equation*}
\Sigma(v)=\int \mathrm{d} \Phi_{B} \mathcal{V}\left(\Phi_{B}\right) \sum_{n=0}^{\infty} \int \prod_{i=1}^{n}\left[\mathrm{~d} k_{i}\right]\left|M\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n}\right)\right|^{2} \vartheta\left[v-V\left(p_{1}, p_{2} ; k_{1}+\ldots+k_{n}\right)\right] \tag{4.15}
\end{equation*}
$$

where $M$ is the renormalised matrix element for $n$ real emissions (the case with $n=0$ reduces to the Born contribution $\left.\left|M_{B}\left(p_{1}, p_{2}\right)\right|^{2}\right)$, $\left[\mathrm{d} k_{i}\right]$ denotes the phase space for the $i$-th emission with momentum $k_{i}$, and the $\vartheta$ function represents the measurement function for the observable under study. By $\Phi_{B}$ we denote the Born phase space, while $\mathcal{V}\left(\Phi_{B}\right)$ is the all-order hard-virtual form factor. Crucially, in the soft limit, it is possible to establish a logarithmic power counting in the matrix element by decomposing it in blocks of correlated emissions $\mathcal{M}\left(k_{1}, \ldots, k_{n}\right)$. Indeed,

$$
\begin{aligned}
\left|M\left(p_{1}, p_{2} ; k_{1}\right)\right|^{2} & =\left|M_{B}\left(p_{1}, p_{2}\right)\right|^{2}\left|\mathcal{M}\left(k_{1}\right)\right|^{2}, \\
\left|M\left(p_{1}, p_{2} ; k_{1}, k_{2}\right)\right|^{2} & =\left|M_{B}\left(p_{1}, p_{2}\right)\right|^{2}\left[\left|\mathcal{M}\left(k_{1}, k_{2}\right)\right|^{2}+\frac{1}{2!}\left|\mathcal{M}\left(k_{1}\right)\right|^{2}\left|\mathcal{M}\left(k_{2}\right)\right|^{2}\right],
\end{aligned}
$$

$$
\begin{align*}
& \left|M\left(p_{1}, p_{2} ; k_{1}, k_{2}, k_{3}\right)\right|^{2}=\left|M_{B}\left(p_{1}, p_{2}\right)\right|^{2}\left[\left|\mathcal{M}\left(k_{1}, k_{2}, k_{3}\right)\right|^{2}+\frac{1}{3!}\left|\mathcal{M}\left(k_{1}\right)\right|^{2}\left|\mathcal{M}\left(k_{2}\right)\right|^{2}\left|\mathcal{M}\left(k_{3}\right)\right|^{2}\right. \\
& \left.+\left|\mathcal{M}\left(k_{1}, k_{2}\right)\right|^{2}\left|\mathcal{M}\left(k_{3}\right)\right|^{2}-\left|\mathcal{M}\left(k_{1}, k_{3}\right)\right|^{2}\left|\mathcal{M}\left(k_{2}\right)\right|^{2}-\left|\mathcal{M}\left(k_{2}, k_{3}\right)\right|^{2}\left|\mathcal{M}\left(k_{1}\right)\right|^{2}\right] \tag{4.16}
\end{align*}
$$

and so on. Each $\mathcal{M}\left(k_{1}, \ldots, k_{n}\right)$ represents the matrix element for the emission of $n$-particles that can not be factorised in terms of lower-multiplicity squared amplitudes. Then, we can use a perturbative expansion

$$
\begin{equation*}
\left|\mathcal{M}\left(k_{1}, \ldots, k_{n}\right)\right|^{2} \equiv \sum_{j=0}^{\infty}\left(\frac{\alpha_{s}(\mu)}{2 \pi}\right)^{n+j} n \mathrm{PC}^{(j)}\left(k_{1}, \ldots, k_{n}\right) \tag{4.17}
\end{equation*}
$$

where $\mu$ is a common renormalisation scale, and $\alpha_{s}$ is the strong coupling constant in the $\overline{\mathrm{MS}}$ scheme. The notation $n \mathrm{PC}$ in Eq. 4.17) stands for " $n$-particle correlated" block and allows to conveniently truncate the logarithmic power counting as each $n \mathrm{PC}^{(j)}\left(k_{1}, \ldots, k_{n}\right)$ with $n$ emissions and $j$ loops will contributes only to $\mathrm{N}^{n+j-1} \mathrm{LL}$. On the other hand, Eq. (4.15) still contains IRC singularity from the virtual form factor $\mathcal{V}\left(\Phi_{B}\right)$. Given the overall IRC safety of the observable, these will cancel against the rest of the QCD radiation. To showcase this mechanism, we introduce a regularisation scale $q_{0}$ to divide the real emissions in two regions of transverse momentum
$k_{\mathrm{t}}<q_{0}$ defines the unresolved region, containing kinematical configurations which give small (indeed, vanishing with small $q_{0}$ ) contributions to the observable $V$. These will be factorised out of the phase space integral and exponentiated to cancel the IRC singularities from $\mathcal{V}\left(\Phi_{B}\right)$.
$k_{\mathrm{t}}>q_{0}$ gives the resolved region, which instead gives sizeable contributions to the measurement function $\vartheta\left[v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n}\right)\right]$. However, once more, IRC-safety of the observable guarantees that these configurations will have a power like dependence on the resolution scale $q_{0}$, which can be relaxed to zero.

For observables which solely depend on the total transverse momentum of QCD radiation, it is most convenient to set $q_{0}=\epsilon k_{t 1}$, where $0<\epsilon \ll 1$, while $k_{t 1}$ is the total transverse momentum of the hardest resolved block. Moreover, the same strategy can be applied for the resummation of different observables, enabling the development of a joint resummation framework showcased in Ref. 151 .

Now, we can return to the all-order cumulative cross section and take a Mellin transform ${ }^{2}$, as defined in appendix A.4, this reduces convolutions with parton densities to algebraic products.

$$
\begin{aligned}
\mathbf{f}_{N}^{\mathrm{T}}(\mu) & =\left(f_{N, g}(\mu), f_{N, q}(\mu), f_{N, \bar{q}}(\mu)\right), \\
\mathbf{f}_{N}(\mu) & =\mathcal{P} \exp \left[-\int_{\mu}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N}\left(\alpha_{s}\left(k_{t}\right)\right)\right] \mathbf{f}_{N}\left(\mu_{0}\right), \\
{\left[\boldsymbol{\Gamma}_{N}\left(\alpha_{s}\right)\right]_{a b} } & =\int_{0}^{1} \mathrm{~d} z z^{N-1} P_{a b}\left(z, \alpha_{s}\right)=\sum_{n=0}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n}\left[\boldsymbol{\Gamma}_{N}^{(n)}\left(\alpha_{s}\right)\right]_{a b},
\end{aligned}
$$

[^20]\[

$$
\begin{equation*}
P_{i j}\left(z, \alpha_{s}\right)=\sum_{n=0}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n} P_{i j}^{(n)}(z) \tag{4.18}
\end{equation*}
$$

\]

where $\mathcal{P}$ is the path-ordering symbol, $P_{a b}$ the collinear splitting functions from appendix A. 3 . In principle the $\boldsymbol{\Gamma}$ matrix is not diagonal and the path ordering is mandatory to obtain the correct result. However, for the purpose of demonstrating the resummation formalism the details of the flavour structure can be disregarded by assuming flavour-conserving realemission kernels. This allows to drop the path ordering. This simplification will be relaxed later to obtain the full result.

Following Ref. [150], the cumulative cross section differential in the Born variables can be rewritten by factorising the Born matrix element away from the real emissions

$$
\begin{align*}
& \frac{\mathrm{d} \Sigma(v)}{\mathrm{d} \Phi_{B}}=\int_{\mathcal{C}_{1}} \frac{\mathrm{~d} N_{1}}{2 \pi i} \int_{\mathcal{C}_{2}} \frac{\mathrm{~d} N_{2}}{2 \pi i} x_{1}^{-N_{1}} x_{2}^{-N_{2}} \sum_{c_{1}, c_{2}} \frac{\mathrm{~d}\left|M_{B}\right|_{c_{1} c_{2}}^{2}}{\mathrm{~d} \Phi_{B}} \mathbf{f}_{N_{1}}^{T}\left(\mu_{0}\right) \hat{\boldsymbol{\Sigma}}_{N_{1}, N_{2}}^{c_{1}, c_{2}}(v) \mathbf{f}_{N_{2}}\left(\mu_{0}\right), \\
& \frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2}}{\mathrm{~d} \Phi_{B}} \equiv \int \mathrm{~d} \Phi_{B}^{\prime}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2} \delta\left(x_{1}-x_{1}^{\prime}\right) \delta\left(x_{2}-x_{2}^{\prime}\right) \delta\left(\Omega_{B}-\Omega_{B}^{\prime}\right) \tag{4.19}
\end{align*}
$$

where the sum runs over all allowed Born flavour combinations, $\Omega_{B}$ denotes a set of internal phase-space variables of the colour-singlet system, and the integration contours $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in the double inverse Mellin transform lie along the imaginary axis to the right of all singularities of the integrand. Instead, $\hat{\boldsymbol{\Sigma}}$ is a matrix containing the action of DGLAP evolution from scale $\mu_{0}$ to $\mu$ of the parton distribution and the partonic cross section evolution from the flavour-conserving radiation. For inclusive observables, its all-order expression under the above assumption on $\Gamma_{N}$ is $B^{3}$

$$
\begin{align*}
\hat{\boldsymbol{\Sigma}}_{N_{1}, N_{2}}^{c_{1}, c_{2}}(v) & =\left[\mathbf{C}_{N_{1}}^{c_{1} ; T}\left(\alpha_{s}\left(\mu_{0}\right)\right) H\left(\mu_{R}\right) \mathbf{C}_{N_{2}}^{c_{2}}\left(\alpha_{s}\left(\mu_{0}\right)\right)\right] \int_{0}^{M} \frac{\mathrm{~d} k_{t 1}}{k_{t 1}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi_{1}}{2 \pi} \mathrm{e}^{-\mathbf{R}\left(\epsilon k_{t 1}\right)} \\
& \times \exp \left[-\sum_{\ell=1}^{2}\left(\int_{\epsilon k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right)+\int_{\epsilon k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right)\right)\right] \\
& \times \sum_{\ell_{1}=1}^{2}\left(\mathbf{R}_{\ell_{1}}^{\prime}\left(k_{t 1}\right)+\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{1}}}\left(\alpha_{s}\left(k_{t 1}\right)\right)+\boldsymbol{\Gamma}_{N_{\ell_{1}}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right) \\
& \times \sum_{n=0}^{\infty} \frac{1}{n!} \prod_{i=2}^{n+1} \int_{\epsilon k_{t 1}}^{k_{t 1}} \frac{\mathrm{~d} k_{t i}}{k_{t i}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi_{i}}{2 \pi} \vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right) \\
& \times \sum_{\ell_{i}=1}^{2}\left(\mathbf{R}_{\ell_{i}}^{\prime}\left(k_{t i}\right) \frac{\alpha_{s}\left(k_{t i}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{i}}}\left(\alpha_{s}\left(k_{t i}\right)\right)+\mathbf{\Gamma}_{\ell_{i}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t i}\right)\right)\right), \tag{4.20}
\end{align*}
$$

where $H\left(\mu_{R}\right)$ admits itself a perturbative expansion

$$
\begin{equation*}
H\left(\mu_{R}\right)=1+\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}\left(\mu_{R}\right)}{2 \pi}\right)^{n} H^{(n)}\left(\mu_{R}\right) \tag{4.21}
\end{equation*}
$$

and represents the finite contribution from the virtual form factor at the renormalisation scale $\mu_{R}$. Conversely, $\mathbf{C}^{c_{\ell}}$ is a $\left(2 n_{f}+1\right) \times\left(2 n_{f}+1\right)$ diagonal matrix defined as

$$
\begin{equation*}
\left[\mathbf{C}^{c_{\ell}}\right]_{a b}=C_{c_{\ell} a} \delta_{a b} \tag{4.22}
\end{equation*}
$$

[^21]using the collinear coefficient functions $C_{i j}$. It satisfies a flavour-conserving renormalisationgroup evolution equation stemming from the running of its coupling
\[

$$
\begin{align*}
\mathbf{C}^{c_{\ell}}\left(\alpha_{s}(\mu)\right) & =\exp \left[-\int_{\mu}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right)\right] \mathbf{C}^{c_{\ell}}\left(\alpha_{s}\left(\mu_{0}\right)\right) \\
& =\delta(1-z) \mathbf{1}+\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}(\mu)}{2 \pi}\right)^{n} \mathbf{C}^{(n)}(z) \\
\boldsymbol{\Gamma}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right) & =2 \beta\left(\alpha_{s}\left(k_{t}\right)\right) \frac{\mathrm{d} \log \mathbf{C}^{c_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right)}{\mathrm{d} \alpha_{s}\left(k_{t}\right)} \\
& =\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}\left(k_{t}\right)}{2 \pi}\right)^{n+1} \boldsymbol{\Gamma}^{(\mathrm{C}, n)}\left(\alpha_{s}\left(k_{t}\right)\right) \tag{4.23}
\end{align*}
$$
\]

Finally, the $\mathbf{R}_{\ell}^{\prime}$ function represents the contribution from radiation emitted from leg $\ell$ conserving the momentum fraction of the incoming partons and the emitter's flavour $c_{\ell}$, explicitly written as

$$
\begin{equation*}
\left[\mathbf{R}_{\ell}^{\prime}\right]_{a b}=R_{\ell}^{\prime} \delta_{a b} \tag{4.24}
\end{equation*}
$$

Its definition descends from the Sudakov radiator $\mathbf{R}$

$$
\begin{align*}
{[\mathbf{R}]_{a b} } & =R \delta_{a b}, \\
R\left(k_{t 1}\right) & =\sum_{\ell=1}^{2} R_{\ell}\left(k_{t 1}\right)=\int_{k_{t 1}}^{M} \frac{\mathrm{~d} k_{t}}{k_{t}} \sum_{\ell=1}^{2} R_{\ell}^{\prime}\left(k_{t}\right) \\
& =\int_{k_{t 1}}^{M} \frac{\mathrm{~d} k_{t}}{k_{t}} \sum_{\ell=1}^{2}\left[A_{\ell}\left(\alpha_{s}\left(k_{t}\right)\right) \log \frac{M^{2}}{k_{t}^{2}}+B_{\ell}\left(\alpha_{s}\left(k_{t}\right)\right)\right], \\
R^{\prime}\left(k_{t 1}\right) & =\sum_{\ell=1}^{2} R_{\ell}^{\prime}\left(k_{t 1}\right), \quad \quad R_{\ell}^{\prime}\left(k_{t 1}\right)=\frac{\mathrm{d} R_{\ell}\left(k_{t 1}\right)}{\mathrm{d} L}, \quad L=\log \frac{M}{k_{t 1}}, \tag{4.25}
\end{align*}
$$

where, the anomalous dimensions $A_{\ell}$ and $B_{\ell}$ define the inclusive probability $|\mathcal{M}(k)|_{\text {inc }}^{2} 150$ for a correlated block of arbitrary multiplicity to have total transverse momentum $k_{\mathrm{t}}$. They admit a perturbative expansion as

$$
\begin{align*}
& A_{\ell}\left(\alpha_{s}\right)=\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n} A_{\ell}^{(n)} \\
& B_{\ell}\left(\alpha_{s}\right)=\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n} B_{\ell}^{(n)} . \tag{4.26}
\end{align*}
$$

For colour-singlet production, the coefficients entering the Sudakov radiator are available in the literature up to $\mathrm{N}^{3} \mathrm{LL}$ in Refs. $128,129,136,150,153,158$. At this point we can summarise the meaning of Eq. (4.20) by emphasising the role of its parts. On one hand, the last three lines of the equation encode the contribution from resolved radiation with transverse momentum harder than $\epsilon k_{t 1}$ with the inclusion of DGLAP evolution (with diagonal flavour kernels). On the other hand, the hard-virtual corrections and collinear splitting functions are in the first square bracket. Both these objects are evaluated at an arbitrary starting scale $\mu_{0}$ and then evolved to $\epsilon k_{t 1}$. Finally, the all-order virtual form factor, combined with the exponentiated unresolved radiation, combines in the Sudakov exponential $\mathrm{e}^{-\mathbf{R}\left(\epsilon k_{t 1}\right)}$.

As argued in Ref. [124], one needs to include the contribution from the collinear coefficient functions $\mathbf{G}$. These are required to describe the azimuthal correlations with the initial-state gluons. In practice, this means including in Eq. 4.20 an additional term where one makes the replacements

$$
\begin{equation*}
\left[\mathbf{C}_{N_{1}}^{c_{1} ; T}\left(\alpha_{s}\left(\mu_{0}\right)\right) H\left(\mu_{R}\right) \mathbf{C}_{N_{2}}^{c_{2}}\left(\alpha_{s}\left(\mu_{0}\right)\right)\right] \rightarrow\left[\mathbf{G}_{N_{1}}^{c_{1} ; T}\left(\alpha_{s}\left(\mu_{0}\right)\right) H\left(\mu_{R}\right) \mathbf{G}_{N_{2}}^{c_{2}}\left(\alpha_{s}\left(\mu_{0}\right)\right)\right] \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Gamma}_{N_{\ell}}^{(C)}\left(\alpha_{s}\left(k_{t}\right)\right) \rightarrow \boldsymbol{\Gamma}_{N_{\ell}}^{(G)}\left(\alpha_{s}\left(k_{t}\right)\right), \tag{4.28}
\end{equation*}
$$

where $\boldsymbol{\Gamma}_{N_{\ell}}^{(G)}$ is defined analogously to Eq. (4.23), and the flavour structure of $\mathbf{G}$ is analogous to the one of the $\mathbf{C}$ matrix. For the purpose of this discussion, this extra contribution is not relevant and can be disregarded. Further details can be found in Ref. [150, 152].

Crucially, we can now simplify Eq. 4.20 by making the IRC cancellation explicit. The first step is considering the transverse momentum for each block of correlated emissions and rescaling it to the one of the hardest one $k_{t n}=\zeta_{n} k_{t 1}$. Then, each quantity can be expanded around $k_{t 1}$, yielding

$$
\begin{align*}
R^{\prime}\left(k_{t i}\right) & =\sum_{j=0}^{2} R^{(j+1)}\left(k_{t 1}\right) \frac{1}{j!} \log ^{j} \frac{1}{\zeta_{i}}+\ldots, \\
\frac{\alpha_{s}\left(k_{t i}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t i}\right)\right) & =\sum_{j=0}^{1} \frac{\mathrm{~d}^{j}}{\mathrm{~d} L^{j}} \frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t 1}\right)\right) \frac{1}{j!} \log ^{j} \frac{1}{\zeta_{i}}+\ldots, \\
\boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t i}\right)\right) & =\sum_{j=0}^{0} \frac{\mathrm{~d}^{j}}{\mathrm{~d} L^{j}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t 1}\right)\right) \frac{1}{j!} \log ^{j} \frac{1}{\zeta_{i}}+\ldots, \tag{4.29}
\end{align*}
$$

where $R^{(j)}\left(k_{t 1}\right)=\mathrm{d}^{j} R\left(k_{t 1}\right) / \mathrm{d} L^{j}, L=\log \left(M / k_{t 1}\right)$, and the ellipses denote neglected N3LL terms. Resolved contributions are suppressed by one extra logarithmic order with respect to the corresponding unresolved ones, which can be expanded around $k_{t 1}$ in Eq. (4.20), giving rise to logarithms $\log \left(\frac{1}{\epsilon}\right)$ to cancel against the IRC poles to all orders.

$$
\begin{align*}
R\left(\epsilon k_{t 1}\right) & =\sum_{j=0}^{3} R^{(j)}\left(k_{t 1}\right) \frac{1}{j!} \log ^{j} \frac{1}{\epsilon}+\ldots, \\
\int_{\epsilon k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right) & =\sum_{j=0}^{2} \frac{\mathrm{~d}^{j}}{\mathrm{~d} L^{j}} \int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right) \frac{1}{j!} \log ^{j} \frac{1}{\epsilon}+\ldots, \\
\int_{\epsilon k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right) & =\sum_{j=0}^{1} \frac{\mathrm{~d}^{j}}{\mathrm{~d} L^{j}} \int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right) \frac{1}{j!} \log ^{j} \frac{1}{\epsilon}+\ldots \tag{4.30}
\end{align*}
$$

The loop expansion of the anomalous dimensions obeys an analogous perturbative counting. A further significant simplification arises in the subleading terms. Indeed, at $\mathrm{N}^{k} \mathrm{LL}$ logarithmic accuracy, only blocks up to $k-1$ resolved emissions need to feature a $\log 1 / \zeta_{i}$ correction in $R^{\prime}$, as the simultaneous correction of $k$ factors of $R^{\prime}$ affects $\mathrm{N}^{k+1} \mathrm{LL}$. Unresolved contributions
are expanded correspondingly, in order to cancel the $\epsilon$ divergences of the modified resolved blocks to the same logarithmic order.

After these steps the master formula Eq. 4.20 can be rewritten, to N3LL accuracy, as

$$
\begin{align*}
\hat{\boldsymbol{\Sigma}}_{N_{1}, N_{2}}^{c_{1}, c_{2}}(v)= & {\left[\mathbf{C}_{N_{1}}^{c_{1} ; T}\left(\alpha_{s}\left(\mu_{0}\right)\right) H\left(\mu_{R}\right) \mathbf{C}_{N_{2}}^{c_{2}}\left(\alpha_{s}\left(\mu_{0}\right)\right)\right] \int_{0}^{M} \frac{\mathrm{~d} k_{t 1}}{k_{t 1}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi_{1}}{2 \pi} } \\
\times & \mathrm{e}^{-\mathbf{R}\left(k_{t 1}\right)-\mathbf{R}^{\prime}\left(k_{t 1}\right) \log \frac{1}{\epsilon}-\frac{1}{2!} \mathbf{R}^{\prime \prime}\left(k_{t 1}\right) \log ^{2} \frac{1}{\epsilon}} \\
\times & \exp \left[-\sum_{\ell=1}^{2}\left(\int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right)\right.\right. \\
& +\frac{\mathrm{d}}{\mathrm{~d} L} \int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \frac{\alpha_{s}\left(k_{t}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t}\right)\right) \log \frac{1}{\epsilon} \\
& \left.\left.+\int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right)+\frac{\mathrm{d}}{\mathrm{~d} L} \int_{k_{t 1}}^{\mu_{0}} \frac{\mathrm{~d} k_{t}}{k_{t}} \boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t}\right)\right) \log \frac{1}{\epsilon}\right)\right] \\
\times & \sum_{\ell_{1}=1}^{2}\left(\mathbf{R}_{\ell_{1}}^{\prime}\left(k_{t 1}\right)+\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{1}}}\left(\alpha_{s}\left(k_{t 1}\right)\right)+\boldsymbol{\Gamma}_{N_{\ell_{1}}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right) \\
\times & \sum_{n=0}^{\infty} \frac{1}{n!} \prod_{i=2}^{n+1} \int_{\epsilon}^{1} \frac{\mathrm{~d} \zeta_{i}}{\zeta_{i}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi_{i}}{2 \pi} \sum_{\ell_{i}=1}^{2}\left[\mathbf{R}_{\ell_{i}}^{\prime}\left(k_{t 1}\right)+\mathbf{R}_{\ell_{i}}^{\prime \prime}\left(k_{t 1}\right) \log \frac{1}{\zeta_{i}}\right. \\
& \left.+\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{i}}}\left(\alpha_{s}\left(k_{t 1}\right)\right)+\frac{\mathrm{d}}{\mathrm{~d} L}\left(\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{i}}}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right) \log \frac{1}{\zeta_{i}}+\boldsymbol{\Gamma}_{N_{\ell_{i}}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right] \\
\times & \vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right) . \tag{4.31}
\end{align*}
$$

After performing the expansion, we can return to direct space by undoing the Mellin transformations. In particular, at N3LL, only up to two hard-collinear resolved emissions are needed. Moreover, we can relax the assumption of flavour-conserving real radiation by including flavour-changing kernels in the DGLAP-evolution contributions in momentum space directly. In practice, we perform the following replacements

$$
\begin{aligned}
& \frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2}}{\mathrm{~d} \Phi_{B}} \mathbf{f}_{N_{1}}^{T}\left(k_{t 1}\right)\left[\sum_{\ell=1}^{2} \frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right] \mathbf{f}_{N_{2}}\left(k_{t 1}\right) \\
& \longrightarrow \frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} P\left(z, \alpha_{s}\left(k_{t 1}\right)\right) \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right)=-\partial_{L} \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \\
& \begin{aligned}
\frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2}}{\mathrm{~d} \Phi_{B}} & \mathbf{f}_{N_{1}}^{T}\left(k_{t 1}\right) \mathbf{C}_{N_{1}}^{c_{1} ; T}\left(\alpha_{s}\left(k_{t 1}\right)\right) H\left(\mu_{R}\right) \\
& \times\left[\sum_{\ell=1}^{2}\left(\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t 1}\right)\right)+\boldsymbol{\Gamma}_{N_{\ell}}^{(\mathrm{C})}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right)\right] \mathbf{C}_{N_{2}}^{c_{2}}\left(\alpha_{s}\left(k_{t 1}\right)\right) \mathbf{f}_{N_{2}}\left(k_{t 1}\right) \\
\longrightarrow & -\partial_{L} \mathcal{L}_{\mathrm{NNLL}}\left(k_{t 1}\right) \\
\begin{array}{c}
\mathrm{d}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2} \\
d \Phi_{B}
\end{array} & \mathbf{f}_{N_{1}}^{T}\left(k_{t 1}\right)\left[\sum_{\ell=1}^{2} \frac{\mathrm{~d}}{\mathrm{~d} L}\left(\frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell}}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right)\right] \mathbf{f}_{N_{2}}\left(k_{t 1}\right) \\
\longrightarrow & 2 \frac{\beta_{0}}{\pi} \alpha_{s}^{2}\left(k_{t 1}\right) P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right)
\end{aligned}
\end{aligned}
$$

$$
\begin{align*}
& \frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c_{1} c_{2}}^{2}}{\mathrm{~d} \Phi_{B}} \mathbf{f}_{N_{1}}^{T}\left(k_{t 1}\right)\left[\sum_{\ell_{i}=1}^{2} \frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{N_{\ell_{i}}}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right]\left[\sum_{\ell_{j}=1}^{2} \frac{\alpha_{s}\left(k_{t 1}\right)}{\pi} \boldsymbol{\Gamma}_{{\ell_{\ell}}_{j}}\left(\alpha_{s}\left(k_{t 1}\right)\right)\right] \mathbf{f}_{N_{2}}\left(k_{t 1}\right) \\
& \quad \longrightarrow \frac{\alpha_{s}^{2}\left(k_{t 1}\right)}{\pi^{2}} P\left(z, \alpha_{s}\left(k_{t 1}\right)\right) \otimes P\left(z, \alpha_{s}\left(k_{t 1}\right)\right) \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \\
& \quad \simeq \frac{\alpha_{s}^{2}\left(k_{t 1}\right)}{\pi^{2}} P^{(0)} \otimes P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \tag{4.32}
\end{align*}
$$

where we defined $\partial_{L} \equiv \mathrm{~d} / \mathrm{d} L, L=\log \left(M / k_{t 1}\right), \beta_{0}$ is the lowest-order contribution to the QCD beta function, $\mathcal{L}$ is the parton luminosity at the various logarithmic orders (see the appendices of [152 for its explicit expression), and its convolution with $P^{(0)}$ is defined as

$$
\begin{align*}
& P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \equiv \sum_{c, c^{\prime}} \frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c c^{\prime}}^{2}}{d \Phi_{B}}\left[\left(P^{(0)} \otimes f\right)_{c}\left(k_{t 1}, x_{1}\right) f_{c^{\prime}}\left(k_{t 1}, x_{2}\right)\right.  \tag{4.33}\\
&\left.+f_{c}\left(k_{t 1}, x_{1}\right)\left(P^{(0)} \otimes f\right)_{c^{\prime}}\left(k_{t 1}, x_{2}\right)\right] \\
& P^{(0)} \otimes P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \equiv \sum_{c, c^{\prime}} \frac{\mathrm{d}\left|\mathcal{M}_{B}\right|_{c c^{\prime}}^{2}}{d \Phi_{B}}\left[\left(P^{(0)} \otimes P^{(0)} \otimes f\right)_{c}\left(k_{t 1}, x_{1}\right) f_{c^{\prime}}\left(k_{t 1}, x_{2}\right)\right. \\
&+f_{c}\left(k_{t 1}, x_{1}\right)\left(P^{(0)} \otimes P^{(0)} \otimes f\right)_{c^{\prime}}\left(k_{t 1}, x_{2}\right) \\
&\left.+2\left(P^{(0)} \otimes f\right)_{c}\left(k_{t 1}, x_{1}\right)\left(P^{(0)} \otimes f\right)_{c^{\prime}}\left(k_{t 1}, x_{2}\right)\right] .
\end{align*}
$$

The $\log \left(\frac{1}{\epsilon}\right)$ can be rewritten as radiative integrals like in Ref. 159

$$
\begin{equation*}
\log ^{k} \frac{1}{\epsilon}=k \int_{\epsilon}^{1} \frac{\mathrm{~d} \zeta}{\zeta} \log ^{k-1} \frac{1}{\zeta}, \quad k \geq 1 \tag{4.34}
\end{equation*}
$$

Then, we define the average of a function $G\left(p_{1}, p_{2} ;\left\{k_{i}\right\}\right)$ over the measure $\mathrm{d} \mathcal{Z}$

$$
\begin{equation*}
\int \mathrm{d} \mathcal{Z} G\left(p_{1}, p_{2} ;\left\{k_{i}\right\}\right)=\epsilon^{R^{\prime}\left(k_{t 1}\right)} \sum_{n=0}^{\infty} \frac{1}{n!} \prod_{i=2}^{n+1} \int_{\epsilon}^{1} \frac{\mathrm{~d} \zeta_{i}}{\zeta_{i}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi_{i}}{2 \pi} R^{\prime}\left(k_{t 1}\right) G\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right) \tag{4.35}
\end{equation*}
$$

which no longer depends on the $\epsilon$ regulator to any order. We finally arrive at

$$
\begin{align*}
\frac{\mathrm{d} \Sigma^{\mathrm{N}^{3} \mathrm{LL}}(v)}{\mathrm{d} \Phi_{B}}= & \int \frac{\mathrm{d} k_{t 1}}{k_{t 1}} \frac{\mathrm{~d} \phi_{1}}{2 \pi} \partial_{L}\left(-\mathrm{e}^{-R\left(k_{t 1}\right)} \mathcal{L}_{\mathrm{N}^{3} \mathrm{LL}}\left(k_{t 1}\right)\right) \int \mathrm{d} \mathcal{Z} \vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right) \\
& +\int \frac{\mathrm{d} k_{t 1}}{k_{t 1}} \frac{\mathrm{~d} \phi_{1}}{2 \pi} \mathrm{e}^{-R\left(k_{t 1}\right)} \int \mathrm{d} \mathcal{Z} \int_{0}^{1} \frac{\mathrm{~d} \zeta_{s}}{\zeta_{s}} \frac{\mathrm{~d} \phi_{s}}{2 \pi}  \tag{4.36a}\\
& \times\left\{\left(R^{\prime}\left(k_{t 1}\right) \mathcal{L}_{\mathrm{NNLL}}\left(k_{t 1}\right)-\partial_{L} \mathcal{L}_{\mathrm{NNLL}}\left(k_{t 1}\right)\right)\left(R^{\prime \prime}\left(k_{t 1}\right) \log \frac{1}{\zeta_{s}}+\frac{1}{2} R^{\prime \prime \prime}\left(k_{t 1}\right) \log ^{2} \frac{1}{\zeta_{s}}\right)\right. \\
& -R^{\prime}\left(k_{t 1}\right)\left(\partial_{L} \mathcal{L}_{\mathrm{NNLL}}\left(k_{t 1}\right)-2 \frac{\beta_{0}}{\pi} \alpha_{s}^{2}\left(k_{t 1}\right) P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) \log \frac{1}{\zeta_{s}}\right) \\
& \left.+\frac{\alpha_{s}^{2}\left(k_{t 1}\right)}{\pi^{2}} P^{(0)} \otimes P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right)\right\}
\end{align*}
$$

$$
\begin{align*}
& \times\left[\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}, k_{s}\right)\right)-\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right)\right]  \tag{4.36b}\\
& +\frac{1}{2} \int \frac{\mathrm{~d} k_{t 1}}{k_{t 1}} \frac{\mathrm{~d} \phi_{1}}{2 \pi} \mathrm{e}^{-R\left(k_{t 1}\right)} \int \mathrm{d} \mathcal{Z} \int_{0}^{1} \frac{\mathrm{~d} \zeta_{s 1}}{\zeta_{s 1}} \frac{\mathrm{~d} \phi_{s 1}}{2 \pi} \int_{0}^{1} \frac{\mathrm{~d} \zeta_{s 2}}{\zeta_{s 2}} \frac{\mathrm{~d} \phi_{s 2}}{2 \pi} R^{\prime}\left(k_{t 1}\right) \\
& \times\left\{\mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right)\left(R^{\prime \prime}\left(k_{t 1}\right)\right)^{2} \log \frac{1}{\zeta_{s 1}} \log \frac{1}{\zeta_{s 2}}\right. \\
& \left.-\partial_{L} \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right) R^{\prime \prime}\left(k_{t 1}\right)\left(\log \frac{1}{\zeta_{s 1}}+\log \frac{1}{\zeta_{s 2}}\right)+\frac{\alpha_{s}^{2}\left(k_{t 1}\right)}{\pi^{2}} P^{(0)} \otimes P^{(0)} \otimes \mathcal{L}_{\mathrm{NLL}}\left(k_{t 1}\right)\right\} \\
& \times\left[\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}, k_{s 1}, k_{s 2}\right)\right)-\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}, k_{s 1}\right)\right)\right. \\
& \left.\quad-\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}, k_{s 2}\right)\right)+\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right)\right] \tag{4.36c}
\end{align*}
$$

where $\alpha_{s}\left(k_{t 1}\right)$ is shorthand for $\alpha_{s}\left(k_{t 1}\right)=\alpha_{s} /\left(1-2 \alpha_{s} \beta_{0} L\right)$, and $\alpha_{s}=\alpha_{s}\left(\mu_{R}\right)$ unless stated otherwise.

Eq. (4.36) encodes the resummation of all $\operatorname{logarithms~} \log (1 / v)$ up to $\mathrm{N}^{3} \mathrm{LL}$, therefore neglecting subleading-logarithmic terms of order $\alpha_{s}^{n} \log ^{2 n-6}(1 / v)$. The expression is separated in three terms, the first one 4.36a starts at LL and contains the full NLL corrections. The second term 4.36b, in the second to fourth lines, is necessary to achieve NNLL accuracy, while the third term (4.36c) (fifth to ninth lines) is purely $\mathrm{N}^{3} \mathrm{LL}$. Of course, Eq. (4.36) still contains subleading-logarithmic terms (i.e. starting at $\mathrm{N}^{4} \mathrm{LL}$ in $\left.\log (1 / v)\right)$. One could, even if not strictly required, perform further expansions on each of the terms of Eq. (4.36) in order to discard some of undesired terms. For instance, for a $N^{3} L L$ resummation, the full $\mathrm{N}^{3} \mathrm{LL}$ radiator is necessary in the first term of Eq. 4.36) and can be instead be replaced with its NNLL truncation in the second term (4.36b) and NLL one in the third one 4.36a). Analogously, for a NNLL resummation, the NLL radiator suffices in the second term of Eq. 4.36b and it's possible to split $R^{\prime}\left(k_{t 1}\right)$ into

$$
\begin{equation*}
R^{\prime}\left(k_{t 1}\right)=\hat{R}^{\prime}\left(k_{t 1}\right)+\delta \hat{R}^{\prime}\left(k_{t 1}\right) \tag{4.37}
\end{equation*}
$$

where $\hat{R}^{\prime}\left(k_{t 1}\right)$ is a strictly NLL term and $\delta \hat{R}^{\prime}\left(k_{t 1}\right)$ a NNLL. Then, after expanding Eq. 4.36) about the former and retaining only contributions linear in $\delta \hat{R}^{\prime}\left(k_{t 1}\right)$ one obtains

$$
\begin{align*}
\frac{\mathrm{d} \Sigma^{\mathrm{NNLL}}(v)}{\mathrm{d} \Phi_{B}} & =\int \frac{\mathrm{d} k_{t 1}}{k_{t 1}} \frac{\mathrm{~d} \phi_{1}}{2 \pi} \int \mathrm{~d} \mathcal{Z}\left\{\partial _ { L } [ - \mathrm { e } ^ { - R ( k _ { t 1 } ) } \mathcal { L } _ { \mathrm { NNLL } } ] \vartheta \left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right.\right. \\
& +\mathrm{e}^{-R\left(k_{t 1}\right)} \hat{R}^{\prime}\left(k_{t 1}\right) \int_{\epsilon}^{1} \frac{\mathrm{~d} \zeta_{s}}{\zeta_{s}}\left[\left(\delta \hat{R}^{\prime}\left(k_{t 1}\right)+\hat{R}^{\prime \prime}\left(k_{t 1}\right) \log \frac{1}{\zeta_{s}}\right) \mathcal{L}_{\mathrm{NLL}}-\partial_{L} \mathcal{L}_{\mathrm{NLL}}\right] \\
& \left.\times\left[\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}, k_{s}\right)\right)-\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{n+1}\right)\right)\right]\right\} \tag{4.38}
\end{align*}
$$

This reproduces the result from Ref. 149 where the RadISH approach was first formulated at NNLL for the Higgs-boson transverse-momentum distribution.

The discussion of this section reproduced the main steps in the construction of the RadISH resummation method, landing to Eqs. 4.36) and 4.38, which are implemented into the code
of the same name for efficient numerical evaluation of resummed differential observables for a number of different processes at hadron colliders.

Before moving on to discussing $H W$ associated production as a phenomenological application, a few extra observations are necessary. First, in our review we considered the logarithm of the form $L=\log \left(M / k_{t 1}\right)$. While this definition is useful to simplify the setup of the resummation, in practice it is more versatile to introduce a separate resummation scale $Q$, of the same size of $M$, as a way to probe the size of neglected logarithmic corrections and resum $\operatorname{logarithms} \log \left(Q / k_{t 1}\right)$ instead. This is formally achieved by writing $L=\log \left(Q / k_{t 1}\right)+\log (M / Q)$, with the implicit hierarchy $\log \left(Q / k_{t 1}\right) \gg \log (M / Q)$, valid in the IRC limit, and then expanding $L$ around $\log \left(Q / k_{t 1}\right)$ at the relevant logarithmic accuracy. Second, when the resummed results are matched to a fixed-order prediction, it is desirable to make the resummed contribution vanish in the hard region $k_{t 1} \gg Q$ of the $v$ spectrum, where the fixed order alone is reliable. One way to achieve this is modifying the resummed $\log$ arithms $\log \left(Q / k_{t 1}\right)$ with a power suppression, negligible at small $k_{t 1}$. For example

$$
\begin{align*}
\log \frac{Q}{k_{t 1}} \longrightarrow \tilde{L} & =\frac{1}{p} \log \left[\left(\frac{Q}{k_{t 1}}\right)^{p}+1\right], \quad \int \frac{\mathrm{d} k_{t 1}}{k_{t 1}} \longrightarrow \int_{0}^{\infty} \frac{\mathrm{d} k_{t 1}}{k_{t 1}} \mathcal{J}\left(k_{t 1}\right) \\
\mathcal{J}\left(k_{t 1}\right) & =\frac{\left(Q / k_{t 1}\right)^{p}}{1+\left(Q / k_{t 1}\right)^{p}}=1-\left(\frac{k_{t 1}}{Q}\right)^{p}+\ldots \tag{4.39}
\end{align*}
$$

where $p$ is a positive real parameter tuned to make the resummed differential spectrum vanishing faster than the fixed-order one at large $v$. The above prescription also induces a Jacobian $\mathcal{J}\left(k_{t 1}\right)$, which ensures the absence of subleading-power corrections with fractional $\alpha_{s}$ powers in the final distribution, still keeping the $k_{t 1} \rightarrow 0$ region unmodified. Moreover, the final resummed result will now have an explicit $p$ dependence through power-suppressed terms, which cancels up to the accuracy of the fixed-order component in the matching. From this point onward we will assume this procedure of logarithmic modification, which formally corresponds to considering the logarithmic region $k_{t 1}<Q$ and working in the $p \rightarrow \infty$ limit of Eqs. 4.39). On top of this we redefine $L \equiv \log \left(Q / k_{t 1}\right)$, in order to avoid unnecessarily convoluted expressions.

Finally, in this presentation of the RadISH formalism we considered explicitly terms up to N3LL, however it can be improved to N3LL' accuracy [152], which amounts to including also the complete set of constant contributions of relative order $\mathcal{O}\left(\alpha_{s}^{3}\right)$ with respect to the Born. These terms formally belong to the logarithmic tower $\alpha_{s}^{n} L^{n-3}$, namely they are a subset of the N4LL correction, however they are of particular relevance since their inclusion completes the perturbative expansion of the resummed cumulative cross section $\Sigma(v)$ up to all terms of order $\alpha_{s}^{n} \log ^{2 n-6}(1 / v)$.

The definition of 'primed' logarithmic accuracy provides a strategy to include these constant terms in $\Sigma(v)$. Indeed, there are two sides required to achieve this upgrade. First, while the resummation formula presented in Eq. (4.20) is formally valid to all logarithmic orders, its accuracy is limited by the highest known perturbative order for the anomalous dimensions and coefficient functions. On top of this, the expression (4.31) in Mellin space and (4.36) in momentum space relies on the expansions in Eq. (4.30) and (4.29) for computational streamlining. Thus, achieving full N3LL' requires extending the subset of such approximations to include the ones that affect third-order constant contributions. Second, in the structure of Eq. (4.31) the weight of the hardest resolved radiation $k_{t 1}$ provides at least one power of $\alpha_{s}$. Thus, it can be shown that including one further logarithmic derivative in the exponent of the second line, as well as in the resolved ensemble, only affects $\mathcal{O}\left(\alpha_{s}^{4}\right)$ terms. Then, the structure
of Eq. (4.31) is sufficient as is to achieve N3LL' accuracy. The only required modification is to evaluate its contributions to appropriate perturbative order and to rewrite the conversions of Eqs. 4.32 to momentum space accordingly. The details of these operations are detailed in Ref. 152 and we will not delve further in this discussion.

### 4.1.3 Recoil effects

Following 152,160 , we now review another relevant feature of the resummed spectrum of transverse observables. As a general example, let's consider the production of a colour singlet. Naturally, at LO in perturbation theory the distribution of observables of the singlet decay products is constrained by the Born level production, which carries a vanishing transverse momentum. On the other hand, when considering the same distribution at the resummed level, higher-order contributions due to soft and collinear multi-parton radiation will dynamically produce a finite value of the transverse momentum $q_{\mathrm{t}}$ for the singlet, and this $q_{\mathrm{t}}$-recoil has to be distributed between the decay products, thereby affecting the shapes of related observables.

Neglecting these $\mathcal{O}\left(q_{\mathrm{t}} / M\right)$ corrections is acceptable for the resummed calculation of the $q_{\mathrm{t}}$ distribution alone. However, if we remain exclusive in the transverse momentum of some of the decay products or apply some fiducial cuts, then the momentum of the colour singlet must be fully specified by the one of its decay chain and $q_{t}$ is not vanishing. Thus, the resummed calculation requires the specification of a prescription to distribute this $q_{\mathrm{t}}$ between different configurations of the Born-level decay chain. Empirically, this means that the resummation will produce a smearing of the LO distribution $\left(\delta\left(q_{\mathrm{t}}\right)\right)$.

For a generic observable $v$, this recoil procedure amounts to considering the differential spectrum with respect to $v$, and to boost its underlying Born kinematics from a rest frame of the singlet to the laboratory frame: there the singlet has transverse momentum equal to $q_{\mathrm{t}}(v)$ (for example, $q_{\mathrm{t}}=M v$ if $\left.v=p_{\mathrm{t}} / M\right)$. Then, one can apply the fiducial selection cuts on the boosted Born kinematics instead of the rest frame ones. This is sufficient $160-162$ to capture all linear power corrections in presence of fiducial cuts, together with their resummation with the same accuracy as the leading-power terms, for observables which are azimuthally symmetric at leading power, such as $p_{\mathrm{t}} / M$.

In the RadISH language, the implementation of these recoil effects is achieved by evaluating the transverse momentum $q_{\mathrm{t}}(v)$ of the colour singlet and its azimuthal angle $\phi$ for each $m$-parton contribution to Eq. 4.36), with $v$ being defined by the $\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{m}\right)\right)$ measurement function. Then, we apply the aforementioned boost and cut. Indeed, to enforce the latter on the boosted Born system, we modify each measurement function in Eq. 4.36. as

$$
\begin{equation*}
\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{m}\right)\right) \longrightarrow \vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}, \ldots, k_{m}\right)\right) \vartheta_{\text {cuts }}\left(\Phi_{B},\left\{k_{1}, \ldots, k_{m}\right\}\right) \tag{4.40}
\end{equation*}
$$

where the dependence on $k_{1}, \ldots, k_{m}$ in $\Theta_{\text {cuts }}$ encodes the effect of the boost (i.e. $\vartheta_{\text {cuts }}$ equals 1 or 0 if the boosted Born configuration passes or not the cuts).

Instead, in absence of recoil effects, the momenta $k_{1}, \ldots, k_{m}$ do not enter the computation of the cuts. Then, the constraint $\vartheta_{\text {cuts }}\left(\Phi_{B},\left\{k_{1}, \ldots, k_{m}\right\}\right)$ reduces to $\vartheta_{\text {cuts }}\left(\Phi_{B}\right)$ and factorises out of the resummation formula entirely.

One more consideration is necessary if the resummed result must be matched with fixed-order predictions. Indeed, recoil effects will also impact the perturbative expansion of the resummation, as detailed in Ref. 150 . Since the recoil procedure entails boosts on the
differential spectrum, the correct steps are to first compute the expansion at a given value $v$, and then apply fiducial cuts on the boosted kinematics, consistently with what is done in the resummation component.

### 4.1.4 Essentials of $q_{t}$-subtraction at NNLO

Before moving on to our application for $H W$ production, we need to introduce the use of subtraction methods as a way to compute higher-order QCD corrections. Although the technology behind this kind of computation has been developed and successfully applied up to N3LO across for a variety of processes at LHC 163 165, we will summarise the main idea following Ref. 163 for a NNLO example.

We return to the process in Eq. (4.12) and consider a colour singlet with total invariant mass $Q^{2}$. Higher order QCD corrections at NNLO will divide in three groups:

- double real emissions, where two extra partons recoil against the final state;
- real-virtual corrections, where one parton recoils against the one-loop production of the singlet;
- two-loop virtual corrections to the Born level process.

Each of these subprocess is separately divergent due to IR singularities, but (for any choice of IRC-safe observable $\mid 110$ ) these will disappear in their combination. Thus, we need to rearrange the singular contributions to achieve their explicit cancellation. To this end we first observe that, naturally, the transverse momentum $q_{t}$ of colourless final state is exactly zero at leading order. Then, among the NNLO contributions, the region $q_{\mathrm{t}} \neq 0$, are actually given by the NLO contributions to the final state singlet +1 jet,

$$
\begin{equation*}
\mathrm{d} \sigma_{\mathrm{NNLO}}\left(q_{\mathrm{t}} \neq 0\right)=\mathrm{d} \sigma_{\mathrm{NLO}}^{\text {singlet }+\mathrm{jets}} \tag{4.41}
\end{equation*}
$$

This means that, when $q_{\mathrm{t}} \neq 0$, the IR divergences in our NNLO calculation are actually those of one lower order in perturbation theory and can be handled on their own by using any method to perform NLO calculations.

In addition to those, the limit $q_{\mathrm{t}} \rightarrow 0$ will be associated with one more singularity, this time properly of NNLO and an additional subtraction is required. Crucially, the singular behaviour of $\mathrm{d} \sigma_{\mathrm{NLO}}^{\text {singlet }+\mathrm{jets}}$ in the small $q_{\mathrm{t}}$ regime is controlled by the same class of logarithms we discussed in the previous section. So, we can leverage our knowledge on the resummed cross-section to achieve the desired cancellation of IR singularities. Explicitly, Eq. 4.41) can be expanded to include the $q_{\mathrm{t}}=0$ limit by writing

$$
\begin{equation*}
\mathrm{d} \sigma_{\mathrm{NNLO}}=H_{\mathrm{NNLO}} \otimes \mathrm{~d} \sigma_{\mathrm{LO}}+\mathrm{d} \sigma_{\mathrm{NLO}}^{\text {singlet }+1 \mathrm{jet}}-\mathrm{d} \sigma_{\mathrm{LO}} \otimes \mathcal{C}\left(\frac{q_{\mathrm{t}}^{2}}{Q^{2}}\right) \mathrm{d}^{2} q_{\mathrm{t}} \tag{4.42}
\end{equation*}
$$

where the symbol $\otimes$ stands for convolutions over momentum fractions and sum over flavour indices of the partons. The hard virtual coefficient $H_{\text {NNLO }}$ does not depend on $q_{\mathrm{t}}$ and is obtained from the NNLO truncation of the perturbative function from Eq. (4.21). Finally, the last term represents a counterterm to remove the small $q_{\mathrm{t}}$ logarithmic behaviour of $\mathrm{d} \sigma_{\mathrm{NLO}}^{\text {singlet }+1 \text { jet }}$

$$
\begin{equation*}
\mathcal{C}\left(\frac{q_{\mathrm{t}}^{2}}{Q^{2}}\right) \underset{q_{\mathrm{t}} \rightarrow 0}{ } \sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n} \sum_{k=1}^{2 n} \mathcal{C}^{(n ; k)} \frac{Q^{2}}{q_{\mathrm{t}}^{2}} \log ^{k-1}\left(\frac{Q^{2}}{q_{\mathrm{t}}^{2}}\right) . \tag{4.43}
\end{equation*}
$$

The explicit form of the counterterm is constrained only by its small $-q_{\mathrm{t}}$ limit so that it has the form given in Eq. 4.43). This is so that the weight $\mathcal{C}\left(\frac{q_{t}^{2}}{Q^{2}}\right)$ with leading order kinematics matches a corresponding "event" in $\mathrm{d} \sigma^{\text {singlet }+1 \text { jet }}$ with $q_{\mathrm{t}} \rightarrow 0$.

### 4.2 Study of $H W^{+}$associate production

Studies of Higgs boson mass and couplings are a pivotal element in the high-precision physics programme at the Large Hadron Collider (LHC). These quantities provide a handle into the mechanism of the Electro-Weak symmetry breaking (EWSB) and potential Beyond Standard Model (BSM) physics. From a theoretical perspective, the processes in which a Higgs boson is produced in association with vector bosons, i.e. $\mathrm{pp} \rightarrow H W, \mathrm{pp} \rightarrow Z H$, are of special interest as they are potentially sensitive to the physical effects beyond the Standard Model. Indeed, on the experimental side, associate Higgs plus EW boson production has been at the core of several searches to study the Standard Model Higgs and puts constraints on potential BSM effects from both the ATLAS $166-170$ and CMS 171 -173] collaborations. Instead, on the theory side, QCD corrections to HW production were evaluated at in Refs. 174 176], the NNLO QCD order can be found in Ref. [177-179], finally, the inclusive-level N3LO cross-section is available from Ref. 180 . The electroweak correction are available to NLO from Ref. 181,182 and are rather sizeable. At NNLO in QCD, many studies on exclusive cross sections and fully differential observables are available in Refs. [183-188, while a NNLO QCD analysis with a resolved jet was performed in Refs. 189, 190.

Thus, in this section we present a study of the $p_{\mathrm{t} H}$ spectrum in $\mathrm{pp} \rightarrow H W^{+}$production at NNLO order in QCD, with an additional veto on the leading jet transverse momentum $p_{\mathrm{tjv}}$, emulating some of the analysis cuts of Ref. [167. As we have seen in the preceding sections, fixed-order perturbation theory is, however, insufficient to accurately describe the observable considered here, due to the presence of the jet veto.

The overall objective of our calculation is assembling the Higgs $p_{t}$ spectrum at the fiducial level $p p \rightarrow W^{+} H \rightarrow\left(l^{+} \nu_{l}\right)(\gamma \gamma)$ at NNLO according to the $q_{\mathrm{t}}$-subtraction formalism [163], including NNLL-accurate resummation of logarithms of leading jet transverse momentum $p_{\mathrm{t} j}$. The main tool for this study is resummation code RadISH [149 152, 191], built on the formalism summarised in section 4.1.2, which will be used both to produce the $q_{\mathrm{t}}$-subtraction counterterm and the $p_{\mathrm{t} j}$ resummation.

### 4.2.1 $\quad q_{\mathrm{t}}$-cumulant and inclusive cross-section

We start our validation by computing the total cross section for

$$
\begin{equation*}
\mathrm{pp} \rightarrow \mathrm{HW}^{+} \rightarrow(\gamma \gamma)\left(l^{+} \nu_{l}\right) . \tag{4.44}
\end{equation*}
$$

Applying the technique of section 4.1.4.
We return to $q_{t}$-subtraction and use it to build an approximation of the total cross-section as

$$
\begin{equation*}
\bar{\sigma}_{\mathrm{N}(\mathrm{NLO})}^{H W}\left(q_{\mathrm{t}}\right)=\int_{0}^{\infty} \mathrm{d} p_{\mathrm{t} H W} \frac{\left.\mathrm{~d} \sigma_{\mathrm{N}}^{H W} \mathrm{NLL}\right)}{\mathrm{d} p_{\mathrm{t} H W}}+\int_{q_{\mathrm{t}}}^{\infty} \mathrm{d} p_{\mathrm{t} H W}\left\{\frac{\mathrm{~d} \sigma_{N(L O)}^{H W+1 \mathrm{jet}}}{\mathrm{~d} p_{\mathrm{t} H W}}-\left[\frac{\mathrm{d} \sigma_{\mathrm{N}}^{H W}}{\mathrm{~d} p_{\mathrm{tLL}} H W}\right]_{\mathrm{N}(\mathrm{NLO})}\right\} \tag{4.45}
\end{equation*}
$$



Figure 4.1. Determination of the inclusive $H W$ cross-section by $q_{\mathrm{t}}$-subtraction at NLO, compared against the same prediction from MCFM and MATRIX. The error bars in the plot estimate the residual numerical uncertainty. We can appreciate that the subtraction is remarkably stable up to $q_{\mathrm{t}} \simeq 25 \mathrm{GeV}$. From the ratio plot we observe that at small $q_{\mathrm{t}}$ the subtraction is accurate up to $\%$ 。
where we wrote the cumulant of Eq. 4.13) explicitly as integral over $p_{t H W}$. We introduce $q_{\mathrm{t}}=1 \mathrm{GeV}$ as a small safety cut to regularise the real (real-virtual + double real) emission $\frac{\mathrm{d} \sigma_{N(L O)}^{H W+1 \text { jet }}}{\mathrm{d} p_{t} H W}$, which is generated using MCFM 192,193 . The same software will provide the fixed-order input for all parts of this study. On the other hand, $\left[\frac{\left.\mathrm{d} \sigma_{\mathrm{N}(\mathrm{NLL})}^{\mathrm{d} p_{\mathrm{tH}}}\right]_{\mathrm{N}(\mathrm{NLO})} \text { stands for }}{}\right.$ the fixed-order expansion of the $p_{\mathrm{t} H W}$-resummed RadISH cross-section and corresponds to the third contribution from Eq. 4.42. These two terms would be divergent for $q_{\mathrm{t}} \rightarrow 0$, but their combinations is finite. Finally, the member $\int_{0}^{\infty} \mathrm{d} p_{\mathrm{t} H W} \frac{\mathrm{~d} \sigma_{\mathrm{N}}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} \mathrm{p}_{\mathrm{t} H W}}$ coincides with the first one on the right-hand side of Eq. 4.42 once it is integrated over all values of $p_{t H W}$. Then, if the subtraction is performed with sufficient accuracy, one can interpolate the small $q_{\mathrm{t}}$ to the inclusive cross-section up to errors $\mathcal{O}\left(\frac{q_{\mathrm{t}}}{Q}\right)$, with $Q=\left.\frac{m_{H W}}{2}\right|^{4}$

We use fixed scales $\mu_{F}=\mu_{R}=205.38 \mathrm{GeV}$, PDFs from the set NNPDF3.1_nnlo_as_0118, and a single selection cut of the lepton from the $W^{+}$decay, $p_{\mathrm{t}}>25 \mathrm{GeV}$. Figures 4.1 and 4.2 report our computation of $\bar{\sigma}_{\mathrm{N}(\mathrm{NLO})}^{H W}\left(q_{\mathrm{t}}\right)$ at NLO and NNLO respectively. In the first plot, we observe that the subtraction is remarkably stable up to 25 GeV while at NNLO only in the first few bins up to 5 GeV . So, we use this ranges to make a linear interpolation of $\bar{\sigma}_{\mathrm{N}(\mathrm{NLO})}^{H W}\left(q_{\mathrm{t}}\right) \xrightarrow[q_{\mathrm{t}} \rightarrow 0]{\longrightarrow} \sigma_{\mathrm{N}(\mathrm{NLO})}^{H W}$.

In order to evaluate the correctness of our subtraction, we compare our it to the total
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Figure 4.2. Determination of the inclusive $H W$ cumulant by $q_{\mathrm{t}}$-subtraction at NNLO. The yellow line represents the prediction the NNLO total cross-section from MATRIX. The error bars in the plot estimate the residual numerical uncertainty. The subtraction is accurate enough only in the first few bin $q_{t} \in(1,5) \mathrm{GeV}$.

Table 4.1. Summary of the calibration of the inclusive cross-section for $H W^{+}$in fb .

|  | $q_{\mathrm{t}}$-subtraction | MATRIX | MCFM |
| :---: | :---: | :---: | :---: |
| LO | N.A. | $1.569516218 \cdot 10^{-1}$ | $1.575(7) \cdot 10^{-1}$ |
| NLO | $1.852(3) \cdot 10^{-1}$ | $1.85147732 \cdot 10^{-1}$ | $1.8508(11) \cdot 10^{-1}$ |
| NNLO | $1.878(2) \cdot 10^{-1}$ | $1.878182207 \cdot 10^{-1}$ | N.A. |

cross section obtained from the MATRIX fixed order code 194 and, at NLO only, MCFM . The predictions from these two programs are shown in Figs. 4.1 and 4.2 in yellow and dashed lines respectively. We summarise our estimate in table 4.1, finding that our subtraction setup reproduces the correct cross-section consistently within numerical accuracy.

### 4.2.2 Study of the Higgs $p_{t}$ spectrum resummation in associated $H W^{+}$ production

Next, we move to computing the NNLO Higgs spectrum using $q_{\mathrm{t}}$-subtraction. We keep the slicing parameter $q_{\mathrm{t}}=1 \mathrm{GeV}$, the same scale setting and final state cut of the previous ones, but also add a constraint on the mass of the $H W$ system, $10 \mathrm{GeV}<m_{W H}<1 \mathrm{TeV}$. We rewrite the $q_{\mathrm{t}}$-subtraction as

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}} \equiv \frac{\mathrm{~d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{\mathrm{t} H}}+\frac{\mathrm{d} \sigma_{H W+\mathrm{jet}}^{\mathrm{N}(\mathrm{LO})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} H W}>q_{\mathrm{t}}\right)-\left[\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} H W}>q_{\mathrm{t}}\right)\right]_{\mathrm{N}(\mathrm{NLO})} \tag{4.46}
\end{equation*}
$$



Figure 4.3. Comparison between the NNLO $p_{\mathrm{t} H}$ spectrum obtained by $q_{\mathrm{t}}$-subtraction and MATRIX. We work at fixed scales $\mu_{F}=\mu_{R}=205.38 \mathrm{GeV}$ and with large cuts on the mass of the $H W$ system, $10 \mathrm{GeV}<m_{H W}<1 \mathrm{TeV}$, as well as a selection cut on the lepton from the $W$ decay, $p_{\mathrm{t}}>25 \mathrm{GeV}$. The error bands represent the numerical uncertainty. We observe that the two distributions are superimposed up to deviations of about $1 \%$.
where $\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{H}}$ is the $p_{\mathrm{t} H W}$-resummed Higgs spectrum integrated over $p_{\mathrm{t} H W} \in(0, \infty)$ and $\left[\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{\mathrm{t} H}}\right]_{\mathrm{N}(\mathrm{NLO})}$ its fixed order expansion integrated in $p_{\mathrm{t} H W} \in\left(q_{\mathrm{t}}, \infty\right)$. They correspond exactly to the first and third term on the r.h.s of Eq. (4.42). Likewise $\frac{\mathrm{d} \sigma_{H W+\text { jet }}}{\mathrm{d} p_{t H}}\left(p_{\mathrm{t} H W}>q_{\mathrm{t}}\right)=$ $\int_{q_{t}}^{\infty} \mathrm{d} p_{t H W} \frac{\mathrm{~d} \sigma_{H W+} \mathrm{jet}}{\mathrm{d} p_{t H} \mathrm{~d} p_{t H W}}$. To confirm the correctness of this setup, we show the resulting distribution together with the corresponding prediction from MATRIX in figure 4.3. The two histograms appear to be compatible within numerical accuracy. ${ }^{5}$

After completing the validation of our computational framework, we move on to consider a veto on the leading jet $p_{\mathrm{t}}$ and the resummation of corresponding logarithms. First, we enforce the jet veto condition by subtracting the region with $p_{\mathrm{t} j}>20 \mathrm{GeV}$ from our $q_{\mathrm{t}}$-subtraction determination, explicitly

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} j}<20 \mathrm{GeV}\right)=\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}}-\frac{\mathrm{d} \sigma_{H W+1 \mathrm{jet}}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} j}>20 \mathrm{GeV}\right), \tag{4.47}
\end{equation*}
$$

then the resulting distribution is used to match the Higgs spectrum with the N(NLL) resummation of jet veto logarithms. This is implemented in RadISH using an analytical
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Figure 4.4. Comparison between the NNLO determination of the $p_{\mathrm{t} H}$ spectrum in $H W$ associated production with a veto on the leading jet $p_{\mathrm{t} J V}=20 \mathrm{GeV}$ (blue) and its NNLO+NNLL matched counterpart with the resummation of $p_{\mathrm{t} j}$. The difference amounts to a small correction of around $2 \%$ across the peak of the distribution. The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ and $Q^{2}$ by a factor 2 .


Figure 4.5. Comparison of the determination of the $p_{\mathrm{t} H}$ spectrum in $H W$ associated production with $q_{\mathrm{t}}$-subtraction with a veto on the leading jet $p_{\mathrm{t} J V}=20 \mathrm{GeV}$ at NLO (blue) and NNLO (yellow). The matching of the NNLL resummation with the NLO fixed order is shown in black. The small effect of the NNLL resummation is in line with the size of the radiative corrections. The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ by a factor 2 .


Figure 4.6. Comparison between the NNLO determination of the $p_{\mathrm{t} H}$ spectrum in $H W$ associated production with a veto on the leading jet $p_{\mathrm{t}, J V}=20 \mathrm{GeV}$ at NLO+NLL (blue) and NNLO+NNLL (orange). The two distributions show acceptable perturbative convergence up to $p_{\mathrm{t} H} \sim 125 \mathrm{GeV}$. The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ and $Q^{2}$ by a factor 2.


Figure 4.7. Comparison of histograms from Fig. 4.4 (blue and yellow) with the NLO + NNLL matching from Fig. 4.5 (black). The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ and $Q^{2}$ by a factor 2 .


Figure 4.8. Scale uncertainties for the histograms from Fig. 4.4 normalised to their central values.


Figure 4.9. Comparison of the NLO determination of the $p_{t H}$ spectrum in $H W$ associated production with $q_{\mathrm{t}}$-subtraction with a veto on the leading jet $p_{\mathrm{t} J V}=20 \mathrm{GeV}$. In the both histograms the NLL resummation of $p_{\mathrm{t} j}$ is matched with the fixed order according to Eq. 4.48 The blue (yellow) histogram do (not) include the $\mathcal{O} \frac{q_{t}}{Q}$ correction discussed in Sec. 4.1.3. We see that this amount to a small correction of around $2 \%$ across the peak of the distribution. The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ and $Q^{2}$ of a factor 2 .


Figure 4.10. Comparison of the NNLO determination of the $p_{\mathrm{t} H}$ spectrum in $H W$ associated production with $q_{\mathrm{t}}$-subtraction with a veto on the leading jet $p_{\mathrm{t} J V}=20 \mathrm{GeV}$. In the both histograms the NNLL resummation of $p_{\mathrm{t} j}$ is matched with the fixed order according to Eq. 4.48 . The blue (yellow) histogram do (not) include the linear power correction discussed in Sec. 4.1.3 We see that this amount to a small correction of around $2 \%$ across the peak of the distribution. The error bars represent scale variations of $\mu_{F}^{2}, \mu_{R}^{2}$ and $Q^{2}$ of a factor 2.
method from Ref. [151].6 We use an additive scheme to perform the matching

$$
\begin{align*}
\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLO})+\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} j}<20 \mathrm{GeV}\right) & =\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLL})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} j}<20 \mathrm{GeV}\right)+\frac{\mathrm{d} \sigma_{H W+\mathrm{jet}}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}}\left(p_{\mathrm{t} j}<20 \mathrm{GeV}\right) \\
& -\left[\frac{\mathrm{d} \sigma_{H W}}{\mathrm{~d} p_{\mathrm{t} H}}\right. \tag{4.48}
\end{align*}
$$

Unlike the previous tests, in this case we preserve the selection cut on the decay products of $W^{+}$, but use dynamical scales $\mu_{F}^{2}=\mu_{R}^{2}=m_{H W}^{2}+p_{\mathrm{t} H W}^{2}$ with no other cut on the invariant mass. An estimate of the missing higher orders is evaluated by varying the scales $\mu_{F}^{2}, \mu_{R}^{2}$ by a factor 2 under the condition $\frac{1}{2} \leq \frac{\mu_{R}}{\mu_{F}} \leq 2$. Additionally, the RadISH resummation scale introduced by the modified logs in Eq. (4.39) is set to $Q=\frac{m_{H W}}{2}$, and variations are considered for fixed $\mu_{R}, \mu_{F}$. The $p_{\mathrm{t} j}$-resummation generates a suppression in the peak of the $p_{\mathrm{t} H}$ spectrum, around $2 \%$ relative to the NNLO fixed order, Fig. 4.4. While this effect is small, it is in line with the size of radiative correction shown in Fig. 4.5. Indeed, the plot shows that matching the NNLL jet veto resummation to the NLO distribution accounts for around half of the difference between NLO and NNLO. The perturbative convergence can be also probed by comparing the matched NLO+NLL and NNLO+NNLL distributions directly, finding acceptable agreement up to $p_{t H} \sim 125 \mathrm{GeV}$ in Fig. 4.6. Similarly, a comparison

[^24]between the NLO+NNLL and the NNLO+NNLL histograms in Fig. 4.7 shows that the two are compatible within the quoted scale uncertainties. It is worth noticing that the uncertainty induced by scale variations ranges between $2 \%$ and $4 \%$ for both the NNLO and NNLO+NNLL distributions, as shown in Fig. 4.8, and this estimate is somewhat larger than the value found in other studies on HW associate production Ref. $187,188,190$. This is partly explained by the presence of a additional scale, $Q$, to consider in the uncertainties. Another possible source of this effect may be identified in the two-steps combination procedure of Eqs. 4.46) and (4.48), and a way to diagnose this effect is to reproduce the same study using the full joint-resummation formalism of Ref. 151.

The effect of linear power corrections $\mathcal{O}\left(\frac{q_{\mathrm{t}}}{m_{H W}}\right)$ on the $p_{\mathrm{t} H}$ spectrum is considered by applying the recoil prescription described in section 4.1.3 in the computation of Eq. 4.46). The results are shown in Figs. 4.9 and 4.10 for the NLO+NLL and NNLO+NNLL distributions respectively. The effect is roughly a downward correction of $1 \%$ in the region $p_{\mathrm{t} H}<80 \mathrm{GeV}$ and an increase of few percent in the tail of the distribution, $p_{\mathrm{t} H}>150 \mathrm{GeV}$. The small size of these contribution is reasonably explained by the high scale of the process and the broad shape of the distribution already at fixed order.

## Chapter 5

## Parton distribution function determination with a quantum statistical model

Almost any theoretical prediction at hadron colliders requires knowledge of the internal structure of colliding hadrons (i.e. protons or heavy ions for the LHC). Through the use of the collinear factorisation framework we saw in chapter 1, this information is encoded in the PDF. These depend on two variables, $Q^{2}$ and $x$. While the first scale dependence can be described perturbatively through the DGLAP evolution equation, the second one can not as it includes the non-perturbative side of QCD dynamics governing strong interaction at and below its natural scale $Q \sim \Lambda_{\mathrm{QCD}}$.

Non-perturbative techniques, chiefly Lattice QCD, can be used, in principle, to compute PDFs ${ }^{1} 196$ 199. However the standard methodology for their determination is a fit to experimental data, schematised in figure 5.1. Briefly, PDFs are parametrised at an initial scale $\mu_{0} \sim \Lambda_{\mathrm{QCD}}$ with an almost arbitrary functional form depending on a set of parameters $\{p\}$ which is then evolved to the energy scale of the data to be fit using DGLAP evolution. A theoretical prediction for the hadron-level process is then built by convolution of the PDFs with hard-scattering cross-sections from perturbative QCD. Finally, this construction is compared with the corresponding experimental data and the best fit for $\{p\}$ are finally determined by minimising an appropriate figure of merit, usually a $\chi^{2}$ distribution.

The resulting parton distribution functions (PDFs) are influenced by various factors. First, the accuracy of the theory used to calculate partonic cross sections and DGLAP splitting functions is the primary determining factor of the extracted PDFs. This accuracy is not limited to the perturbative order and the inclusion of resummation effects in applicable kinematic regimes, but also depends on the scheme used, treatment of heavy quarks, choice of unphysical scales such as the renormalisation scale. Second, the dataset used to extract the PDFs is another significant factor, including data from DIS experiments and the HERA electron-proton collider $[200$, as well as proton-(anti)proton machines, LHC and Tevatron colliders. Third, the choice of parametrisation also plays an essential role. An ideal parametrisation should describe
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Figure 5.1. PDF fitting algorithm flowchart: the PDF is parametrised at an initial low-energy model $\left(\mu_{0}\right)$ and evolved using DGLAP equations to match measured data scale $\left(Q_{\text {data }}^{2}\right)$. The partonic cross section is computed in perturbation theory and combined with the PDF to compare with experimental data. The PDF parameters are optimised by minimising a $\chi^{2}$ figure-of-merit to match with experimental input.
the data without any bias, except when motivated by physical expectations, while also having a minimal number of parameters to prevent over-fitting. Finally, there is additional dependence on input parameters such as quark masses and strong coupling, fitting methodology including choice of $\chi^{2}$ definition, minimisation methods, and uncertainty estimation, and various technical aspects, which are less relevant for our discussion. Consequently, making accurate predictions in high-energy phenomenology requires accurate knowledge of PDFs, which in turn demands constant refinement of all the aforementioned ingredients.

This chapter is divided in two main parts. The first one 5.1 is devoted to a review of the entire process of PDF determination and its current status. In the second section 5.2 we introduce the Quantum Statistical PDF (QSPDF), a parametrisation for PDF based on a statistical model of the proton structure. We explain the main features of the parametrisation and perform a quality test by using it to fit the HERA dataset with NLO QCD predictions. We conclude the chapter by comparing the fit performance against those of the HERAPDF2.0 parametrisation.

### 5.1 Review of PDF determination

In this section we will briefly go over the current status for each of these inputs in PDF global analyses, borrowing the overview offered in Refs. [2, 201]. A more detailed discussion can be found in the literature 202,211 .

### 5.1.1 Experimental data

The selection of the dataset used in the PDF analysis is a crucial factor in determining parton densities. The choice is based on the constraining power of the data, which depends on a combination of PDF sensitivity, experimental precision, and the theoretical calculations for the examined processes. The observables considered in PDF fits are generally inclusive enough to ensure reliable leading-twist factorisation. Similarly, the scale of the data included is usually high enough to ensure that higher-twist contributions can be neglected.

Global PDF fits $208,212,221$ use data from a variety of measurements, ranging from fixed-target DIS and Drell-Yan processes to jet and top-quark production at hadron colliders. The extensive data available is depicted in Figure 5.2, which displays the coverage of a modern global analysis in the $\left(x, Q^{2}\right)$ plane. Fixed target experiments 222 238 cover the high- $x$ and low- $Q^{2}$ region, forming the foundation of the earliest PDF fits. Collider DIS

## Kinematic coverage



Figure 5.2. Kinematic coverage of a state-of-the art global fit (taken from Ref. 208 in the $\left(x, Q^{2}\right)$ plane).
experiments 200 239 247 occupy the low- $x$ and low-to-medium- $Q^{2}$ region, while recent data from collider experiments at the LHC dominate the high- $Q^{2}$ region. In the following, we will review the key processes used in global PDF fits, emphasising especially collider DIS.

Fixed-target and collider Deep Inelastic Scattering. Prior to the emergence of QCD as the renormalisable quantum field theory of the strong interaction, DIS experiment outcomes were interpreted under the assumptions the quark parton model alone. In this scenario, it was customary to combine the parton level theory with PDFs to form the so-called DIS structure functions. This formalism remains a widespread method to demonstrate the PDF sensitivity of this process 201, 248. Consider the case of Neutral Current (NC) DIS, the LO definition for the structure functions $F_{2}$ and $F_{3}$ are

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma^{\mathrm{NC}, \ell^{ \pm}}}{\mathrm{d} x \mathrm{~d} Q^{2}}\left(x, y, Q^{2}\right)=\frac{2 \pi \alpha^{2}}{x Q^{4}} Y_{+} F_{2}^{N C}\left(x, Q^{2}\right) \mp Y_{-} x F_{3}^{N C}\left(x, Q^{2}\right) \tag{5.1}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
Y_{ \pm}=1 \pm(1-y)^{2}, \tag{5.2}
\end{equation*}
$$

with $x$ and $y$ being the momentum fraction and rapidity for the scattering. and the quark parton model expressions are given by

$$
\begin{align*}
& \left\{F_{2}^{\gamma}, F_{2}^{\gamma Z}, F_{2}^{Z}\right\}=x \sum_{i=1}^{n_{f}}\left\{e_{i}^{2}, 2 e_{i} g_{V}^{i},\left(g_{V}^{i}\right)^{2}+\left(g_{A}^{i}\right)^{2}\right\}\left(q_{i}+\bar{q}_{i}\right),  \tag{5.3a}\\
& \left\{F_{3}^{\gamma}, F_{3}^{\gamma Z}, F_{3}^{Z}\right\}=x \sum_{i=1}^{n_{f}}\left\{0,2 e_{i} g_{A}^{i}, 2 g_{V}^{i} g_{A}^{i}\right\}\left(q_{i}-\bar{q}_{i}\right), \tag{5.3b}
\end{align*}
$$

the superscripts on the l.h.s. indicate the exchanged gauge boson (either a $\gamma^{*}$ or $Z$ ), as well as the contribution from the $\gamma Z$ interference term. $e_{i}$ is the electric charge of the quark of flavour $i$ and the weak couplings are given by $g_{V}^{i}= \pm \frac{1}{2}-2 e_{i} \sin ^{2} \theta_{W}^{2}$ and $g_{A}^{i}= \pm \frac{1}{2}$, where the $\pm$ corresponds to a $u$ or $d$ type quark. The sum runs over all the $n_{f}$ quarks that are active for the specific scale at which the scattering takes place. Crucially, the longitudinal structure function $F_{L}=F_{2}-2 x F_{1}$ vanishes at this level due to the Callan-Gross relation.

Eqs. (5.3a) and (5.3b) show that the NC structure functions are limited in their ability to provide information on flavour separation, and cannot distinguish between quarks and antiquarks unless the $Z$-mediated contribution is significant, which occurs only at sufficiently high $Q^{2}$ scales. Historically this issue was circumvented by assuming isospin symmetry and including NC DIS on deuterium targets, which provides a LO measure of the triplet contribution $T^{3} \equiv(u+\bar{u}-d-\bar{d})$. This, leveraging the relation between proton and neutron valence partons, $u^{(p)}=d^{(n)}$ and $u^{(d)}=d^{(p)}$, allows to disentangle the quark and antiquark distributions.

Charged Current DIS allows to probe this difference more directly. Indeed, in the energy window between charm and top thresholds and assuming that CKM-suppressed transitions can be neglected, the corresponding CC DIS structure functions in the parton model are given by

$$
\begin{aligned}
& F_{2}^{W^{-}}=2 x(u+\bar{d}+\bar{s}+c), \\
& F_{3}^{W^{-}}=2 x(u-\bar{d}-\bar{s}+c),
\end{aligned}
$$

$$
\begin{align*}
F_{2}^{W^{+}} & =2 x(d+\bar{u}+\bar{c}+s) \\
F_{3}^{W^{+}} & =2 x(d-\bar{u}-\bar{c}+s) \tag{5.4a}
\end{align*}
$$

where again the longitudinal structure function $F_{L}^{W^{ \pm}}=0$ vanishes at this level. Crucially, this time the $F_{3}^{W}$ structure function, which provides information on the difference between quark flavours, is not suppressed with respect to $F_{2}^{W}$.

For this reason, the inclusion of CC structure functions, both from HERA and from neutrino fixed-target experiments, is a staple of global fits in order to improve the discrimination between quarks and anti-quarks and to probe strangeness.

Since the gluon does not couple to electroweak final states, the gluon distribution is probed in DIS experiments directly through the small contribution which enters at $\mathcal{O}\left(\alpha_{s}\right)$, or indirectly via scaling violations encoded in DGLAP evolution. Scaling violations represent a small effect at medium and large- $x$, while they are a significantly more important effect at small- $x$, in particular in the region covered by HERA. Therefore, scaling violations from the HERA $F_{2}^{p}$ data provide direct information on the small- $x$ gluon, while at medium to large $x$ a DIS-only fit does not strictly constrain gluon behaviour. Additional information on the gluon PDF can be obtained from the longitudinal structure function $F_{L}$, which vanishes only at LO, and is non-zero at NLO. Indeed, the Altarelli-Martinelli relation 249

$$
\begin{equation*}
F_{L}\left(x, Q^{2}\right)=\frac{\alpha_{s}\left(Q^{2}\right)}{\pi}\left\{\frac{4}{3} \int_{x}^{1} \frac{\mathrm{~d} y}{y}\left(\frac{x}{y}\right)^{2} F_{2}\left(y, Q^{2}\right)+2 \sum_{i} e_{i}^{2} \int_{x}^{1} \frac{\mathrm{~d} y}{y}\left(\frac{x}{y}\right)^{2}\left(1-\frac{x}{y}\right) g\left(y, Q^{2}\right)\right\} \tag{5.5}
\end{equation*}
$$

establishes that $F_{L}$ measurements are directly sensitive to the gluon, and especially so at small $x$, provided experimental uncertainties are competitive. One more constraint to the gluon PDF is given by measurements of heavy-quark structure functions with the requirement that charm or bottom mesons are reconstructed in the final state, since the LO contribution (under the assumption of no intrinsic $c, b$ components in the proton) is $g \gamma \rightarrow Q \bar{Q}$.

Beside their role in PDF determination, Heavy Quark structure functions also play a large role in the determination of heavy quark mass and their effects in theoretical calculation $250-252$.

Fixed-target and Collider Drell-Yan. The electroweak production of a lepton pair by annihilation of a quark with an antiquark, plays a primary role in PDF analysis due to its constraining power on light flavour decomposition, including strangeness. The relevant partonic processes involved in inclusive EW boson production are

$$
\begin{equation*}
u \bar{d}, c \bar{s} \rightarrow W^{+}, \quad d \bar{u}, s \bar{c} \rightarrow W^{-}, \quad q \bar{q} \rightarrow \gamma^{*} / Z \tag{5.6}
\end{equation*}
$$

if we consider only LO QCD and neglect Cabibbo-suppressed channels. Since each flavour channel carries a different weight, their combination offers a way to probe the flavour composition of the proton. Customarily, the rapidity and the invariant mass of the electroweak boson can be used to map the kinematics of this process into the momentum fraction $x_{1}, x_{2}$, which appear in the PDFs at LO. They are related by the hyperbolic relation

$$
\begin{equation*}
x_{1,2}=\frac{M}{\sqrt{s}} e^{ \pm Y} \quad \Longleftrightarrow \quad \frac{M}{s}=x_{1} x_{2}, Y=\frac{1}{2} \log \left(\frac{x_{1}}{x_{2}}\right) \tag{5.7}
\end{equation*}
$$

where $M$ is the invariant mass of the virtual boson and $Y$ is its rapidity, which are experimentally accessible ${ }^{2}$.

Discarding for the moment the $s, c$ contributions and focusing instead on the ones from $u$ and $d$ in a hadron collider experiment, we observe that the ratio of $W^{+}$and $W^{-}$production differential in rapidity and their asymmetry are privileged observables to extract information on the flavour separation in the charged current case,

$$
\begin{align*}
& R_{ \pm}=\frac{\mathrm{d} \sigma\left(W^{+}\right) / \mathrm{d} Y}{\mathrm{~d} \sigma\left(W^{-}\right) / \mathrm{d} Y}  \tag{5.8a}\\
& A_{W}=\frac{\mathrm{d} \sigma\left(W^{+}\right) / \mathrm{d} Y-\mathrm{d} \sigma\left(W^{-}\right) / \mathrm{d} Y}{\mathrm{~d} \sigma\left(W^{+}\right) / \mathrm{d} Y+\mathrm{d} \sigma\left(W^{-}\right) / \mathrm{d} Y} \tag{5.8b}
\end{align*}
$$

In the central rapidity region, where $x_{1}=x_{2}=x_{0} \sim M / \sqrt{s}$ and one can approximate $\bar{u}=\bar{d}$, these two become

$$
\begin{equation*}
R_{ \pm} \simeq \frac{u\left(x_{0}\right)}{d\left(x_{0}\right)}, \quad A_{W} \simeq \frac{u_{V}\left(x_{0}\right)-d_{V}\left(x_{0}\right)}{u_{V}\left(x_{0}\right)+d_{V}\left(x_{0}\right)} \tag{5.9}
\end{equation*}
$$

where the valence quark is defined as $q_{V}(x)=q(x)-\bar{q}(x)$. We can see that, $R_{ \pm}$is sensitive to the ratio between $u$ and $d$, whilst $A_{W}$ is sensitive to the combinations of valence quarks. Similarly the forward region $Y \gtrsim 2, x_{1} \gg x_{2}, q\left(x_{1}\right) \sim q_{V}\left(x_{1}\right), \bar{u}\left(x_{2}\right) \sim \bar{d}\left(x_{2}\right)$, gives equivalent constraints

$$
\begin{align*}
R_{ \pm} & \sim \frac{u_{V}\left(x_{1}\right)}{d_{V}\left(x_{1}\right)}  \tag{5.10a}\\
A_{W} & \sim \frac{u_{V}\left(x_{1}\right)-d_{V}\left(x_{1}\right)}{u_{V}\left(x_{1}\right)+d_{V}\left(x_{1}\right)} \tag{5.10b}
\end{align*}
$$

By studying neutral current Drell-Yan processes, it is possible to obtain comparable information about the distribution of $u$ and $d$ quarks in the proton. Additionally, as one moves away from the $Z$ peak and explores the low-invariant mass region, more constraints on PDFs can be placed at low and intermediate values of $x$. Here the virtual-photon exchange dominates

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} Y} \simeq \sum_{q} e_{q}^{2}\left(q\left(x_{1}\right) \bar{q}\left(x_{2}\right)+q\left(x_{2}\right) \bar{q}\left(x_{1}\right)\right) \tag{5.11}
\end{equation*}
$$

and as a consequence the $u \bar{u}$ channel is enhanced with respect to the $d \bar{d}$.
The low-invariant mass region of neutral current Drell-Yan production is not only sensitive to the $u$ and $d$ content of the proton, but also to the gluon PDF, especially if final-state lepton cuts emphasise higher-order corrections. Additionally, fixed deuteron targets can be utilised in neutral-current Drell-Yan production to constrain the $\bar{u} / d$ ratio. In the valence region where $x_{1} \gtrsim 0.1$, and $q\left(x_{1}\right) \sim q_{V}\left(x_{1}\right)$, isospin symmetry dictates that

$$
\begin{equation*}
\frac{\sigma^{p n}}{\sigma^{p p}} \simeq \frac{\bar{d}\left(x_{2}\right)}{\bar{u}\left(x_{2}\right)} \tag{5.12}
\end{equation*}
$$

[^26]Inclusive jet production. In order to constrain the gluon PDF at large $x$, inclusive jet production measurements have been used at hadron colliders since the earliest measurements at Tevatron. These jet cross sections are reconstructed experimentally using a suitable jet algorithm that must be IRC safe to be compared with theoretical predictions. Although other algorithms are used, the anti- $k_{\mathrm{t}}$ algorithm is the most common choice for data collected at the LHC. The PDF sensitivity of jet production depends on the kinematics and definition of the observable. PDF fits usually include double-differential single-inclusive jet cross-section data in $p_{\mathrm{t}}$ and rapidity $Y$. In each event, all jets are considered and included in the same distribution. At low $p_{\mathrm{t}}$, the gluon-induced contribution dominates in these measurements, but it is also significant at high $p_{\mathrm{t}}$. Since DIS and DY measurements already provide constraints on the quark content of the proton, jet data are useful in handling the gluon PDF at medium and large $x$. Several double-differential single-inclusive dataset can be included in PDF fits, and a comprehensive list can be found in Ref. [201.

Transverse momentum of $Z$ boson. Very precise measurements of the inclusive transverse momentum of the $Z$ boson have recently been released by the ATLAS, CMS and LHCb collaborations based on the combined data of LHC Run I,II and the initial part of III. These are interesting in PDF analysis to probe the gluon in the medium- $x$ region, which is only partly constrained by collider DIS data and jets data. Indeed, the dominant contribution in the region of moderate and large transverse momentum for this process is gluon and quark scattering subprocesses

$$
\begin{equation*}
q \bar{q} \rightarrow Z g, g q \rightarrow Z q, g \bar{q} \rightarrow Z \bar{q} \tag{5.13}
\end{equation*}
$$

In the leptonic channel where experimental measurements are the cleanest, the kinematics of the $Z$ boson, namely the transverse momentum $p_{\mathrm{t}}$ and rapidity $Y$, can be reconstructed from the momenta of the lepton pair produced in the $Z$ decay. The momentum fractions of the initial-state partons are given by (at LO)

$$
\begin{equation*}
x_{1,2}=\frac{m_{T}}{\sqrt{s}} e^{ \pm Y}+\frac{p_{\mathrm{t}}}{\sqrt{s}} e^{ \pm y_{j}} \tag{5.14}
\end{equation*}
$$

where $\sqrt{s}$ is again the centre-of-mass energy of the two incoming hadrons, $m_{T}=\sqrt{M_{Z}^{2}+p_{\mathrm{t}}^{2}}$ is the transverse mass of the $Z$ boson and $y_{j}$ is the rapidity of the recoiling parton. For inclusive production with respect to the hadronic recoil, that is integrated over $y_{j}$, these momentum fractions are therefore not uniquely determined, although for LO kinematics lower limits can be derived.

Usually, at the LHC, the measurement of double-differential cross-sections in $p_{\mathrm{t}}$ and $Y$ is done at the $Z$ peak. However, the off-shell region can also be studied, where contributions from virtual photons may be significant. The cross-sections at moderate and high transverse momentum are mainly due to the scattering of gluons and quarks and are closely related to the gluon PDF in the region relevant to Higgs boson production at the LHC. This correlation is shown in Figure 5.3, which displays the cross-sections in different $p_{\mathrm{t}}$ bins, with $0<|Y|<0.4$, and their connections with the gluon, down and up quark PDFs at various $x$ values. The figure demonstrates that correlations with the gluon at $x \sim 10^{-2}$ are nearly as high as 0.9. The quark PDFs also show moderate correlations at $x \sim 10^{-3}$. The $Z p_{\mathrm{t}}$ distribution can potentially provide insights into the gluon for $x$ values between those covered by HERA structure functions and those covered by inclusive jets and $t \bar{t}$ production.


Figure 5.3. Correlations coefficients between the cross sections in various $p_{\mathrm{t}}$ bins and the gluon, down and up quark PDFs as a function of $x$, from Ref. 253. The binning corresponds to the ATLAS 8 TeV measurement 254 within the rapidity interval $0<|Y|<0.4$.


Figure 5.4. The correlation coefficient between the gluon PDF at $Q=100 \mathrm{GeV}$ and the theory predictions for the absolute differential distributions in $y_{t \bar{t}}$ (left) and $m_{t \bar{t}}$ (right plot) at $\sqrt{s}=8$ TeV , as a function of $x$. Each curve corresponds to a specific measurement bin. The higher the absolute value of the correlation coefficient, the bigger the sensitivity to the gluon for those specific values of $x$. 201

Top quark production. The production of top quark pairs at the LHC is dominated by gluon-gluon fusion, which represents around $85 \%$ of the total cross section ${ }^{3}$ Therefore, top quark production data into the global PDF fit has the potential to constrain the gluon in the large $-x$ region, provided other sources of theoretical uncertainties such as missing higher orders and the values of the top mass $m_{t}$ can be kept under control.

We borrow Fig. 5.4 from Ref. 201 to show the kinematical sensitivity of top quark pair production to the gluon. In the figure, the higher the absolute value of the correlation coefficient, $\rho[g(x, Q), \mathrm{d} \sigma]$, the greater the sensitivity to the gluon for those specific values of $x$. The sensitivity to the gluon in this process is particularly strong for $x$ values up to approximately $0.6-0.7$, which is beyond the range of other gluon-sensitive processes. Additionally, it should be noted that the use of differential distributions allows for a wider range of kinematic coverage beyond what is provided by the total inclusive cross sections.

[^27]

Figure 5.5. The NLO gluon in NNPDF3.0 and its uncertainty compared against the effect adding various combination of LHCb charm production data, at $Q^{2}=4 \mathrm{GeV}^{2}$. Taken from Ref. 84

Heavy-flavour pair production. The production of charmed mesons at hadron colliders is dominated by the $g g \rightarrow c \bar{c}$ subprocess, and therefore it provides a sensitive probe to the gluon PDF at small- $x$. In particular, the forward measurements from the LHCb experiment at 5, 7, and $13 \mathrm{TeV} 255-257$ provide information on the gluon at values of $x$ as small as $x \simeq 10^{-6}$, well below the kinematic reach of the HERA structure function data, and thus in a region where PDF uncertainties are large due to the limited amount of experimental information available, Fig. 5.5. Several studies of the impact of the LHCb charm measurements on the gluon PDF using different theoretical frameworks 84, 258 260, although to this day no PDF fit analysis includes small- $x$ resummed theory for hadron collider data, which is expected to be relevant in this kinematical regime [261]

Other processes. Beside these mainstays in global PDF analyses, contemporary fitting effort include several other processes that provide additional constraints on several combinations of PDF, which however we do not discuss further. A few example are: prompt-photon production from the QCD Compton scattering $q g \rightarrow q \gamma$ as a constraint on the the large- $x$ gluon, $W^{ \pm}+c$ production to ascertain the strangeness and its asymmetry in the proton, Single-top production and central exclusive production of vector mesons as probes for the $b$ quark content and small- $x$ gluons respectively. Further discussion can be found in Refs. 201, 208].

### 5.1.2 Theoretical accuracy and resummed fits

Since parton densities are based on a combination of experimental data and perturbative QCD calculations, the accuracy of a PDF fit also depends on that of the reliability of theoretical predictions used in the analysis, that is the DGLAP splitting functions and the partonic cross-sections which are convoluted with the PDFs. PDFs are typically extracted using


Figure 5.6. The $Q^{2}=3.5 \mathrm{GeV}^{2}$ bin of the HERA neutral current data, together with the theoretical predictions at fixed order (green) and with resummation (purple) 64.
fixed-order perturbation theory. For most of the processes we have reviewed in section 5.1.1 the coefficient functions have been computed to NNLO accuracy, and in some cases also to $\mathrm{N}^{3} \mathrm{LO}$ 201. An inexhaustive list for NNLO includes, $W$ and $Z$ rapidity distributions in Drell-Yan 262 265, single-inclusive jet and inclusive dijet production 266, 267. $Z p_{T}$ distributions have recently been computed at N3LO 165 . Moreover, DIS is known up to $\mathrm{N}^{3} \mathrm{LO}$ accuracy in the massless limit 268, 269] and to NNLO including mass effects 270, 271]. The corresponding coefficient functions are available through a number of public codes like APFEL 272] and QCDNUM 273].

The state of the art theory input in global PDFs fits combines NNLO fixed-order prediction combined with NNLO accurate DGLAP evolution $208,210,217,219,221,274,276$, and very recently the first analysis boasting consistent approximate N3LO theory appeared [277]. Beside the cutting edge, NLO and optimised LO PDFs are widely used in automated NLO Monte Carlo codes to produce NLO-accurate simulations for many different processes.

In most cases of processes analysed using PDF, fixed-order theory provides an accurate description of the data. However, there are instances, which were discussed in Chapters 2 and 4. where logarithmic-enhanced terms are present at all orders and disrupt the convergence of the perturbative series. In such cases, it is necessary to incorporate resummation of the enhanced terms to all orders in addition to the fixed-order description. One such case is the application of small- $x$ resummation in the determination of PDFs, which affects the small- $x$ behaviour of both QCD coefficient functions and DGLAP splittings, and therefore influencing the extracted PDFs. A tension due to these logarithms was present in the small- $x$ region of DIS data from the HERA collider (which represents the main dataset used to determine PDFs). The issue found a solution in a series of independent PDF fits including small- $x$ resummation $64-66]$. These results provide a confirmation of the importance of the resummation in the description of the small- $x$ dynamics, and led to important differences in
the extracted PDFs.
As an example, figure 5.6 shows one of the HERA data subset at low $Q^{2}$, which extends down to small $x$. Crucially, we see that the data present a characteristic turnover at $x \sim 10^{-4}$, which is incompatible with a fixed-order theoretical prediction. Conversely, the resummed theory manages to reproduces the features of the data and achieve a significant reduction of the $\chi^{2}$ of the PDF fit.

These resummation effects have a complex interplay with other aspects of the PDF determination machinery. Indeed, many of the constraints on the PDFs at low $x$ come exclusively from the HERA dataset. These are localised at low- $x$ and low $Q^{2}$, see figure 5.2 , and are potentially sensitive to missing higher (logarithmic) orders, and perhaps also to non-perturbative corrections. The best, and perhaps only, way to disentangle the effects of resummation from the other two in PDFs fits is to include additional low- $x$ data at higher $Q^{2}$ in the fit, leveraging the low-mass production processes (i.e. Drell-Yan and heavy quark pair production) at LHC, which does cover the interesting region. While the inclusion of these data is already done extensively in most PDF analyses, the corresponding small- $x$ resummation theory is still only partially developed [30] and this remains the main hurdle for a PDF analysis of small- $x$ resummed PDFs beyond the HERA dataset.

### 5.1.3 Fit quality and minimisation techniques

The figure of merit used to measure the fit quality is typically the log-likelihood function $\chi^{2}$

$$
\begin{equation*}
\chi^{2}\left(\left\{p_{i}\right\}\right)=\sum_{i, j}^{N}\left(D_{i}-T_{i}\left(\left\{p_{i}\right\}\right)\right)\left(\operatorname{cov}^{-1}\right)_{i j}\left(D_{j}-T_{j}\left(\left\{p_{i}\right\}\right)\right), \tag{5.15}
\end{equation*}
$$

where $D_{i}$ are the data points, $T_{i}$ are the theoretical predictions expressed in terms of the PDF parameters $\left\{p_{i}\right\}$, and the experimental covariance matrix cov and its inverse $\operatorname{cov}^{-1}$ are defined by

$$
\begin{align*}
(\operatorname{cov})_{i j} & =\left(\sigma_{i}^{\text {uncorr }}\right)^{2} \delta_{i j}+\sum_{\kappa=1}^{N_{\text {corr }}} \sigma_{\kappa, i}^{\text {corr }} \sigma_{\kappa, j}^{\text {corr }},  \tag{5.16}\\
\left(\operatorname{cov}^{-1}\right)_{i j} & =\frac{\delta_{i j}}{\left(\sigma_{i}^{\text {uncorr }}\right)^{2}}-\sum_{\kappa, \lambda=1}^{N_{\text {corr }}} \frac{\sigma_{\kappa, i}^{\text {corr }}}{\left(\sigma_{i n}^{\text {uncorr }}\right)^{2}} A_{\kappa \lambda}^{-1} \frac{\sigma_{\lambda, j}^{\text {corr }}}{\left(\sigma_{j}^{\text {uncorr }}\right)^{2}}, \quad A_{\kappa \lambda}=\delta_{\kappa \lambda}+\sum_{i}^{N_{\text {dat }}} \frac{\sigma_{\kappa, i}^{\text {corr }} \sigma_{\lambda, i}^{\text {corr }}}{\sigma_{i}^{\text {uncorr }}} . \tag{5.17}
\end{align*}
$$

Here $i=1, \ldots N$ indicates the individual data points, affected by uncorrelated uncertainty $\sigma_{i}^{\text {uncorr }}$ and $\kappa=1, \ldots N_{\text {corr }}$ sources of correlated uncertainty $\sigma_{\kappa, i}^{\text {corr }}$.

The $\chi^{2}$ Eq. (5.15) can be recast introducing nuisance parameters $r_{\kappa}$

$$
\begin{align*}
& \chi^{2}\left(\left\{p_{i}\right\},\left\{r_{\kappa}\right\}\right)=\sum_{i=1}^{N}\left(\frac{\hat{D}_{i}-T_{i}\left(\left\{p_{i}\right\}\right)}{\left(\sigma_{i}^{\text {uncorr }}\right)^{2}}\right)^{2}+\sum_{\kappa=1}^{N_{\text {corr }}} r_{k}^{2}  \tag{5.18a}\\
& \hat{D}_{i}=D_{i}-\sum_{\kappa=1}^{N_{\text {corr }}} r_{\kappa} \sigma_{\kappa, i}^{\text {corr } . ~} \tag{5.18b}
\end{align*}
$$

Minimising eq (5.18a by assuming purely Gaussian errors with respect to the nuisance parameters one finds

$$
\begin{equation*}
\left.r_{\kappa}\right|_{\min } \equiv \tilde{r}_{\kappa}=\sum_{i=1}^{N} \frac{D_{i}-T_{i}}{\left(\sigma_{i}^{\text {uncorr }}\right)^{2}} \sum_{\lambda}^{N_{\text {corr }}} A_{\kappa \lambda}^{-1} \sigma_{\kappa, i}^{\text {corr }} . \tag{5.19}
\end{equation*}
$$

Although mathematically equivalent to equation (5.18a) when $\left\{r_{\kappa}\right\}=\left\{\tilde{r}_{\kappa}\right\}$, equation (5.18a) can be useful for examining the behaviour of the shifts at the minimum to ensure that they follow a normal distribution. Additionally, by shifting the data points according to equation (5.18b) and comparing them to theoretical predictions, one can better visualise the impact of correlated uncertainties 278. However, when dealing with multiplicative uncertainties, downward fluctuating data points get a smaller normalisation uncertainty [279]. Consequently, using equation (5.15) directly tends to give biased results. Various solutions to this problem have been proposed in the literature, for example by redefining the covariance matrix 280 .

Once an appropriate figure of merit has been established, the next step is to locate the global minimum in the parameter space defined by the PDF parameters $\left\{p_{i}\right\}$. Different groups use different methods to find the minimum depending on the number of free parameters involved. If the number of parameters is manageable, gradient-based methods are typically employed, one example being the variable metric one provided by the MINUIT package [281].

The neural-network based fits of the NNPDF collaboration, and especially its latest iteration NNPDF4.0 [208], use a modular architecture to set the features of the fit and optimise its performance. Foremost, fast fitting performance is achieved thanks to the use of customised stochastic gradient descent methods provided by the TensorFlow library $282 \mid 285$. Moreover, all aspects of the neural network PDF parametrisation and optimisation (such as neural net architecture, learning rates or minimisation algorithm) are selected through a separate hyperparameter optimisation procedure [283], to select the optimal methodology in the space of available models.

### 5.1.4 Error propagation

Reliable tools to estimate the uncertainty related to PDF is a key requirement of hadronic precision physics. We will now touch on two of the most common methods to evaluate PDF error: the Hessian method and the Monte Carlo method. Further discussion and additional techniques are available in the relevant literature [201,204, 286].

Hessian method. In the Hessian method the uncertainty for the fitted PDFs is obtained by studying the perturbations of the $\chi^{2}$ around its minimum under variations of the fitting parameters $\left\{p_{i}\right\}$. The uncertainty on the physical observables is then determined geometrically by considering the values computed using the perturbed parameters. Explicitly, consider $\tilde{\chi}^{2}$, the best-fit value for the figure-of-merit, the variations of the $\chi^{2}$ can be approximated as quadratic

$$
\begin{equation*}
\Delta \chi^{2} \equiv \chi^{2}-\tilde{\chi}^{2}=\sum_{i, j}^{N_{\text {par }}}\left(p_{i}-\tilde{p}_{i}\right) H_{i j}\left(p_{j}-\tilde{p}_{j}\right) . \tag{5.20}
\end{equation*}
$$

The uncertainty on an observable $\mathcal{F}$ that depends on PDFs can be calculated by linearly propagating the errors. This is done using the formula

$$
\begin{align*}
H_{i j} & \left.\equiv \frac{1}{2} \frac{\partial^{2} \chi^{2}}{\partial p_{i} \partial p_{j}}\right|_{\left\{p_{i}\right\}=\left\{\tilde{p}_{i}\right\}},  \tag{5.21a}\\
\sigma_{\mathcal{F}}^{2} & =T\left(\sum_{i, j} \frac{N_{\text {par }}}{} \frac{\partial \mathcal{F}}{\partial p_{i}}(H)_{i j}^{-1} \frac{\partial \mathcal{F}}{\partial p_{i}}\right), \tag{5.21b}
\end{align*}
$$

where $T=\sqrt{\Delta \chi^{2}}$ is the tolerance factor used to match the range of variation of fit parameters to the confidence interval associated with the PDF uncertainties.

In practice evaluating Eq. (5.21a) presents some difficulties since the partial derivatives of the observables with respect to the fit parameters are generally unknown and a numerical evaluation can prove unstable depending on the underlying features of the $\left.\chi^{2} \sqrt[204]\right]{ }$. Usually, this difficulty is circumvented simply by diagonalising the Hessian matrix [287,288], so the error on an observable $\mathcal{F}$ is given by

$$
\begin{equation*}
\sigma_{\mathcal{F}}^{2}=\frac{1}{2}\left(\sum_{i}^{N_{\mathrm{par}}}\left[\mathcal{F}\left(S_{i}^{+}\right)-\mathcal{F}\left(S_{i}^{-}\right)\right]\right)^{2} \tag{5.22}
\end{equation*}
$$

where $S^{ \pm}$are PDF set constructed along the eigenvector directions, displaced by the desired $\Delta \chi^{2}=T^{2}$ 。

The Monte Carlo method. The Monte Carlo (MC) method is a complementary method for determination of the PDF uncertainty, which is based on a MC procedure in the space of the experimental data. The method is designed to construct a faithful representation of the uncertainties present in the initial data without any assumption on their nature.

The first step in the MC method is the construction of an ensemble of $N_{\text {rep }}$ of artificial data replicas (dubbed pseudodata replicas) for every data point included in the fit, generated according to the probability distribution of the initial data. For a given experimental measurement of a generic observable $\mathcal{F}^{\text {exp }}$, characterised by a total uncorrelated uncertainty $\sigma^{\text {uncorr }}$ and $\kappa=1, \ldots N_{\text {corr }}$ correlated uncertainties $\sigma_{\kappa}^{\text {corr }}$, the artificial MC replicas $\mathcal{F}^{\text {art }, k}$ are constructed as 289 . Each of these set is then fitted on its own, building $N_{\text {rep }}$ equally probable PDF sets which reliably describe the probability density of PDF based on the original experimental errors. Then, the best estimate of the observable $\mathcal{F}$ are obtained as the average and the variance over the replica ensemble

$$
\begin{align*}
\langle\mathcal{F}\rangle & =\frac{1}{N_{\text {rep }}} \sum_{\ell=1}^{N_{\text {rep }}} \mathcal{F}^{\ell}  \tag{5.23}\\
\sigma_{\mathcal{F}}^{2} & =\frac{1}{N_{\text {rep }}-1} \sum_{\ell=1}^{N_{\text {rep }}}\left(\mathcal{F}^{\ell}-\left\langle\mathcal{F}^{\ell}\right\rangle\right)^{2} \tag{5.24}
\end{align*}
$$

where $\mathcal{F}^{\ell}$ denotes the theoretical predictions of the observable $\mathcal{F}$ evaluated with the PDF replica $\ell$.

In case of fully-consistent dataset, both the MC method and the Hessian method with $\Delta \chi^{2}=1$ are known to produce compatible results 290 and procedures to convert an Hessian set in a MC representation and vice versa are known in literature 291, 292

It is important to note that the term "PDF uncertainty" usually encompasses the experimental uncertainty associated with the data used to extract the PDF, as well as other potential methodological uncertainties. This leaves out theory uncertainty, for example in the form of missing higher-orders in fixed-order perturbation theory. In the past, the theory uncertainty was considered negligible compared to the experimental and methodological uncertainties. However, due to the abundance of highly precise data and the constant
methodological improvements, the theory uncertainty has become comparable to the PDF uncertainty in a significant range of $x$ and $Q^{2}$, and it will eventually become the most significant source of uncertainty.

In recent years, the consideration of these so-called Missing Higher Order Uncertainties (MHOUs), and how to estimate them, has received great attention 201, 293-296]. One method to solve this issue is using scale variations. This is well motivated by the renormalisation group invariance of physical observables and was already successfully implemented in an NLO PDF fit 294. However, it has been argued 295297 that difficulties arise is the arbitrary nature in the scale variation, as well as the choice of central scale as well as the effect of various classes of logarithms (e.g. small- $x$, mass threshold and leading large- $x$ contributions) present at higher orders. An alternative method to the above is to parametrise the missing higher orders with a set of nuisance parameters, using the available (albeit incomplete) current knowledge 277, 298.

### 5.1.5 PDF Parametrisation

On top of the lack of a closed form for PDFs from QCD first principles, it is well known that the determination of a set of arbitrary functions from a finite-size ensemble of sampling points does not admit a unique solution. Therefore, at the start of the PDF fitting process, it is necessary to adopt an ansatz at the initial scale $\mu_{0} \sim 1-2 \mathrm{GeV}$ to obtain a concrete solution. Although, every sufficiently smooth function would suffice and provide equivalent fitting results, in practice any specific choice may introduce an artificial bias. In general we can start from the expression

$$
\begin{equation*}
x f_{i}\left(x, \mu_{0}^{2}\right)=x^{\alpha_{i}}(1-x)^{\beta_{i}} F_{i}\left(x,\left\{p_{i}\right\}\right) \tag{5.25}
\end{equation*}
$$

where $F_{i}$ is a smooth function and the parameters $\alpha_{i}, \beta_{i}$ and $\left\{p_{i}\right\}$ are determined by the fit. This choice is motivated by the theoretical, non-perturbative expectation that PDFs should behave as a power law at asymptotic values of $x$ (see e.g. 299). In particular, the power behaviour at $x \rightarrow 0$ is predicted by Regge theory [300], whereas the behaviour at $x \rightarrow 0$ is constrained by quark counting rules $202,301,302,302$.

The parametrisation Eq. 5.25 is adopted for all the PDFs entering the fit, these usually include the gluon, $u, d, s$ quarks and their anti-quark counterparts, thus using seven independent PDFs. The heavier flavours are generated perturbatively by DGLAP evolution. Recently, fits including an intrinsic charm component, under the assumption that $c\left(x, Q_{0}^{2}\right)=\bar{c}\left(x, Q_{0}^{2}\right)$, have become available in literature 303 .

The form of $F_{i}\left(x,\left\{p_{i}\right\}\right)$ must be determined from the fit, but the specific choice for the interpolation function $F_{i}$ is not uniquely defined and several alternatives are common. The historically simplest one is to assume a polynomial or an exponential polynomial of $x$ or $\sqrt{x} \sqrt{304}$. Adding logarithms to the palette of elementary functions in $F_{i}$ has proven to be valuable to improve the fitting performance in the small-x region 66].

Finally, the NNPDF collaboration has adopted a substantially different approach by replacing $F_{i}$ with a collection of neural networks. This allows for great flexibility and lack of bias due to their redundancy [208, 305, 306]. Recently [307], the same framework has been used to remove the prefactor scaling appearing in Eq. (5.25), arguing for better fitting performance and further reduction of parametrisation bias across the entire $x$ range.

In conclusion, the number of free parameters to be determined in the fitting has important consequences on the minimisation strategies used by each collaboration. Moreover, large
parameters sets are prone to overfitting issues or, in general, to a higher computational cost in the figure-of-merit minimisation.

### 5.2 A quantum-statistics inspired model

In this section, we will present a PDF set based on an alternative parametrisation built around the principle of minimising the number of parametres and using physical arguments to model $F_{i}$ at the initial scale. In a sense, this can be thought as maximum-bias parametrisation.

### 5.2.1 Ab initio models of proton structure

Generally speaking a complete calculation of parton distributions distributions emerging from a bound-state system in a relativistic field theory is a complicated [308] and largely unsolved problem in QCD. Instead, we reinstate the naive parton model following the premises of Refs. $309-312$. That is, considering DIS in the infinite momentum frame of reference, the target nucleon has a simple structure and the motion of its constituents is sufficiently slowed down by the time dilatation effect that the incident lepton scatters instantaneously and incoherently off the partons. As far as the hard scattering interaction is concerned, the partons can be considered to be free particles in an ideal quantum gas characterised by an effective "temperature" $T$ and volume $V$. Thus the main idea of the model is to build the parametrisation of the PDFs out of Bose-Einstein and Fermi-Dirac Distributions, with the addition of ad hoc scaling factors to ensure the proton sum rules keep holding.

The number of parton in this system will be given by

$$
\begin{equation*}
N_{f}=\int f(E) \mathrm{d}^{3} k \tag{5.26}
\end{equation*}
$$

with $E$ being the energy of a given parton and $f$ the corresponding distribution

$$
\begin{equation*}
f(E)=\frac{g_{f} V}{(2 \pi)^{3}}\left[\mathrm{e}^{\frac{\left(E-\mu_{f}\right)}{T}} \pm 1\right]^{-1}, \tag{5.27}
\end{equation*}
$$

where the degeneracy coefficient $g_{f}$ is 6 for quarks and 16 for gluons. Similarly, quarks are assigned Fermi statistics with the + sign and gluon Bose statistics with - . We rewrite Eq. (5.26) as

$$
\begin{align*}
N_{f} & =\int f(E) \delta\left(E-\sqrt{k_{\mathrm{t}}^{2}+\left(k^{3}\right)^{2}+m_{f}^{2}}\right) \mathrm{d} E \mathrm{~d}^{2} k_{\mathrm{t}} \mathrm{~d} k^{(3)} \\
& =\int \tilde{f}\left(x, k_{\mathrm{t}}^{2}\right) \mathrm{d} x \mathrm{~d}^{2} k_{\mathrm{t}} \tag{5.28}
\end{align*}
$$

where $x=\frac{M}{2(k \cdot n)}$ is ratio between $M$ the nucleon mass and the momentum fraction of a given parton along the + -branch of the light-cone. In general, the distributions will still depend on the parton mass $m_{f}$ and transverse momentum $k_{\mathrm{t}} 313,314$, but for the purpose of this discussion we set these quantities to zero. Thus in this "longitudinal approximation" we redefine Eq. (5.27) as

$$
\begin{equation*}
f_{q}(x)=\frac{6 M V}{2(2 \pi)^{3}}\left[\mathrm{e}^{\frac{x-\mu_{q}^{\prime}}{\bar{x}}}+1\right]^{-1} \vartheta(x), \tag{5.29a}
\end{equation*}
$$

$$
\begin{equation*}
f_{g}(x)=\frac{16 M V}{2(2 \pi)^{3}}\left[\mathrm{e}^{\frac{x-\mu_{g}^{\prime}}{\bar{x}}}-1\right]^{-1} \vartheta(x) \tag{5.29b}
\end{equation*}
$$

where $\mu_{f}^{\prime}, \bar{x}$ are the chemical potential and temperature parametres, rescaled by the mass of the nucleon. From these expressions one could proceed in statistical determination of an "equilibrium" configuration of the nucleon by setting

$$
\begin{equation*}
\mu_{q}^{\prime}=-\mu_{\bar{q}}^{\prime}, \quad \mu_{g}=0 \tag{5.30}
\end{equation*}
$$

and enforcing the suitable sum rules. In the case of the proton, these read

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x\left[f_{u}(x)-f_{\bar{u}}(x)\right]=2  \tag{5.31a}\\
& \int_{0}^{1} \mathrm{~d} x\left[f_{d}(x)-f_{\bar{d}}(x)\right]=1  \tag{5.31b}\\
& \int_{0}^{1} \mathrm{~d} x \sum_{i} x f_{i}(x)=1 \tag{5.31c}
\end{align*}
$$

Finally, the four statistical parameters $V, \bar{x}, \mu_{u}^{\prime}, \mu_{d}^{\prime}$ can be determined by defining an appropriate entropy function for the model and maximising it 310,312 .

On the other hand, this rough modelling of the proton as an equilibrium system is clearly lacking as it does not account for QCD interactions and hard-wires the proton size to a fixed-volume, neglecting many finite-size corrections 311. To address this, we follow the deformation introduced in 315 and write

$$
\begin{equation*}
f(x)=\frac{A x^{b-1}}{\mathrm{e}^{\frac{x-\mu_{f}^{\prime}}{\bar{x}}} \pm 1} \tag{5.32}
\end{equation*}
$$

where we replaced the overall factor with a flavour insensitive normalisation and introduced a power suppression $(b>0)$, to ensure that the valence distribution $f_{q}-f_{\bar{q}}$ is vanishing in the $x \rightarrow 0$ limit, as motivated by Refs. [314. If instead of describing the unpolarised distributions we are interested in separating the distribution by helicity, we need to introduce more distributions and chemical potentials

$$
\begin{align*}
& h(x ; b, \bar{x}, X)=\frac{x^{b}}{\exp \left(\frac{x-X}{\bar{x}}\right)+1}, \\
& x f_{q \downarrow \downarrow}(x)=A X_{q}^{\uparrow \downarrow} h\left(x ; b, \bar{x}, X_{q}^{\uparrow \downarrow}\right),  \tag{5.33a}\\
& x f_{\bar{q} \downarrow}(x)=\bar{A} \frac{1}{X_{q}^{\text {® }}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\Downarrow}\right),  \tag{5.33b}\\
& \text { with } q \in\{u, d\}, \tag{5.33c}
\end{align*}
$$

The $X_{q}^{\downarrow}$ are the chemical potentials for each combination of flavour $(q)$ and helicity ( $\uparrow \downarrow$ ), the equilibrium condition Eq. (5.30) apply as $X_{\bar{q}}^{\uparrow}=-X_{q}^{\downarrow}$. Similarly the normalisation factors are modified in (5.33a) and (5.33b) to differentiate opposite helicities, and to reproduce the ordering in the polarised distributions

$$
\begin{equation*}
u^{\uparrow}>d^{\downarrow} \sim u^{\downarrow}>d^{\uparrow}, \tag{5.34}
\end{equation*}
$$

implied at equilibrium by the valence and momentum sum rules (5.31) and the defect in the Gottfried one 313,316]. Finally, the small- $x$ region is characterised by a rise of the gluon and sea-quark distributions governed by Regge theory [317] which is absent by construction in the expressions modelled thus far. To amend this issue, the authors of Ref. [313], introduce an additional universal term in the quark and antiquark distribution. Explicitly

$$
\begin{align*}
& x f_{(q, \overline{\bar{q}}}{ }^{\ddagger \downarrow}(x) \rightarrow x f_{(q, \overline{\bar{q}}}{ }^{\Downarrow \downarrow}(x)+\frac{\tilde{A} x^{\tilde{b}}}{\mathrm{e}^{x / \bar{x}}+1},  \tag{5.35a}\\
& x f_{g}(x)=\frac{A_{g} x^{b_{g}}}{\exp (x / \bar{x})-1} . \tag{5.35b}
\end{align*}
$$

This addition dominates the small- $x$ behaviour where the valence term vanishes. Moreover, at high-energy the quark sea and the gluon distribution must grow together due to the mixing of gluon and singlet sector from DGLAP evolution A.3. Thus if we expand for small $x$

$$
\begin{align*}
& x f_{(q, \bar{q})^{\Downarrow \vdash}}(x) \simeq \frac{\tilde{A}}{2} x^{\tilde{b}}+\mathcal{O}\left(x^{\tilde{b}+1}\right),  \tag{5.36a}\\
& x f_{g}(x) \simeq \frac{A_{g} \bar{x}}{2} x^{b_{g}-1}+\mathcal{O}\left(x^{b_{g}}\right), \tag{5.36b}
\end{align*}
$$

we can constrain $b_{g}=\tilde{b}+1$. All in all, the modifications we introduced in the distribution increase the number of free parametres from the original 4 to 12. From here one could follow the same approach of Ref. [311, 312] and try to constrain all of them with sum rules and state functions. Alternatively, one can use the same expression as an initial scale parametrisation for a PDF analysis, like it was attempted in Refs. [313, 318 320]. We will showcase our own attempt of performing this fit against the HERA dataset using the xfitter PDF infrastructure 321,322 .

### 5.2.2 Our QSPDF setup

We will now discuss an application of this model as a parametrisation for PDF, which we will call QSPDF along the lines of Ref. [319]. First we start by summarising the expression from the model together as

$$
\begin{align*}
& h(x ; b, \bar{x}, X)=\frac{x^{b}}{\exp \left(\frac{x-X}{\bar{x}}\right)+1}, \\
& x f_{q^{\Downarrow \downarrow}}\left(x, Q_{0}^{2}\right)=A X_{q}^{\uparrow \downarrow} h\left(x ; b, \bar{x}, X_{q}^{\uparrow \downarrow}\right)+\tilde{A} h(x ; \tilde{b}, \bar{x}, 0),  \tag{5.37a}\\
& x f_{\bar{q}^{\Downarrow}}\left(x, Q_{0}^{2}\right)=\bar{A} \frac{1}{X_{q}^{\Downarrow \uparrow}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\Downarrow \uparrow}\right)+\tilde{A} h(x ; \tilde{b}, \bar{x}, 0),  \tag{5.37b}\\
& \text { with } q \in\{u, d\}, \\
& x f_{g}\left(x, Q_{0}^{2}\right)=\frac{A_{g} x^{1+\tilde{b}}}{\exp (x / \bar{x})-1} . \tag{5.37c}
\end{align*}
$$

where $Q_{0}$ is the initial parametrisation scale. Since we are interested only in fitting unpolarised DIS data from HERA, we combine the spin-dependent distributions

$$
\begin{equation*}
f_{q}\left(x, Q_{0}^{2}\right)=f_{q^{\uparrow}}\left(x, Q_{0}^{2}\right)+f_{q^{\downarrow}}\left(x, Q_{0}^{2}\right), \tag{5.38}
\end{equation*}
$$

and then rewrite the unpolarised valence and sea contributions ( $q \in\{u, d\}$ )

$$
\begin{align*}
x f_{q_{v}}\left(x, Q_{0}^{2}\right) & =f_{q}\left(x, Q_{0}^{2}\right)-f_{\bar{q}}\left(x, Q_{0}^{2}\right) \\
& =A\left[X_{q}^{\uparrow} h\left(x ; b, \bar{x}, X_{q}^{\uparrow}\right)+X_{q}^{\downarrow} h\left(x ; b, \bar{x}, X_{q}^{\downarrow}\right)\right] \\
& -\bar{A}\left[\frac{1}{X_{q}^{\downarrow}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\downarrow}\right)+\frac{1}{X_{q}^{\uparrow}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\uparrow}\right)\right]  \tag{5.39a}\\
x f_{\bar{q}}\left(x, Q_{0}^{2}\right) & =\bar{A}\left[\frac{1}{X_{q}^{\downarrow}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\downarrow}\right)+\frac{1}{X_{q}^{\uparrow}} h\left(x ; \bar{b}, \bar{x},-X_{q}^{\uparrow}\right)\right] \\
& +2 \tilde{A} h(x ; \tilde{b}, \bar{x}, 0),  \tag{5.39b}\\
x f_{g}\left(x, Q_{0}^{2}\right) & =\frac{A_{g} x^{1+\tilde{b}}}{\exp (x / \bar{x})-1} . \tag{5.39c}
\end{align*}
$$

Given the limited power of the HERA dataset alone in resolving different parton flavours, we model the strange quark distribution as a fraction of the down one,

$$
\begin{equation*}
f_{s}\left(x, Q_{0}^{2}\right)=f_{\bar{s}}\left(x ; b, \bar{x}, X, Q_{0}^{2}\right)=\frac{\mathrm{f}_{s}}{1-\mathrm{f}_{s}} f_{\bar{d}}\left(x ; b, \bar{x}, X, Q_{0}^{2}\right), \tag{5.40}
\end{equation*}
$$

with $\mathrm{f}_{s}=0.4$, which is the same choice of the HERAPDF2.0 parametrisation.
In total, there are 12 parametres: $\left\{\bar{x}, A_{g}, A, \bar{A}, \tilde{A}, X_{u}^{\uparrow \downarrow}, X_{d}^{\uparrow \downarrow}, b, \bar{b}, \tilde{b}\right\}$. However, we choose to constrain $\bar{b}=b$. This has no intrinsic physical motivation but is consistent with previous tests of the parametrisation $\left[313 .{ }^{4}\right.$ Valence and momentum sum rules from Eqs. (5.31) allow to fix the normalisation parameters $\left\{A_{g}, A, \bar{A}\right\}$. Unlike other polynomial parametrisations, $A, \bar{A}$ are not multiplicative factors in the valence distributions. So, to fit we have to solve the system

$$
\begin{align*}
& \binom{2}{1}=\left(\begin{array}{cc}
K_{u} & \bar{K}_{u} \\
K_{d} & \bar{K}_{d}
\end{array}\right)\binom{A}{\bar{A}},  \tag{5.41}\\
& K_{q}=\int_{0}^{1} \mathrm{~d} x\left[C_{q}^{\uparrow} f\left(x ; b-1, X_{q}^{\uparrow}\right)+C_{q}^{\downarrow} f\left(x ; b-1, X_{q}^{\downarrow}\right)\right] \text {, }  \tag{5.42}\\
& \bar{K}_{q}=-\int_{0}^{1} \mathrm{~d} x\left[\bar{C}_{q}^{\uparrow} f\left(x ; \bar{b}-1,-X_{q}^{\downarrow}\right)+\bar{C}_{q}^{\downarrow} f\left(x ; \bar{b}-1, X_{q}^{\uparrow}\right)\right], \tag{5.43}
\end{align*}
$$

where the integrals $K_{q}, \bar{K}_{q}$ can be evaluated numerically at every step of the fitting process. This leaves only 8 free parameters to fit: $\left\{\bar{x}, \tilde{A}, X_{u}^{\uparrow}, X_{d}^{\uparrow}, b, \tilde{b}\right\}$.

Given that the model behind the formulation of the parametrisation does not account for QCD corrections, we perform our PDF analysis using NLO theory from APFEL 272. This choice is suitable for a proof-of-concept test and will be relaxed to study in greater detail the parametrisation in future work. We set the initial scale $Q_{0}^{2}=4 \mathrm{GeV}$, as suggested in Ref. 313. Consequently, the heavy flavours are accounted for using the FONLL-B scheme and with
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Figure 5.7. Benchmark fit between default HERAPDF2.0 NLO configuration red in xfitter and our settings blue.

Table 5.1. $\chi^{2}$ breakdown of the default HERAPDF2.0 NLO fit (left column) in xfitter and our settings (right column). We emphasise the improved description of NCep 920 with the latter.

| Dataset | HERAPDF20HERAPDF20 <br> Default- <br> NLO |  |
| :--- | :--- | :--- |
|  | QSsetting |  |
| HERA1+2 CCem | $54 / 42$ | $54 / 42$ |
| HERA1+2 NCep 820 | $68 / 70$ | $64 / 68$ |
| HERA1+2 NCep 460 | $217 / 204$ | $216 / 200$ |
| HERA1+2 NCep 920 | $439 / 377$ | $397 / 363$ |
| HERA1+2 CCep | $43 / 39$ | $45 / 39$ |
| HERA1+2 NCem | $222 / 159$ | $221 / 159$ |
| HERA1+2 NCep 575 | $219 / 254$ | $217 / 249$ |
| Correlated $\chi^{2}$ | 86 | 67 |
| Log penalty $\chi^{2}$ | +8.3 | -4.68 |
| Total $\chi^{2} /$ dof | $1357 / 1131$ | $1275 / 1106$ |
| $\chi^{2}$ p-value | 0.00 | 0.00 |



Figure 5.8. In blue the benchmark fit with the HERAPDF2.0 and in red the fit of QSPDF
the charm mass raised to $m_{\mathrm{ch}}=1.46 \mathrm{GeV}$ and threshold $t_{\mathrm{ch}}=2.0148 \mathrm{GeV}$. Moreover, this choice of $Q_{0}^{2}$ implies cutting out of the fitting data the $Q^{2}=3.5 \mathrm{GeV}$ bin, to avoid backward scale evolution. To assess the impact of this configuration, we perform a benchmark fit of the HERAPDF2.0 parametrisation and compare it against the output of the NLO analysis in Ref. [304]. The resulting valence, singlet and gluon distributions are plotted in Fig. 5.7, and are mostly in agreement. The uncertainty of the gluon PDF at small- $x$ the is enlarged with respect to HERAPDF2.0 due to the use of the Hessian representation for the uncertainty bands. Table 5.1 contains the $\chi^{2}$ contributions for both fits, showing overall comparable quality except for the Neutral Current 920 GeV bin, which is better fitted with our modified configuration.

### 5.2.3 Results

After clearing this validation stage, we proceeded to fit the QSPDF against the HERA DIS dataset. The resulting distributions are plotted together with the ones from the benchmark fit in Fig. 5.8. We observe that the QSPDF parametrisation produces smaller error bands. ${ }^{5}$ We summarise the $\chi^{2}$ performance of the fit in Tabs 5.2 and 5.3. The main observation is that the reduced $\chi^{2}$ of the QSPDF parametrisation is worse than the one of HERAPDF2.0. On the other hand, the former has a lower free parametres count than the latter, hinting

[^29]Table 5.2. $\chi^{2}$ breakdown for the benchmark fit with the HERAPDF2.0 (left) and QSPDF (right)

| Dataset | QSPDF | HERAPDF20 <br> QSsetting |
| :--- | :--- | :--- |
| HERA1+2 CCep | $59 / 39$ | $45 / 39$ |
| HERA1+2 CCem | $69 / 42$ | $54 / 42$ |
| HERA1+2 NCem | $229 / 159$ | $221 / 159$ |
| HERA1+2 NCep 820 | $71 / 68$ | $64 / 68$ |
| HERA1+2 NCep 920 | $468 / 363$ | $397 / 363$ |
| HERA1+2 NCep 460 | $231 / 200$ | $216 / 200$ |
| HERA1+2 NCep 575 | $235 / 249$ | $217 / 249$ |
| Correlated $\chi^{2}$ | 104 | 67 |
| Log penalty $\chi^{2}$ | -71.03 | -4.68 |
| Total $\chi^{2} /$ dof | $1397 / 1112$ | $1275 / 1106$ |
| $\chi^{2}$ p-value | 0.00 | 0.00 |

Table 5.3. Summary of the $\chi^{2}$ for the QSPDF and benchmark fit

|  | QSPDF | HERAPDF2.0 |
| :---: | :---: | :---: |
| \# param. | 8 | 14 |
| $\chi^{2} /$ D.O.F. | 1.26 | 1.15 |



Figure 5.9
at the possibility that the more constrained expressions of Eqs. (5.39) are able to model the HERA dataset just as well as a more general polynomial. In figure 5.9 b we show the $\bar{d}-\bar{u}$ distribution, highlighting that, unlike HERAPDF2.0, the QSPDF fit manages to reproduce, at least qualitatively, the correct flavour separation distribution using only from HERA data. This is likely a result of the stiffness of the parametrisation and the very small set of parameters shared by the PDFs. More flexible parametrisations usually fail to capture this feature without the input of data from $p p$ colliders. As an example, in figure 5.9a, we show the same flavour separation in the NLO sets from NNPDF3.0 $[292,323]$. We see that the HERA only fit in red does not capture the same shape of the full dataset, in blue, which contains additional input from LHC and other colliders ${ }^{6}$.

Finally, in table 5.4 we collect the best fit values from our fit and compare them with the values from a similar test carried out in Ref. 313. We recover a general agreement between the two. Moreover we observe that in both cases the "chemical potentials" reproduce the ordering

$$
\begin{equation*}
X_{u}^{\uparrow}>X_{d}^{\downarrow} \sim X_{u}^{\downarrow}>X_{d}^{\uparrow} \tag{5.44}
\end{equation*}
$$

matching the theoretical expectation of a flavour asymmetry in the sea quark distributions, with $\bar{d}$ bigger than $\bar{u}$, as a consequence of the Pauli principle 324 .

In conclusion, our NLO analysis of Parton Distribution Functions with the QSPDF parametrisation has led us to some interesting findings. We have shown that a custom parametrisation, inspired by physical arguments, can successfully be used to fit the proton content to an acceptable degree. Moreover, it can reproduce, at least partially, some flavour separation patterns in DIS data that are typically missed by more a flexible parametrisation. While our custom parametrisation did not achieve the same level of overall quality-of-fit

[^30]Table 5.4. Best fit parametres for the QSPDF, compared against the ones from the 2002 iteration of the model. The normalisation computed with the sum rules are marked in blue.

| Parameter | QSPDF | Ref. 313 |
| :---: | :---: | :---: |
| $A$ | 3.04 | 1.75 |
| $\bar{A}$ | 0.12 | 1.91 |
| $A_{g}$ | 33.52 | 14.28 |
| $\tilde{A}$ | $0.133 \pm 0.004$ | 0.083 |
| $X_{d}^{\uparrow}$ | $0.14 \pm 0.02$ | 0.23 |
| $X_{d}^{\downarrow}$ | $0.284 \pm 0.007$ | 0.302 |
| $X_{u}^{\uparrow}$ | $0.419 \pm 0.007$ | 0.461 |
| $X_{u}^{\downarrow}$ | $0.21 \pm 0.02$ | 0.298 |
| $b=\bar{b}$ | $0.52 \pm 0.01$ | 0.41 |
| $\tilde{b}=b_{g}-1$ | $-0.173 \pm 0.003$ | -0.253 |
| $\bar{x}$ | $0.092 \pm 0.001$ | 0.099 |

as the benchmark parametrisation, our results suggest that it is a promising avenue for further exploration, perhaps starting by including higher order theory inputs and more data from other experiments. Overall, our study highlights the opportunity of considering physical motivations when developing a parametrisation for Parton Distribution Functions, and we hope that our findings will inspire further investigation into the development of more physically motivated models.

## Conclusions and outlook

At the conclusion of this thesis, we recap the main results of the work presented. In chapter 2, we presented a generalisation of the HELL resummation formalism for triple differential distributions based on 30,31 . We showcased a phenomenological application to heavy quark pair production at the LHC and presented predictions in both the kinematical variables of a single final-state quark or the entire outbound pair. These results are of great interest as they form a basis for repeating the same resummation study to other LHC processes, chiefly Drell-Yan. For future work, this new resummation framework allows to include resummed theory predictions in PDF determination software. This would allow to leverage a wealth of LHC data to perform the analysis of [64,325] with more data to constrain the small- $x$ gluon.

In chapter 3 we proposed a possible strategy to achieve NLL $x$ resummation in coefficient functions. So far, complications in NLO off-shell computation for our case study of Higgs-induced DIS prevented us to come to a definitive answer. Hopefully, some of the issue highlighted in the chapter can be resolved with an improved implementation of the computation and leveraging a similar computation from Ref. [102].

A study of the Higgs $p_{\mathrm{t}}$ spectrum in $H W^{+}$associate production under a jet veto was presented in chapter 4, using the RadISH framework and $q_{\mathrm{t}}$-subtraction to build a NNLO fixed order prediction. We complemented the latter to account for resummation of NNLL logarithms of the jet veto, as well as linear power corrections in $p_{\mathrm{t} H W}$. We found that both these effects account for correction around $1 \sim 2 \%$ between the resummed computation and its fixed-order counterpart. Furthermore, a natural follow-up would be to repeat the same combination of NNLL resummation and $q_{\mathrm{t}}$ subtraction using fixed-order NNLO predictions instead of NLO ones. This would result in the first determination of the Higgs $p_{\mathrm{t}}$ for this process at N3LO.

Finally in chapter 5, we introduced a simple Parton Distribution Function parametrisation (QSPDF) based on quantum-statistical arguments on the proton structure. We validated this proposal with a fit against the HERA dataset using NLO QCD theory. We find that, ceteris paribus, the fit quality is slightly worse than the one of the general HERAPDF2.0 parametrisation we picked as a benchmark. Instead, the highly constrained form of QSPDF manages to produce the correct shape in the flavour separation of $f_{\bar{u}}(x)-f_{\bar{d}}(x)$ using only HERA data, which more flexible and unbiased PDF parametrisations do not capture without extra input from LHC data. This initial success motivates further test of the QSPDF parametrisation, starting with a fit using NNLO theory. An interesting opportunity to investigate is to perform a fit of QSPDF using resummed NNLO+NLLx theory. Indeed, since the physical argument at the core of the parametrisation holds true especially in the high- $x$ region, the most accurate treatment possible of low- $x$ data may allow to put its performance to a strict test.

## Appendices

## Appendix A

## Useful formulae

## A. 1 Kinematics of NLO radiative corrections

In this appendix we expand the computation in section 1.2.1. We start by writing the amplitude for the real emission in figure 1.1 b

$$
\begin{equation*}
\mathcal{A}_{\mathrm{R}}=\mathcal{M}(p-k) \frac{\not p-\nless}{(p-k)^{2}}\left(g_{s} t^{a} \gamma^{\mu}\right) \epsilon_{\mu}^{a}(k) u(p) \tag{A.1}
\end{equation*}
$$

The kinematics of the extra emission can be written with a Sudakov parametrisation

$$
\begin{align*}
k & =(1-z) p_{1}+k_{\mathrm{t}}+z_{2} p_{2}  \tag{A.2a}\\
p_{1,2} & =\frac{\sqrt{S}}{2}(1, \overrightarrow{0}, \pm 1)  \tag{A.2b}\\
k_{\mathrm{t}} & =(0, \vec{k}, 0) \tag{A.2c}
\end{align*}
$$

So, we can recast the gluon phase space as

$$
\begin{align*}
\frac{\mathrm{d}^{3} k}{2 E_{k}(2 \pi)^{3}} & =\frac{\mathrm{d} \mathbf{k}}{2(2 \pi)^{3}} \frac{\mathrm{~d} z}{1-z}  \tag{A.3}\\
z_{2} & =\frac{|\vec{k}|^{2}}{2(1-z)\left(p_{1} \cdot p_{2}\right)}  \tag{A.4}\\
(p-k)^{2} & =\frac{\vec{k}^{2}}{1-z} \tag{A.5}
\end{align*}
$$

To highlight the singularity structure in A.1), we rewrite it using Eqs. A.2 (excluding $\alpha_{s}$ and the colour algebra) and keep only the singular part for $k_{\mathrm{t}}{ }^{2} \rightarrow 0$. This gives

$$
\begin{align*}
\mathcal{A}_{\mathrm{R}} & =\mathcal{M}(p-k) \frac{z \not k-\not k_{\mathrm{t}}}{\vec{k}^{2}} \gamma^{\mu} u(p) \epsilon_{\mu}(k) \\
& =\mathcal{M}(p-k) \frac{-2 z k_{\mathrm{t}}^{\mu}-(1-z) \not k_{t} \gamma^{\mu}}{\vec{k}^{2}} u(p) \epsilon_{\mu}(k), \tag{A.6}
\end{align*}
$$

where we have taken advantage of the gauge and on shell conditions $k^{\mu} \epsilon_{\mu}(k)=0$ and $\not p u(p)=0$. We see that the collinear singularity in A.6, $\frac{1}{|\vec{k}|}$, is weaker than what first
appeared in Eq. A.1,$\frac{1}{|\vec{k}|}$. After taking the modulus squared and the sum over the final state polarisations, we apply the phase space integral and the coupling plus colour factor $\left(4 \pi \alpha_{s} C_{F}\right)$ to get the cross section

$$
\begin{equation*}
\hat{\sigma}_{1 R}=\frac{\alpha_{s} C_{F}}{2 \pi} \int_{0}^{\infty} \int_{0}^{1} \frac{\mathrm{~d} \vec{k}^{2}}{\vec{k}^{2}} \mathrm{~d} z \hat{\sigma}_{0}(z p) \frac{1+z^{2}}{1-z} \tag{A.7}
\end{equation*}
$$

This last expression contains a double singularity in the soft and collinear limit. Naturally, this should not be the case in a renormalisable field theory due to the Kinoshita-Lee-Nauenberg theorem 326. At this simple level, we can even enforce the cancellation without explicitly computing the virtual part $\hat{\sigma}_{1 V}$. As the quark current is conserved the total combination of the quark emitting a gluon with momentum fraction $1-z$ plus the one of having no emission at all must be 1

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z\left[\frac{C_{F} \alpha_{s}}{2 \pi} \frac{1+x^{2}}{1-x}+\delta(1-z)(1+A)\right]=1 \tag{A.8}
\end{equation*}
$$

where the $A \delta(1-z)$ term represents the double divergent term from the virtual correction and allows us to symbolically write in collinear limit

$$
\begin{equation*}
\hat{\sigma}_{1 V}=-\frac{\alpha_{s} C_{F}}{2 \pi} \hat{\sigma}_{0}(p) \int_{0}^{\infty} \int_{0}^{1} \frac{\mathrm{~d} \vec{k}^{2}}{\vec{k}^{2}} \mathrm{~d} z \delta(1-z) \frac{1+z^{2}}{1-z} \tag{A.9}
\end{equation*}
$$

and combine them into

$$
\begin{equation*}
\hat{\sigma}_{1}=\frac{\alpha_{s} C_{F}}{2 \pi} \int\left(\frac{1+z^{2}}{1-z}\right)_{+} \hat{\sigma}_{0}(z p) \ln \left(\frac{Q^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right) \mathrm{d} z \tag{A.10}
\end{equation*}
$$

Eq. A. 10 is now finite in the soft limit (but not in the collinear one!) and we introduced the + -distribution $[f(z)]_{+}$, which we define next, for compactness.

## A. 2 The plus-distribution

Consider $f\left(z ; z_{0}\right)$ is an arbitrary function of $z \in(0,1)$ that diverges at $z_{0}$ like $\left(z-z_{0}\right)^{-a}$ with $a<2$ or less. We define the + -distribution as

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z\left[f\left(z ; z_{0}\right)\right]_{+} g(z)=\int_{0}^{1} \mathrm{~d} z f\left(z ; z_{0}\right)\left[g(z)-g\left(z_{0}\right)\right] \tag{A.11}
\end{equation*}
$$

so that for any function $g(z)$ regular in $z_{0}$. The subtraction of the $f\left(z ; z_{0}\right) g\left(z_{0}\right)$ in the integral ensures it remains finite.

If $g(z)$ is regular, we also have the following identities then

$$
\begin{align*}
& {\left[g(z) f\left(z ; z_{0}\right)\right]_{+}=g(z)\left[f\left(z ; z_{0}\right)\right]_{+}-\delta\left(z-z_{0}\right) \int_{0}^{1} d y g(y)\left[f\left(y ; z_{0}\right)\right]_{+}}  \tag{A.12}\\
& g(z)\left[f\left(z ; z_{0}\right)\right]_{+}=g\left(z_{0}\right)\left[f\left(z ; z_{0}\right)\right]_{+}+\left[g(z)-g\left(z_{0}\right)\right]_{+} f\left(z ; z_{0}\right) \tag{A.13}
\end{align*}
$$

In the last term of second line, the plus distribution is redundant as $g(z)-g\left(z_{0}\right)$ regularises $f\left(z ; z_{0}\right)$.

## A. 3 Evolution basis and DGLAP kernels

These objects, as we have seen in our simple example, are computable in perturbation theory as

$$
\begin{equation*}
P_{i j}\left(x, \alpha_{s}\right)=\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{2 \pi}\right)^{n} P_{i j}^{(n-1)}(x), \tag{A.14}
\end{equation*}
$$

with the lowest order splittings given by ref. 23]

$$
\begin{align*}
& P_{q q}^{(0)}(z)=C_{F}\left(\frac{1+z^{2}}{1-z}\right)_{+}  \tag{A.15a}\\
& P_{q g}^{(0)}(z)=T_{F}\left[z^{2}+\left(1-z^{2}\right)\right],  \tag{A.15b}\\
& P_{g q}^{(0)}(z)=C_{F} \frac{1+(1-z)^{2}}{z},  \tag{A.15c}\\
& P_{g g}^{(0)}(z)=2 C_{A}\left[\frac{z}{(1-z)_{+}}+\frac{1-z}{z}+z(1-z)+\left(\frac{11}{12}-\frac{n_{f}}{2 C_{A}}\right) \delta(1-z)\right] . \tag{A.15d}
\end{align*}
$$

The next-to-leading order (2-loop) splitting functions have been computed long ago 27,327 , and the 3-loop ones have been known for a while 328,329 some impressive progress towards the computation of next-to-next-to-next-to-leading order (4-loop) splitting functions has been made 330,331 , and even some partial results at 5 loops have been reported 332 .

We stress that the beyond leading order the splitting functions of different quark flavors will not have the same expression. For this reason the parton distributions and their respective splitting functions are usually rewritten in terms of singlet $(\Sigma)$ and non-singlet $\left(V_{i}, T_{3}, T_{8}, T_{15}, T_{24}, T_{35}\right)$.

$$
\begin{align*}
\Sigma\left(x, \mu_{F}^{2}\right) & =\sum_{i=\{u, d, s, c, b, t\}} f_{i}^{+}\left(x, \mu_{F}^{2}\right)  \tag{A.16a}\\
V_{i}\left(x, \mu_{F}^{2}\right) & =f_{q_{i}}^{-}\left(x, \mu_{F}^{2}\right)  \tag{A.16b}\\
T_{3}\left(x, \mu_{F}^{2}\right) & =f_{u}^{+}\left(x, \mu_{F}^{2}\right)-f_{d}^{+}\left(x, \mu_{F}^{2}\right)  \tag{A.16c}\\
T_{8}\left(x, \mu_{F}^{2}\right) & =f_{u}^{+}\left(x, \mu_{F}^{2}\right)+f_{d}^{+}\left(x, \mu_{F}^{2}\right)-2 f_{s}^{+}\left(x, \mu_{F}^{2}\right)  \tag{A.16d}\\
T_{15}\left(x, \mu_{F}^{2}\right) & =f_{u}^{+}\left(x, \mu_{F}^{2}\right)+f_{d}^{+}\left(x, \mu_{F}^{2}\right)+f_{s}^{+}\left(x, \mu_{F}^{2}\right)-3 f_{c}^{+}\left(x, \mu_{F}^{2}\right)  \tag{A.16e}\\
T_{24}\left(x, \mu_{F}^{2}\right) & =f_{u}^{+}\left(x, \mu_{F}^{2}\right)+f_{d}^{+}\left(x, \mu_{F}^{2}\right)+f_{s}^{+}\left(x, \mu_{F}^{2}\right)+f_{c}^{+}\left(x, \mu_{F}^{2}\right)-4 f_{b}^{+}\left(x, \mu_{F}^{2}\right),  \tag{A.16f}\\
T_{35}\left(x, \mu_{F}^{2}\right) & =f_{u}^{+}\left(x, \mu_{F}^{2}\right)+f_{d}^{+}\left(x, \mu_{F}^{2}\right)+f_{s}^{+}\left(x, \mu_{F}^{2}\right) \\
& +f_{c}^{+}\left(x, \mu_{F}^{2}\right)+f_{b}^{+}\left(x, \mu_{F}^{2}\right)-5 f_{t}^{+}\left(x, \mu_{F}^{2}\right) \tag{A.16g}
\end{align*}
$$

where for any flavor $f_{i}^{ \pm}\left(x, \mu_{F}^{2}\right)=f_{q_{i}}\left(x, \mu_{F}^{2}\right) \pm f_{\bar{q}_{i}}\left(x, \mu_{F}^{2}\right)$. All these objects except $\Sigma$ evolve independently of one another with its own equation like 1.25 . The singlet DGLAP evolution instead is coupled to the gluon distribution, as all quark flavors interact with gluons in the same fashion,

$$
\mu_{F}^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu_{F}^{2}}\binom{\Sigma\left(x, \mu_{F}^{2}\right)}{g\left(x, \mu_{F}^{2}\right)}=\int_{x}^{1} \frac{\mathrm{~d} z}{z}\left(\begin{array}{cc}
P_{q q}\left(\frac{x}{z}, \alpha_{s}\left(\mu_{F}^{2}\right)\right) & 2 n_{f} P_{q g}\left(\frac{x}{z}, \alpha_{s}\left(\mu_{F}^{2}\right)\right)  \tag{A.17}\\
P_{g q}\left(\frac{x}{z}, \alpha_{s}\left(\mu_{F}^{2}\right)\right) & P_{g g}\left(\frac{x}{z}, \alpha_{s}\left(\mu_{F}^{2}\right)\right)
\end{array}\right)\binom{\Sigma\left(z, \mu_{F}^{2}\right)}{g\left(z, \mu_{F}^{2}\right)}
$$

## A. 4 Mellin transforms

In this appendix we give the definition of the Mellin Transform used troughout the thesis. We begin from the definition

$$
\begin{equation*}
f(N) \equiv \int_{0}^{1} \mathrm{~d} x x^{N-1} f(x), \tag{A.18}
\end{equation*}
$$

which is effectively a Laplace transform after a change of variable $x=\mathrm{e}^{-t}$. Its inverse is given by

$$
\begin{equation*}
f(x)=\int_{C-i \infty}^{C+i \infty} \frac{\mathrm{~d} N}{2 \pi i} x^{-(N+1)} f(N) \tag{A.19}
\end{equation*}
$$

as long as the coefficient $C$ is such that the integration path lies beyond the rightmost pole of $f(N)$.

This transform maps logarithms of $x$ into poles of $N$

$$
\int_{0}^{1} \mathrm{~d} x x^{N-1} \frac{\log ^{k-1}(x)}{x}=\frac{(-1)^{k-1}(k-1)!}{(N-1)^{k}}
$$

Additionally it has the property of factorising integral of the form

$$
\begin{equation*}
h(x)=\int_{x}^{1} \frac{\mathrm{~d}}{z} f\left(\frac{x}{z}\right) g(z) \rightarrow h(N)=f(N) g(N) . \tag{A.20}
\end{equation*}
$$

## Appendix B

## Heavy-quarks and small- $x$

This appendix contains more details on the computation for the triple-differential resummation of coefficient functions and its application to heavy-quark pair production.

## B. 1 All partonic channels

In the resummed expression Eq. (2.19) the key ingredient is the evolution function in $x$ space. This object is obtained in HELL as the inverse Mellin transform of Eq. (2.16a) and is a distribution. Indeed, the zeroth order term in the $\alpha_{s}$-power expansion of $U\left(N, Q^{2} \xi, \mu_{F}^{2}\right)$ is just 1 , whose inverse Mellin is $\delta(1-x)$. For convenience, we choose to manipulate this piece separately

$$
\begin{equation*}
U\left(N, Q^{2} \xi, \mu_{F}^{2}\right)=1+U_{\mathrm{reg}}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \Leftrightarrow U\left(x, Q^{2} \xi, \mu_{F}^{2}\right)=\delta(1-x)+U_{\mathrm{reg}}\left(x, Q^{2} \xi, \mu_{F}^{2}\right) \tag{B.1}
\end{equation*}
$$

where $U_{\text {reg }}$ contain the rest of the inverse Mellin transform and is just a function.
There are some subtleties when taking the $\xi$-derivative in Eq. (2.14). First, a factor $\theta(\xi)$ must be introduced in the definition, $U\left(N, Q^{2} \xi, \mu_{F}^{2}\right)=\theta(\xi)\left[1+U_{\mathrm{reg}}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)\right]$. In principle this makes no difference since $Q^{2} \xi=\mathbf{k}^{2}$ is positive defined. Then, the derivative yields

$$
\begin{align*}
U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) & =\delta(\xi)+\delta(\xi) U_{\mathrm{reg}}\left(N, 0, \mu_{F}^{2}\right)+\theta(\xi) U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \\
& =\delta(\xi)-\delta(\xi) \int_{0}^{\frac{\mu_{F}^{2}}{Q^{2}}} \mathrm{~d} \xi^{\prime} U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi^{\prime}, \mu_{F}^{2}\right)+\theta(\xi) U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \\
& =\delta(\xi)+\left[U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)\right]_{+} \tag{B.2}
\end{align*}
$$

where in the second step we have used the fact that $U_{\text {reg }}\left(N, \mu_{F}^{2}, \mu_{F}^{2}\right)=0$. The lone $\delta(\xi)$ term can be interpreted as an undisturbed gluon, that remains on-shell and does not emit extra radiation. This indeed corresponds to the term subtracted in the quark contribution to the unintegrated PDF, Eq. (2.14).

The introduction of the plus distribution is actually redundant as $U_{\mathrm{reg}}\left(N, 0, \mu_{F}^{2}\right)$ appearing in the first line of Eq. (B.2) is finite. More precisely, $U\left(N, 0, \mu_{F}^{2}\right)$ vanishes by construction in Eq. 2.16a, then we have $U_{\text {reg }}\left(N, 0, \mu_{F}^{2}\right)=-1$, corresponding in $x$-space to

$$
\begin{equation*}
U_{\mathrm{reg}}\left(x, 0, \mu_{F}^{2}\right)=-\delta(1-x) \tag{B.3}
\end{equation*}
$$

When this occurs, the first two terms in the first line of Eq. ( $\overline{\mathrm{B} .2)}$ would cancel, simplifying the expression to $U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)=U_{\text {reg }}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)$ which is what we would have obtained if we hadn't introduced the $\theta$ function in the first place. This, however, negates the physical distinction between the no-emission contribution $\delta(\xi)$ and the other contribution $U_{\text {reg }}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)$. This is clearly undesirable, and may hint at a problem in the construction of the evolution function.

One crucial observation about this issue is that the $\xi \rightarrow 0$ limit of $U_{\text {reg }}^{\prime}$, Eq. B.3), is localised at large $x$. But the evolution function at large $x$ is constructed to resum large logarithmic contributions at small $x$ and is not necessarily accurate away from there. As a matter of fact, the function $U_{\text {reg }}\left(x, Q^{2} \xi, \mu_{F}^{2}\right)$ (and thus its $\xi$-derivative) are multiplied by a damping factor function of the form $(1-x)^{a}$ at large $x$ (we use $a=2$ in the code). With this modification the evolution function satisfies the condition

$$
\begin{equation*}
U_{\mathrm{reg}}\left(x=1, Q^{2} \xi, \mu_{F}^{2}\right)=0 \tag{B.4}
\end{equation*}
$$

for any value of $\xi$, including $\xi=0$. In this way, we obtain $U_{\text {reg }}\left(x, 0, \mu_{F}^{2}\right)=0$ and thus $U_{\text {reg }}\left(N, 0, \mu_{F}^{2}\right)=0$, implying that the second term in the first line of Eq. (B.2) vanishes, thus giving

$$
\begin{align*}
& U^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)=\delta(\xi)+U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) \\
& \quad \Leftrightarrow U^{\prime}\left(x, Q^{2} \xi, \mu_{F}^{2}\right)=\delta(\xi) \delta(1-x)+U_{\mathrm{reg}}^{\prime}\left(x, Q^{2} \xi, \mu_{F}^{2}\right) \tag{B.5}
\end{align*}
$$

In other words the plus distribution is rendered ineffective by the addition of the damping. Indeed, this relation was verified by making sure that the integral of $U_{\mathrm{reg}}^{\prime}\left(x, Q^{2} \xi, \mu_{F}^{2}\right)$ from zero to $\mu_{F}^{2} / Q^{2}$ is vanishing for all values of $x$.

Coming back to the coefficient function, the unintegrated PDF Eq. (2.14) can be rewritten using Eq. (B.5) as

$$
\begin{equation*}
\mathcal{F}_{g}(N, \xi)=\left[U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right)+\delta(\xi)\right] f_{g}\left(N, \mu_{F}^{2}\right)+\frac{C_{F}}{C_{A}} U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) f_{q}\left(N, \mu_{F}^{2}\right) . \tag{B.6}
\end{equation*}
$$

In this last equation, the $\delta(\xi)$ contribution represents again the (on-shell) gluon that does not emit extra radiation, and thus produces no logarithms. It coincides with the fixed-order contribution, and it also reproduces the on-shell result. The other term, $U_{\mathrm{reg}}^{\prime}$, is the term containing at least one emission, and thus at least one small- $x$ log.

Starting from Eq. (B.6) and proceeding as in section 2.2.2, we can write the coefficient function including the quark contributions as well. We obtain the following expressions

$$
\begin{align*}
\frac{\mathrm{d} C_{g g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times\left[U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}, Q^{2} \xi_{1}, \mu_{F}^{2}\right)+\delta\left(\xi_{1}\right) \delta\left(1-\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}\right)\right] \\
& \times\left[U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}, Q^{2} \xi_{2}, \mu_{F}^{2}\right)+\delta\left(\xi_{2}\right) \delta\left(1-\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}\right)\right], \tag{B.7a}
\end{align*}
$$

$$
\begin{align*}
\frac{\mathrm{d} C_{q g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\frac{C_{F}}{C_{A}} \int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) \\
& \times\left[U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}, Q^{2} \xi_{2}, \mu_{F}^{2}\right)+\delta\left(\xi_{2}\right) \delta\left(1-\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}\right)\right],  \tag{B.7b}\\
\frac{\mathrm{d} C_{g q}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right)= & \frac{C_{F}}{C_{A}} \int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times\left[U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}, Q^{2} \xi_{1}, \mu_{F}^{2}\right)+\delta\left(\xi_{1}\right) \delta\left(1-\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}\right)\right] \\
& \times U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}, Q^{2} \xi_{2}, \mu_{F}^{2}\right),  \tag{B.7c}\\
\frac{\mathrm{d} C_{q q}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\left(\frac{C_{F}}{C_{A}}\right)^{2} \int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{\frac{1}{x}}{\frac{1}{x}} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}, Q^{2} \xi_{2}, \mu_{F}^{2}\right) . \tag{B.7d}
\end{align*}
$$

These results can be written in a more compact form as

$$
\begin{align*}
\frac{\mathrm{d} C_{g g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}} & =\frac{\mathrm{d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}+\frac{\mathrm{d} C_{\mathrm{aux}}+}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}+\frac{\mathrm{d} C_{\mathrm{aux}-}}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}+\frac{\mathrm{dC}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, 0,0, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}\right)  \tag{B.8a}\\
\frac{\mathrm{d} C_{q g}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}} & =\frac{C_{F}}{C_{A}}\left[\frac{\mathrm{~d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}+\frac{\mathrm{d} C_{\mathrm{aux}}+}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\right]  \tag{B.8b}\\
\frac{\mathrm{d} C_{g q}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}} & =\frac{C_{F}}{C_{A}}\left[\frac{\mathrm{~d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}+\frac{\mathrm{d} C_{\mathrm{aux}}-}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\right]  \tag{B.8c}\\
\frac{\mathrm{d} C_{q q}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}} & =\left(\frac{C_{F}}{C_{A}}\right)^{2} \frac{\mathrm{~d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}} \tag{B.8d}
\end{align*}
$$

having defined

$$
\begin{align*}
\frac{\mathrm{d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{dC}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}, Q^{2} \xi_{1}, \mu_{F}^{2}\right) U_{\mathrm{reg}}^{\prime}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}, Q^{2} \xi_{2}, \mu_{F}^{2}\right) \tag{B.9}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d} C_{\mathrm{aux} \pm}}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi \int_{x}^{1} \frac{\mathrm{~d} z}{z} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi, 0, Q^{2}, y \pm \frac{1}{2} \log \frac{z}{x}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times U_{\mathrm{reg}}^{\prime}\left(\frac{x}{z}, Q^{2} \xi, \mu_{F}^{2}\right), \tag{B.10}
\end{align*}
$$

in the last equation we leveraged the symmetry $\xi_{1} \leftrightarrow \xi_{2}$ of the off-shell coefficient. So the resummed expressions for all channels are written in terms of a "regular" resummed coefficient and two simpler "auxiliary" functions ${ }^{1}$ each defined in terms of integrals over ordinary functions (and thus easy to implement numerically). The dependence of the $g g$ coefficient function on the on-shell limit of the off-shell coefficient is present; however, in practical applications, this contribution is subtracted when matching the resummed result to a fixed-order computation, making it unnecessary.

It is worth noting that the auxiliary functions are derived by considering one of the incoming gluons to be on-shell. As a result, these functions represent a contribution where resummation, achieved through $k_{\mathrm{t}}$-factorisation, acts on a single initial state parton, while the other parton follows the standard collinear factorisation. This bears resemblance to the hybrid factorisation discussed in previous works (Refs. $80,81,108,333,335$ ) used to describe forward production. We believe that our auxiliary contribution captures similar resummed contributions obtained from the hybrid factorisation. However, there might be some differences due to the distinct approaches to resummation, which we plan to investigate in future research.

## B. 2 Matching to fixed order

The resummed expression given by equation Eq. B.7) captures only the small-x logarithms. However, when utilising this result for phenomenological purposes, it must be matched with a fixed-order calculation. To do so, we must expand the resummed expression in powers of $\alpha_{s}$ up to a certain order, subtract this expansion, and substitute it with the precise fixed-order result at the corresponding order.

Expanding the $\alpha_{s}$ from the integrand of Eq. B.7) requires some care. First, the off-shell coefficient function is needed only at the lowest non-trivial order to achieve LL accuracy, so the entire expansion actually comes from the evolutor. Let us consider the expansion of $U_{\text {reg }}$ for starters. It is straightforward to see that the expansion contains powers of $\log \xi$ from Eqs. 2.16a and 2.16c .

$$
\begin{align*}
U_{\mathrm{reg}}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) & =\alpha_{s}\left(\mu_{F}^{2}\right) \gamma_{0}(N) \log \frac{Q^{2} \xi}{\mu_{F}^{2}} \\
& +\alpha_{s}^{2}\left(\mu_{F}^{2}\right)\left[\gamma_{1}(N) \log \frac{Q^{2} \xi}{\mu_{F}^{2}}+\frac{1}{2} \gamma_{0}(N)\left(\gamma_{0}(N)-\beta_{0}\right) \log ^{2} \frac{Q^{2} \xi}{\mu_{F}^{2}}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right), \tag{B.11}
\end{align*}
$$

leveraging the expansion $\gamma\left(N, \alpha_{s}\right)=\alpha_{s} \gamma_{0}+\alpha_{s}^{2} \gamma_{1}+\mathcal{O}\left(\alpha_{s}^{3}\right)$ for the resummed anomalous dimension from 32,63 . Logarithms in the form $\log ^{k} \xi / \xi$ emerge after taking the $\xi$-derivative and clearly divergent when $\xi \rightarrow 0$. Thus, we need a regularisation procedure.

[^31]To do so, we return to Eq. (B.2 and recall that the evolutor derivative also involves a plus distribution of $U_{\text {reg }}^{\prime}$. At the resummed level the plus distribution is ineffective because to all orders $U_{\text {reg }}^{\prime}\left(N, 0, \mu_{F}^{2}\right)=0$, which does not hold in true order by order in $\alpha_{s}$, and so keeping it into account becomes mandatory.

With a slight abuse in Eq. (B.11), we can still write the first couple of orders of the expansion of $U_{\text {reg }}^{\prime}$,

$$
\begin{align*}
U_{\mathrm{reg}}^{\prime}\left(N, Q^{2} \xi, \mu_{F}^{2}\right) & =\alpha_{s}\left(\mu_{F}^{2}\right) \gamma_{0}(N)\left(\frac{1}{\xi}\right)_{+} \\
& +\alpha_{s}^{2}\left(\mu_{F}^{2}\right)\left[\gamma_{1}(N)\left(\frac{1}{\xi}\right)_{+}+\gamma_{0}(N)\left(\gamma_{0}(N)-\beta_{0}\right)\left(\frac{\log \frac{Q^{2} \xi}{\mu_{F}^{2}}}{\xi}\right)_{+}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right) \tag{B.12}
\end{align*}
$$

or, in $x$ space,

$$
\begin{align*}
U_{\mathrm{reg}}^{\prime}\left(x, Q^{2} \xi, \mu_{F}^{2}\right) & =\alpha_{s}\left(\mu_{F}^{2}\right) P_{0}(x)\left(\frac{1}{\xi}\right)_{+} \\
& +\alpha_{s}^{2}\left(\mu_{F}^{2}\right)\left[P_{1}(x)\left(\frac{1}{\xi}\right)_{+}+\left(P_{00}(x)-\beta_{0} P_{0}(x)\right)\left(\frac{\log \frac{Q^{2} \xi}{\mu_{F}}}{\xi}\right)_{+}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right), \tag{B.13}
\end{align*}
$$

with $P_{00}(x)$ being the Mellin convolution of two $P_{0}$ 's and using the expansion $P\left(x, \alpha_{s}\right)=$ $\alpha_{s} P_{0}(x)+\alpha_{s}^{2} P_{1}(x)+\mathcal{O}\left(\alpha_{s}^{3}\right)$ (the inverse Mellin transform of the resummed anomalous dimension $\left.\gamma\left(N, \alpha_{s}\right)\right)$.

Substituting into Eq. (B.9) and Eq. B.10) we get the expansion of the resummed result up to relative $\mathcal{O}\left(\alpha_{s}^{2}\right)$,

$$
\begin{align*}
\frac{\mathrm{d} C_{\mathrm{reg}}}{\mathrm{~d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi_{1} \int_{0}^{\infty} \mathrm{d} \xi_{2} \int_{x}^{1} \frac{\mathrm{~d} z}{z} \int_{-\frac{1}{2} \log \frac{z}{x}}^{\frac{1}{2} \log \frac{z}{x}} \mathrm{~d} \bar{\eta} \\
& \times \frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, y-\bar{\eta}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times\left[\alpha_{s}^{2}\left(\mu_{F}^{2}\right)\left(\frac{1}{\xi_{1}}\right)_{+}\left(\frac{1}{\xi_{2}}\right)_{+} P_{0}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{\bar{\eta}}\right) P_{0}\left(\sqrt{\frac{x}{z}} \mathrm{e}^{-\bar{\eta}}\right)\right] \\
& +\mathcal{O}\left(\alpha_{s}^{3}\right),  \tag{B.14}\\
\frac{\mathrm{d} C_{\mathrm{aux} \pm}}{\mathrm{d} Q^{2} \mathrm{~d} y \mathrm{~d} q_{\mathrm{t}}^{2}}\left(x, Q^{2}, y, q_{\mathrm{t}}^{2}, \alpha_{s}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{\infty} \mathrm{d} \xi \int_{x}^{1} \frac{\mathrm{~d} z}{z} \frac{\mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi, 0, Q^{2}, y \pm \frac{1}{2} \log \frac{z}{x}, q_{\mathrm{t}}^{2}, \alpha_{s}\right) \\
& \times\left\{\alpha_{s}\left(\mu_{F}^{2}\right) P_{0}\left(\frac{x}{z}\right)\left(\frac{1}{\xi}\right)_{+}+\alpha_{s}^{2}\left(\mu_{F}^{2}\right)\left[P_{1}\left(\frac{x}{z}\right)\left(\frac{1}{\xi}\right)_{+}\right.\right. \\
& \left.\left.+\left(P_{00}\left(\frac{x}{z}\right)-\beta_{0} P_{0}\left(\frac{x}{z}\right)\right)\left(\frac{\log \frac{Q^{2} \xi}{\mu_{F}^{2}}}{\xi}\right)_{+}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right)\right\}, \tag{B.15}
\end{align*}
$$

which can be assembled into the expansions of the coefficient function in Eq. (B.8).

## B. 3 The off-shell coefficient function

This Appendix gives a detailed overview of the off-shell coefficient function for heavy-quark pair production. Consider the LO partonic subprocess

$$
\begin{equation*}
g^{*}\left(k_{1}\right)+g^{*}\left(k_{2}\right) \rightarrow Q\left(p_{3}\right)+\bar{Q}\left(p_{4}\right) . \tag{B.16}
\end{equation*}
$$

where $Q$ and $\bar{Q}$ are the two heavy quarks of mass $m$. We parametrise the momenta as

$$
\begin{align*}
& k_{1}=x_{1} p_{1}+\vec{k}_{1}  \tag{B.17a}\\
& k_{2}=x_{2} p_{2}+\vec{k}_{2}  \tag{B.17b}\\
& p_{3}=z_{1} x_{1} p_{1}+z_{2} x_{2} p_{2}+\vec{p}  \tag{B.17c}\\
& p_{4}=\left(1-z_{1}\right) x_{1} p_{1}+\left(1-z_{2}\right) x_{2} p_{2}+\vec{k}_{1}+\vec{k}_{2}-\vec{p} \tag{B.17d}
\end{align*}
$$

where, in the collider centre-of-mass frame, the protons momenta are $p_{1,2}=\frac{\sqrt{S}}{2}(1,0,0, \pm 1)$.
This setup already accounts for momentum conservation, and implicitly picks the reference frame of the laboratory. There are 7 initial-state parameters $\left(s, x_{1}, x_{2}, \vec{k}_{1}, \vec{k}_{2}\right)$ and 4 final-state parameters $\left(z_{1}, z_{2}, \vec{p}\right)$. While there are two on-shell conditions,

$$
\begin{align*}
& m^{2}=p_{3}^{2}=z_{1} z_{2} x_{1} x_{2} S-|\vec{p}|^{2}  \tag{B.18a}\\
& m^{2}=p_{4}^{2}=\left(1-z_{1}\right)\left(1-z_{2}\right) x_{1} x_{2} S-\left|\vec{k}_{1}+\vec{k}_{2}-\vec{p}\right|^{2} \tag{B.18b}
\end{align*}
$$

setting the squared momenta $p_{3}^{2}$ and $p_{4}^{2}$ to the same mass $m^{2}$, leaves three independent parameters rather than two.

The partonic off-shell coefficient function is computed in the "partonic" reference frame, as if the two incoming gluons were on shell, or simply $\vec{k}_{1}=\vec{k}_{2}=0$. Thus, the partonic frame is related to the collider one by a longitudinal boost

$$
\begin{equation*}
\bar{\eta}=\frac{1}{2} \log \frac{x_{1}}{x_{2}} \tag{B.19}
\end{equation*}
$$

In this frame, the partonic coefficient can only depend on $x_{1}, x_{2}$ and $s$ through the product $x_{1} x_{2} s$. Moreover we can freely integrate over one azimuthal angle, as long as we assume unpolarised protons. Thus the coefficient can only depend on 4 out of the 7 initial-state parameters, which we pick as

$$
\begin{align*}
z & \equiv \frac{Q^{2}}{x_{1} x_{2} s},  \tag{B.20a}\\
\xi_{1} & \equiv \frac{\left|\vec{k}_{1}\right|^{2}}{Q^{2}},  \tag{B.20b}\\
\xi_{2} & \equiv \frac{\left|\vec{k}_{2}\right|^{2}}{Q^{2}}  \tag{B.20c}\\
\varphi & \equiv \text { angle between } \vec{k}_{1} \text { and } \vec{k}_{2} . \tag{B.20d}
\end{align*}
$$

Here, $Q^{2}$ is a stand in for "the hard scale", of the final state. We set $Q^{2}=q^{2}$, where $q$ is the momentum of the distribution we want to produce. For example, to study the kinematics of the heavy-quark pair, we set $q=p+\bar{p}$ and $Q^{2}$ is the squared invariant mass of the pair,
while for the single heavy quark then $q=p$ and $Q^{2}=m^{2}$. Observe that that $x_{1} x_{2} s$ does not coincide with $\hat{s}=\left(k_{1}+k_{2}\right)^{2}=x_{1} x_{2} s-\left|\vec{k}_{1}+\vec{k}_{2}\right|^{2}$, as long as the gluon have a transverse component. Instead, the full partonic centre-of-mass energy $\hat{s}$ with the off-shell gluons is

$$
\begin{equation*}
\hat{s}=Q^{2}\left[\frac{1}{z}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right] \tag{B.21}
\end{equation*}
$$

which reduces to the usual expression $\hat{s}=Q^{2} / z$ when the gluons are on shell.

## B. 4 Kinematics for the single quark

Here we consider the differential distribution in the kinematics of one of the final-state heavy quarks. We pick the heavy quark of momentum $p$, but the process is symmetric so the procedures applies equally to the antiquark $\bar{p}$

$$
\begin{align*}
Q^{2} & \equiv p^{2}=z_{1} z_{2} x_{1} x_{2} s-|\mathbf{p}|^{2}=m^{2}  \tag{B.22a}\\
\eta & \equiv \frac{1}{2} \log \frac{p^{0}+p^{3}}{p^{0}-p^{3}}-\bar{\eta}=\frac{1}{2} \log \frac{z_{1}}{z_{2}}  \tag{B.22b}\\
\hat{p}_{\mathrm{t}}^{2} & \equiv \frac{\mathbf{p}^{2}}{Q^{2}}=\frac{\mathbf{p}^{2}}{m^{2}}  \tag{B.22c}\\
\vartheta & =\text { angle between } \mathbf{p} \text { and } \vec{k}_{1}+\vec{k}_{2} \tag{B.22d}
\end{align*}
$$

Because $Q^{2}=m^{2}$ is fixed, the most differential distribution ${ }^{2}$ we are interested in is $\left(p_{\mathrm{t}}^{2}=\right.$ $\hat{p}_{\mathrm{t}}^{2} Q^{2}$ )

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} \eta \mathrm{~d} p_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, m^{2}, \eta, \hat{p}_{\mathrm{t}}^{2}\right) \tag{B.23}
\end{equation*}
$$

which is integrated over $\vartheta$ and averaged over $\varphi$.
Let us consider the phase space. The two-body phase space is given by

$$
\begin{align*}
\mathrm{d} \phi_{2}\left(k_{1}+k_{2} ; p, \bar{p}\right) & =\theta\left(\hat{s}-4 m^{2}\right) \frac{\mathrm{d}^{4} p}{(2 \pi)^{3}} \frac{\mathrm{~d}^{4} \bar{p}}{(2 \pi)^{3}} \delta\left(p^{2}-m^{2}\right) \\
& \delta\left(\bar{p}^{2}-m^{2}\right)(2 \pi)^{4} \delta^{(4)}\left(k_{1}+k_{2}-p-\bar{p}\right) \theta\left(p^{0}\right) \theta\left(\bar{p}^{0}\right) \\
& =\theta\left(\hat{s}-4 m^{2}\right) \frac{\mathrm{d}^{4} p}{4 \pi^{2}} \delta\left(p^{2}-m^{2}\right) \delta\left(\left(k_{1}+k_{2}-p\right)^{2}-m^{2}\right) \theta\left(p^{0}\right) \theta\left(k_{1}^{0}+k_{2}^{0}-p^{0}\right) \tag{B.24}
\end{align*}
$$

with $\hat{s}=\left(k_{1}+k_{2}\right)^{2}$. We need to express this phase space in terms of the new variables. The variable $\hat{s}$ is given in Eq. B.21), the integration element can be written as

$$
\begin{equation*}
\mathrm{d}^{4} p=\frac{Q^{2}}{4} \mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} \hat{p}_{\mathrm{t}}^{2} \mathrm{~d} \vartheta \tag{B.25}
\end{equation*}
$$

and the antiquark momentum squared is

$$
\bar{p}^{2}=\left(k_{1}+k_{2}-p\right)^{2}
$$

[^32]\[

$$
\begin{align*}
& =\left(1-z_{1}\right)\left(1-z_{2}\right) x_{1} x_{2} s-\left|\vec{k}_{1}+\vec{k}_{2}-\mathbf{p}\right|^{2} \\
& =Q^{2}\left[1+\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right. \\
& \left.\quad+2 \sqrt{\left(\xi_{1}+\xi_{2}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right) \hat{p}_{\mathrm{t}}^{2}} \cos \vartheta\right] \tag{B.26}
\end{align*}
$$
\]

where we have used the inverse relations

$$
\begin{equation*}
z_{1}=\sqrt{z\left(1+\hat{p}_{\mathrm{t}}^{2}\right)} \mathrm{e}^{\eta}, \quad z_{2}=\sqrt{z\left(1+\hat{p}_{\mathrm{t}}^{2}\right)} \mathrm{e}^{-\eta} \tag{B.27}
\end{equation*}
$$

The conditions imposed by the two theta functions in the energies translate easily into conditions on $z_{1}$ and $z_{2}$ that depend on $x_{1}$ and $x_{2}$, namely $z_{1} x_{1}+z_{2} x_{2} \geq 0$ and $\left(1-z_{1}\right) x_{1}+$ $\left(1-z_{2}\right) x_{2} \geq 0$. From the on-shell conditions Eq. B.18) we also know that $z_{1} z_{2} x_{1} x_{2} \geq 0$ and $\left(1-z_{1}\right)\left(1-z_{2}\right) x_{1} x_{2} \geq 0$. Because $x_{1}$ and $x_{2}$ are positive, it follows that $z_{1}$ and $z_{2}$ satisfy the conditions $0 \leq z_{1,2} \leq 1$, that translate into

$$
\begin{equation*}
z\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \leq \mathrm{e}^{-2|\eta|} \tag{B.28}
\end{equation*}
$$

After the trivial integration over $Q^{2}$, the phase space can thus be recast as

$$
\begin{align*}
\mathrm{d} \phi_{2} & =\theta\left(\frac{1}{z}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi-4\right) \theta\left(\frac{1}{z}-\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \mathrm{e}^{2|\eta|}\right) \frac{1}{16 \pi^{2}} \mathrm{~d} \eta \mathrm{~d} \hat{p}_{\mathrm{t}}^{2} \mathrm{~d} \vartheta  \tag{B.29}\\
& \times \delta\left(\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)\right. \\
& \left.-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi+2 \sqrt{\left(\xi_{1}+\xi_{2}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right) \hat{p}_{\mathrm{t}}^{2}} \cos \vartheta\right)
\end{align*}
$$

To simplify the notation, we introduce the function

$$
\begin{equation*}
\xi\left(\xi_{1}, \xi_{2}, \varphi\right)=\xi_{1}+\xi_{2}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi=\left|\vec{k}_{1}+\vec{k}_{2}\right|^{2} \tag{B.30}
\end{equation*}
$$

and simply write $\xi$ without arguments for short. Putting everything together we have

$$
\begin{align*}
\frac{Q^{2} \mathrm{~d} \mathcal{C}}{\mathrm{~d} \eta \mathrm{~d} p_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, m^{2}, \eta, \hat{p}_{\mathrm{t}}^{2}\right)= & \sigma_{0} \frac{1}{2} \int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} \int \frac{\mathrm{~d} \phi_{2}}{\mathrm{~d} \eta \mathrm{~d} \hat{p}_{\mathrm{t}}^{2}}|\mathcal{M}|^{2}  \tag{B.31}\\
= & \frac{\sigma_{0}}{32 \pi^{2}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} \theta\left(\frac{1}{z}-\xi-4\right) \theta\left(\frac{1}{z}-\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \mathrm{e}^{2|\eta|}\right) \int_{0}^{2 \pi} \mathrm{~d} \vartheta|\mathcal{M}|^{2} \\
& \times \delta\left(\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)-\xi+2 \sqrt{\xi \hat{p}_{\mathrm{t}}^{2}} \cos \vartheta\right)
\end{align*}
$$

where in the first line $1 / 2$ is the flux factor, $\sigma_{0}=16 \pi^{2} \alpha_{s}^{2} / Q^{2}$ and the $1 / 2 \pi$ comes from the average over $\varphi$. The matrix element squared $|\mathcal{M}|^{2}$ is given in Appendix B. 6 .

It is most convenient to use the $\delta$ function to integrate over $\vartheta$, as all other variables appear at least quadratically. The fact that $|\cos \vartheta| \leq 1$ produces the constraint

$$
\begin{equation*}
\left|\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)-\xi\right| \leq 2 \sqrt{\xi \hat{p}_{\mathrm{t}}^{2}} \tag{B.32}
\end{equation*}
$$

We then get

$$
\begin{align*}
& \frac{Q^{2} \mathrm{~d} \mathcal{C}}{\mathrm{~d} \eta \mathrm{~d} p_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, m^{2}, \eta, \hat{p}_{\mathrm{t}}^{2}\right)=\frac{\sigma_{0}}{32 \pi^{2}} \int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} \theta\left(\frac{1}{z}-\xi-4\right) \theta\left(\frac{1}{z}-\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \mathrm{e}^{2|\eta|}\right) \\
& \times \theta\left(2 \sqrt{\xi \hat{p}_{\mathrm{t}}^{2}}-\left|\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)-\xi\right|\right) \\
& \times \frac{|\mathcal{M}|_{\vartheta=\bar{\vartheta}}^{2}+|\mathcal{M}|_{\vartheta=2 \pi-\bar{\vartheta}}^{2}}{\sqrt{4 \xi \hat{p}_{\mathrm{t}}^{2}-\left(\frac{1}{z}-\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)-\xi\right)^{2}}},  \tag{B.33}\\
& \bar{\vartheta}=\cos ^{-1} \frac{\xi-\frac{1}{z}+\sqrt{\frac{1+\hat{p}_{\mathrm{t}}^{2}}{z}}}{2 \sqrt{\xi \hat{p}_{\mathrm{t}}^{2}}}\left(\mathrm{e}^{\eta}+\mathrm{e}^{-\eta}\right)  \tag{B.34}\\
& 2
\end{align*} \quad 0 \leq \vartheta \leq \pi . \quad . \quad .
$$

The theta functions in Eq. B.33 may prove troublesome from a numerical point of view. Indeed, if used as "if" conditions that set the integrand to zero when the theta functions are zero, the numerical integration may become inaccurate. It is much more convenient to translate them into integration limits of some variable. To do so, we define

$$
\begin{equation*}
X=\frac{1}{\sqrt{z}} \geq 1 \tag{B.35}
\end{equation*}
$$

so that the constraint imposed by the three theta functions become

$$
\begin{align*}
& X \geq \sqrt{4+\xi}  \tag{B.36a}\\
& X \geq \sqrt{1+\hat{p}_{\mathrm{t}}^{2}} \mathrm{e}^{|\eta|}  \tag{B.36b}\\
& -2 \sqrt{\xi} \hat{p}_{\mathrm{t}} \leq-X^{2}+2 B X+\xi \leq 2 \sqrt{\xi} \hat{p}_{\mathrm{t}}, \quad B \equiv \sqrt{1+\hat{p}_{\mathrm{t}}^{2}} \cosh \eta \geq 1 \tag{B.36c}
\end{align*}
$$

Focussing on $\xi$, we may write

$$
\begin{align*}
& \xi \leq X^{2}-4  \tag{B.37a}\\
& \xi+2 \hat{p}_{\mathrm{t}} \sqrt{\xi}+2 B X-X^{2} \geq 0  \tag{B.37b}\\
& \xi-2 \hat{p}_{\mathrm{t}} \sqrt{\xi}+2 B X-X^{2} \leq 0 \tag{B.37c}
\end{align*}
$$

The functions $\xi \pm 2 \hat{p}_{\mathrm{t}} \sqrt{\xi}+2 B X-X^{2}$ represent two parabolae in $\sqrt{\xi}$ with centres (minima) in $\sqrt{\xi}=\mp \hat{p}_{\mathrm{t}}$, at which they both equal $-\hat{p}_{\mathrm{t}}^{2}+2 B X-X^{2}$. If this value is positive, there is no solution to the system, so we have the condition

$$
\begin{equation*}
\hat{p}_{\mathrm{t}}^{2}-2 B X+X^{2} \geq 0 \tag{B.38}
\end{equation*}
$$

that represents an equation for the other variables to be taken into account later, together with Eq. B.36b). Under this condition, the solution of the inequalities Eq. (B.37b), B.37c) is the region between the two right solution of the second inequality and the largest between the right solution of the first and the left solution of the second, which are identical but have opposite sign. Thus we get

$$
\begin{equation*}
\left|\left|\hat{p}_{\mathrm{t}}-\sqrt{\hat{p}_{\mathrm{t}}^{2}-2 B X+X^{2}}\right| \leq \sqrt{\xi} \leq \hat{p}_{\mathrm{t}}+\sqrt{\hat{p}_{\mathrm{t}}^{2}-2 B X+X^{2}}\right. \tag{B.39}
\end{equation*}
$$

The other condition Eq. B.37a) is always automatically satisfied. Indeed, we can prove that

$$
\begin{equation*}
\sqrt{X^{2}-4} \geq \hat{p}_{\mathrm{t}}+\sqrt{\hat{p}_{\mathrm{t}}^{2}-2 B X+X^{2}} \tag{B.40}
\end{equation*}
$$

for all meaningful values of $X$ (namely values for which the square roots are real). Indeed this condition can be manipulated to

$$
\begin{equation*}
\left(B^{2}-\hat{p}_{\mathrm{t}}^{2}\right) X^{2}-4 B X+4\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \geq 0 \tag{B.41}
\end{equation*}
$$

which is always satisfied because the minimum of the quadratic function, located at $X=$ $2 B /\left(B^{2}-\hat{p}_{\mathrm{t}}^{2}\right)$, is always non-negative. Indeed the minimum is proportional to $B^{2}-1-\hat{p}_{\mathrm{t}}^{2}$ which is non-negative because $B^{2} \geq 1+\hat{p}_{\mathrm{t}}^{2}$. Therefore, Eq. (B.39) is the complete condition on $\xi$.

We now focus on the other variables, that must satisfy the inequalities Eq. (B.36b) and (B.38). Let us focus on Eq. (B.38), solving it for $X$. The parabola $X^{2}-2 B X+\hat{p}_{\mathrm{t}}^{2}$ has a minimum in $X=B$ where it equals $\hat{p}_{\mathrm{t}}^{2}-B^{2}$. This is always negative, as by construction $B^{2} \geq 1+\hat{p}_{\mathrm{t}}^{2}>\hat{p}_{\mathrm{t}}^{2}$. Therefore, there are two separate solutions, $X \geq B+\sqrt{B^{2}-\hat{p}_{\mathrm{t}}^{2}}$ and $X \leq B-\sqrt{B^{2}-\hat{p}_{\mathrm{t}}^{2}}$. However, since we always have

$$
\begin{equation*}
\sqrt{1+\hat{p}_{\mathrm{t}}^{2}} \mathrm{e}^{|\eta|} \geq B \tag{B.42}
\end{equation*}
$$

the second solution is not compatible with Eq. B.36b), and it is therefore forbidden. We are thus left with the condition

$$
\begin{equation*}
X \geq B+\sqrt{B^{2}-\hat{p}_{\mathrm{t}}^{2}} \geq B+1 \geq 2 \tag{B.43}
\end{equation*}
$$

together with Eq. B.36b). We can show that Eq. B.36b is always compatible with Eq. (B.43). Indeed the inequality

$$
\begin{equation*}
B+\sqrt{B^{2}-\hat{p}_{\mathrm{t}}^{2}} \geq \sqrt{1+\hat{p}_{\mathrm{t}}^{2}} \mathrm{e}^{|\eta|} \tag{B.44}
\end{equation*}
$$

holds because we can manipulate it into

$$
\begin{equation*}
\sqrt{B^{2}-\hat{p}_{\mathrm{t}}^{2}} \geq \sqrt{1+\hat{p}_{\mathrm{t}}^{2}}\left(\mathrm{e}^{|\eta|}-\cosh \eta\right)=\sqrt{1+\hat{p}_{\mathrm{t}}^{2}} \sinh |\eta| \tag{B.45}
\end{equation*}
$$

and then, squaring both sides (which are both positive) and rearranging,

$$
\begin{equation*}
\left(1+\hat{p}_{\mathrm{t}}^{2}\right)\left(\cosh ^{2}|\eta|-\sinh ^{2}|\eta|\right)-\hat{p}_{\mathrm{t}}^{2} \geq 0 \quad \Rightarrow \quad 1+\hat{p}_{\mathrm{t}}^{2}-\hat{p}_{\mathrm{t}}^{2} \geq 0 \tag{B.46}
\end{equation*}
$$

which is clearly true. In conclusion, $X$ satisfies only the inequality Eq. (B.43) which automatically encodes all the others.

It is useful to mention also the conditions on the kinematic limits of the on-shell resummed coefficient, as well as on the integration variables defining the resummed result. From Eq. (B.9), recalling that the first argument of the evolution function is a momentum fraction and is thus smaller than 1, we obtain the condition $x / z \leq \mathrm{e}^{-2|\bar{\eta}| \text {. Similarly, from Eq. B.28) }}$ we also have $z\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \leq \mathrm{e}^{-2|\eta|}$. From the product of the two inequalities, we obtain the condition

$$
\begin{equation*}
A^{2} \equiv x\left(1+\hat{p}_{\mathrm{t}}^{2}\right) \leq \mathrm{e}^{-2|\eta|-2|\bar{\eta}|} \leq \mathrm{e}^{-2|\eta+\bar{\eta}|}=\mathrm{e}^{-2|y|} . \tag{B.47}
\end{equation*}
$$

The condition $A \leq \mathrm{e}^{-|y|}$, with $A \equiv \sqrt{x\left(1+\hat{p}_{\mathrm{t}}^{2}\right)}$, represents a constraint on the arguments of the on-shell coefficient function. However, this is not the most stringent one. Indeed, looking at the first inequality, we can derive the integration range of $\bar{\eta}$, which is given by

$$
\begin{equation*}
\frac{A \mathrm{e}^{y}-x \hat{p}_{\mathrm{t}}^{2}}{1-A \mathrm{e}^{-y}} \leq \mathrm{e}^{2 \bar{\eta}} \leq \frac{1-A \mathrm{e}^{y}}{A \mathrm{e}^{-y}-x \hat{p}_{\mathrm{t}}^{2}} \tag{B.48}
\end{equation*}
$$

For this range to be non-trivial, the upper limit must be larger than the lower limit, leading to the condition

$$
\begin{equation*}
\mathrm{e}^{|y|} \leq \frac{1+x \hat{p}_{\mathrm{t}}^{2}}{2 A}+\sqrt{\frac{\left(1+x \hat{p}_{\mathrm{t}}^{2}\right)^{2}}{4 A^{2}}-1} \tag{B.49}
\end{equation*}
$$

which is smaller than $1 / \mathrm{A}$ in the region where the square root exists, given by the condition $\hat{p}_{\mathrm{t}}^{2} \leq \frac{1-2 \sqrt{x}}{x}$ or, equivalently,

$$
\begin{equation*}
x \leq\left(\frac{\sqrt{1+\hat{p}_{\mathrm{t}}^{2}}-1}{\hat{p}_{\mathrm{t}}^{2}}\right)^{2} \leq \frac{1}{4} \tag{B.50}
\end{equation*}
$$

To conclude, we recall that the matrix element squared that we will present in appendix B. 6 must be expressed in terms of the variables defined here. To achieve this, we need to express $z_{1}, z_{2}$ in terms of $\hat{p}_{\mathrm{t}}, \eta$ through Eq. (B.27), and to write the product $\vec{k}_{2} \cdot \mathbf{p}$ appearing in Eqs. (B.81c and (B.81d) as

$$
\begin{equation*}
\frac{\vec{k}_{2} \cdot \mathbf{p}}{Q^{2}}=\sqrt{\xi_{2} \hat{p}_{\mathrm{t}}^{2}} \cos \left(\vartheta+\varphi^{\prime}\right) \tag{B.51}
\end{equation*}
$$

where $\varphi^{\prime}$ is the angle of $\vec{k}_{1}+\vec{k}_{2}$ with respect to $\vec{k}_{2}$, which can be computed from the Cartesian representation (aligning the $x$ axis along $\vec{k}_{2}$ )

$$
\begin{equation*}
\mathbf{q}=\binom{|\mathbf{q}| \cos \varphi^{\prime}}{|\mathbf{q}| \sin \varphi^{\prime}}=\binom{\left|\vec{k}_{2}\right|+\left|\vec{k}_{1}\right| \cos \varphi}{\left|\vec{k}_{1}\right| \sin \varphi} \tag{B.52}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\sin \varphi^{\prime}=\frac{\sqrt{\xi_{1}} \sin \varphi}{\sqrt{\hat{q}_{\mathrm{t}}^{2}}} \quad \cos \varphi^{\prime}=\frac{\sqrt{\xi_{2}}+\sqrt{\xi_{1}} \cos \varphi}{\sqrt{\hat{q}_{\mathrm{t}}^{2}}} \tag{B.53}
\end{equation*}
$$

which gives the result

$$
\varphi^{\prime}= \begin{cases}\cos ^{-1}\left(\frac{\sqrt{\xi_{2}}+\sqrt{\xi_{1}} \cos \varphi}{\sqrt{\hat{q}_{\mathrm{t}}^{2}}}\right) & \text { if } \sin \varphi \geq 0  \tag{B.54}\\ 2 \pi-\cos ^{-1}\left(\frac{\sqrt{\xi_{2}}+\sqrt{\xi_{1}} \cos \varphi}{\sqrt{\hat{q}_{\mathrm{t}}^{2}}}\right) & \text { if } \sin \varphi<0\end{cases}
$$

## B. 5 Kinematics for the pair

We now consider the heavy-quark pair as a fictitious intermediate state, with momentum

$$
q \equiv p+\bar{p}
$$

$$
\begin{array}{ll}
\equiv \alpha_{1} x_{1} P_{1}+\alpha_{2} x_{2} P_{2}+\mathbf{q} & \text { (generic parametrisation) } \\
=k_{1}+k_{2} & \text { (momentum conservation) } \\
=x_{1} P_{1}+x_{2} P_{2}+\vec{k}_{1}+\vec{k}_{2}, & \tag{B.55}
\end{array}
$$

where by momentum conservation $\alpha_{1}=\alpha_{2}=1$ and $\mathbf{q}=\vec{k}_{1}+\vec{k}_{2}$. For this intermediate state, we introduce the variables ${ }^{3}$

$$
\begin{align*}
Q^{2} & \equiv q^{2}=\alpha_{1} \alpha_{2} x_{1} x_{2} s-|\mathbf{q}|^{2}=x_{1} x_{2} s-\left|\vec{k}_{1}+\vec{k}_{2}\right|^{2}=\left(k_{1}+k_{2}\right)^{2} \equiv \hat{s}  \tag{B.56a}\\
\eta & \equiv \frac{1}{2} \log \frac{q^{0}+q^{3}}{q^{0}-q^{3}}-\bar{\eta}=\frac{1}{2} \log \frac{\alpha_{1}}{\alpha_{2}}=0 \quad \text { (rapidity of } q \text { in the partonic frame) }  \tag{B.56b}\\
\hat{q}_{\mathrm{t}}^{2} & \equiv \frac{\mathbf{q}^{2}}{Q^{2}}=\frac{\left|\vec{k}_{1}+\vec{k}_{2}\right|^{2}}{Q^{2}}  \tag{B.56c}\\
\psi & \equiv \text { angle between } \mathbf{q} \text { and } \vec{k}_{1}+\vec{k}_{2}=0 \tag{B.56d}
\end{align*}
$$

Our goal is to compute the parton-level off-shell coefficient function $\left(q_{\mathrm{t}}^{2}=\hat{q}_{\mathrm{t}}^{2} Q^{2}\right)$

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2}}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \eta, \hat{q}_{\mathrm{t}}^{2}\right) \tag{B.57}
\end{equation*}
$$

which is integrated over $\psi$ and averaged over $\varphi$.
Let us consider the phase space. The two-body phase space of the two final-state heavy quarks can be factorised into the phase space of the pair and its "decay" as

$$
\begin{equation*}
\mathrm{d} \phi_{2}\left(k_{1}+k_{2} ; p, \bar{p}\right)=\theta\left(\hat{s}-4 m^{2}\right) \int_{4 m^{2}}^{\hat{s}} \frac{\mathrm{~d} q^{2}}{2 \pi} \mathrm{~d} \phi_{1}\left(k_{1}+k_{2} ; q\right) \mathrm{d} \phi_{2}(q ; p, \bar{p}) \tag{B.58}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{d} \phi_{1}\left(k_{1}+k_{2} ; q\right) & =\frac{\mathrm{d}^{4} q}{(2 \pi)^{3}} \delta\left(q^{2}-\hat{s}\right)(2 \pi)^{4} \delta^{(4)}\left(k_{1}+k_{2}-q\right) \\
& =2 \pi \mathrm{~d}^{4} q \delta\left(q^{2}-\hat{s}\right) \delta^{(4)}\left(k_{1}+k_{2}-q\right) \tag{B.59}
\end{align*}
$$

with $\hat{s}=\left(k_{1}+k_{2}\right)^{2}$ the invariant mass of the pair, and

$$
\begin{equation*}
\mathrm{d} \phi_{2}(q ; p, \bar{p})=\frac{\mathrm{d}^{4} p}{(2 \pi)^{3}} \frac{\mathrm{~d}^{4} \bar{p}}{(2 \pi)^{3}} \delta\left(p^{2}-m^{2}\right) \delta\left(\bar{p}^{2}-m^{2}\right)(2 \pi)^{4} \delta^{(4)}(q-p-\bar{p}) \theta\left(p^{0}\right) \theta\left(\bar{p}^{0}\right) \tag{B.60}
\end{equation*}
$$

The full phase space Eq. (B.58) can be simplified using the delta function of the one-body phase space to perform the $q^{2}$ integral, giving

$$
\begin{aligned}
\mathrm{d} \phi_{2}\left(k_{1}+k_{2} ; p, \bar{p}\right)= & \theta\left(\hat{s}-4 m^{2}\right) \mathrm{d}^{4} q \delta^{(4)}\left(k_{1}+k_{2}-q\right) \mathrm{d} \phi_{2}(q ; p, \bar{p}) \\
= & \theta\left(\hat{s}-4 m^{2}\right) \mathrm{d} Q^{2} \mathrm{~d} \eta \mathrm{~d} \hat{q}_{\mathrm{t}}^{2} \mathrm{~d} \psi \mathrm{~d} \phi_{2}(q ; p, \bar{p}) \\
& \quad \times \delta\left(Q^{2}-\hat{s}\right) \delta(\eta) \delta\left(\hat{q}_{\mathrm{t}}^{2}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right) \delta(\psi) \\
= & \theta\left(Q^{2}-4 m^{2}\right) \mathrm{d} Q^{2} \mathrm{~d} \eta \mathrm{~d} \hat{q}_{\mathrm{t}}^{2} \mathrm{~d} \psi \mathrm{~d} \phi_{2}(q ; p, \bar{p})
\end{aligned}
$$

[^33]\[

$$
\begin{equation*}
\times \frac{1}{Q^{2}} \delta\left(1+\hat{q}_{\mathrm{t}}^{2}-\frac{1}{z}\right) \delta(\eta) \delta\left(\hat{q}_{\mathrm{t}}^{2}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right) \delta(\psi), \tag{B.61}
\end{equation*}
$$

\]

where we have rewritten $\mathrm{d}^{4} q$, the delta function and $\hat{s}$ in terms of the new variables.
The two-body phase space can be used to integrate the matrix element and remove the "internal" degrees of freedom of the pair, while the one-body phase space can be used to obtain the desired differential observable. Thus, we immediately find the relation

$$
\begin{align*}
\frac{Q^{4} \mathrm{~d} \mathcal{C}}{\mathrm{~d} Q^{2} \mathrm{~d} \eta \mathrm{~d} q_{\mathrm{t}}^{2} \mathrm{~d} \varphi}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \eta, \hat{q}_{\mathrm{t}}^{2}, \varphi\right) & =\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} \varphi}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \varphi\right) \\
& \times \delta\left(1+\hat{q}_{\mathrm{t}}^{2}-\frac{1}{z}\right) \delta(\eta) \delta\left(\hat{q}_{\mathrm{t}}^{2}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi\right), \tag{B.62}
\end{align*}
$$

where we had to include also the explicit dependence on $\varphi$ as it appears in the delta function. This result expresses the fully differential distribution in terms of the distribution differential only in the angle $\varphi$ between $\vec{k}_{1}$ and $\vec{k}_{2}$. The key object that we need is thus

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{C}}{\mathrm{~d} \varphi}\left(z, \xi_{1}, \xi_{2}, Q^{2}, \varphi\right)=\theta\left(Q^{2}-4 m^{2}\right) \frac{1}{2} \frac{1}{2 \pi} \sigma_{0} \int \mathrm{~d} \psi \delta(\psi) \int \mathrm{d} \phi_{2}(q ; p, \bar{p})|\mathcal{M}|^{2}, \tag{B.63}
\end{equation*}
$$

where $\sigma_{0}=16 \pi^{2} \alpha_{s}^{2} / Q^{2}$, the factor $1 / 2$ is the flux factor and the $1 / 2 \pi$ comes from the $\varphi$ average. The matrix element squared $|\mathcal{M}|^{2}$ is given in Appendix B. 6 . Note that because of the delta functions in Eq. (B.62) not all the variables of Eq. (B.63) are independent. In particular one can write $1 / z=1+\xi_{1}+\xi_{2}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi$ and use it to fix one of them in terms of the others.

We now focus on the computation of $\mathrm{d} \mathcal{C} / \mathrm{d} \varphi$. We observe that the two-body phase space Eq. B.60) contains two delta functions corresponding to the mass shell condition of the heavy quarks. We write them in terms of the new variables, and get

$$
\begin{align*}
0=p^{2}-m^{2} & =z_{1} z_{2} \frac{Q^{2}}{z}-|\mathbf{p}|^{2}-m^{2},  \tag{B.64a}\\
0=\bar{p}^{2}-m^{2} & =\left(1-z_{1}\right)\left(1-z_{2}\right) \frac{Q^{2}}{z}-|\mathbf{q}-\mathbf{p}|^{2}-m^{2} \\
& =\left(1-z_{1}-z_{2}\right) \frac{Q^{2}}{z}-|\mathbf{q}|^{2}+2 \mathbf{q} \cdot \mathbf{p}, \tag{B.64b}
\end{align*}
$$

where in the last step we have used the first on-shell condition. The second condition contains a scalar product, and thus an angle, which is not ideal as this appears in the argument of the delta function. In order to get rid of the scalar product, we use the first condition to fix $z_{2}$, through the equation

$$
\begin{equation*}
z_{2}=z \frac{|\mathbf{p}|^{2}+m^{2}}{z_{1} Q^{2}} \tag{B.65}
\end{equation*}
$$

so that the second condition becomes

$$
\begin{equation*}
0=\bar{p}^{2}-m^{2}=\left(1-z_{1}\right) \frac{Q^{2}}{z}-\frac{|\mathbf{p}|^{2}+m^{2}}{z_{1}}-|\mathbf{q}|^{2}+2 \mathbf{q} \cdot \mathbf{p} \tag{B.66}
\end{equation*}
$$

We can now get rid of the scalar product by introducing a new vector $\boldsymbol{\Delta}$ defined by

$$
\begin{equation*}
\mathbf{p}=z_{1} \mathbf{q}+\boldsymbol{\Delta} \tag{B.67}
\end{equation*}
$$

so that

$$
\begin{align*}
0=\bar{p}^{2}-m^{2} & =\left(1-z_{1}\right) \frac{Q^{2}}{z}-\frac{\left|z_{1} \mathbf{q}+\boldsymbol{\Delta}\right|^{2}+m^{2}}{z_{1}}-|\mathbf{q}|^{2}+2 z_{1}|\mathbf{q}|^{2}+2 \mathbf{q} \cdot \boldsymbol{\Delta} \\
& =\left(1-z_{1}\right)\left(\frac{Q^{2}}{z}-|\mathbf{q}|^{2}\right)-\frac{|\boldsymbol{\Delta}|^{2}+m^{2}}{z_{1}} \\
& =\left(1-z_{1}\right) Q^{2}-\frac{|\boldsymbol{\Delta}|^{2}+m^{2}}{z_{1}} \tag{B.68}
\end{align*}
$$

that only depends on squared vectors (in the last step we have used $1+\hat{q}_{\mathrm{t}}^{2}=\frac{1}{z}$ ). This can be now used to fix

$$
\begin{equation*}
|\boldsymbol{\Delta}|^{2}=z_{1}\left(1-z_{1}\right) Q^{2}-m^{2} \tag{B.69}
\end{equation*}
$$

The two-body phase space can thus be rewritten as

$$
\begin{align*}
\mathrm{d} \phi_{2}(q ; p, \bar{p})= & \frac{\mathrm{d}^{4} p}{(2 \pi)^{3}} \frac{\mathrm{~d}^{4} \bar{p}}{(2 \pi)^{3}} \delta\left(p^{2}-m^{2}\right) \delta\left(\bar{p}^{2}-m^{2}\right)(2 \pi)^{4} \delta^{(4)}(q-p-\bar{p}) \theta\left(p^{0}\right) \theta\left(\bar{p}^{0}\right) \\
= & \frac{\mathrm{d}^{4} p}{4 \pi^{2}} \delta\left(p^{2}-m^{2}\right) \delta\left((q-p)^{2}-m^{2}\right) \theta\left(p^{0}\right) \theta\left(q^{0}-p^{0}\right) \\
= & \frac{Q^{2}}{8 \pi^{2} z} \delta\left(z_{1} z_{2} \frac{Q^{2}}{z}-|\mathbf{p}|^{2}-m^{2}\right) \delta\left(\left(1-z_{1}-z_{2}\right) \frac{Q^{2}}{z}-|\mathbf{q}|^{2}+2 \mathbf{q} \cdot \mathbf{p}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2} \mathrm{~d}^{2} \mathbf{p} \\
& \times \theta\left(z_{1}\right) \theta\left(z_{2}\right) \theta\left(1-z_{1}\right) \theta\left(1-z_{2}\right) \\
= & \frac{1}{8 \pi^{2}} \delta\left(\left(1-z_{1}\right) Q^{2}-\frac{|\boldsymbol{\Delta}|^{2}+m^{2}}{z_{1}}\right) \theta\left(z_{1}\right) \theta\left(1-z_{1}\right) \frac{\mathrm{d} z_{1}}{z_{1}} \mathrm{~d}^{2} \boldsymbol{\Delta} \\
= & \frac{1}{16 \pi^{2}} \theta\left(z_{1}\left(1-z_{1}\right) Q^{2}-m^{2}\right) \mathrm{d} z_{1} \mathrm{~d} \omega \\
= & \frac{1}{16 \pi^{2}} \theta\left(\sqrt{\frac{1}{4}-\frac{m^{2}}{Q^{2}}}-\left|\frac{1}{2}-z_{1}\right|\right) \mathrm{d} z_{1} \mathrm{~d} \omega \\
= & \frac{1}{16 \pi^{2}} \sqrt{\frac{1}{4}-\frac{m^{2}}{Q^{2}}} \sin \beta \mathrm{~d} \beta \mathrm{~d} \omega, \tag{B.70}
\end{align*}
$$

where $\omega$ is the azimuthal angle of $\boldsymbol{\Delta}$ with respect to $\vec{k}_{1}+\vec{k}_{2}$. Note that the condition $Q^{2}>4 m^{2}$, needed to satisfy the theta function, is always verified in Eq. (B.63). If we wish to compute the $z_{1}$ integral numerically, it is convenient to change variable as

$$
\begin{equation*}
z_{1}=\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{m^{2}}{Q^{2}}} \cos \beta, \quad \beta \in[0, \pi] \tag{B.71}
\end{equation*}
$$

which we used to obtain the last line of Eq. B.70). Interestingly, in terms of these variables $|\boldsymbol{\Delta}|^{2}$ becomes

$$
\begin{equation*}
|\boldsymbol{\Delta}|^{2}=\frac{Q^{2}-4 m^{2}}{4} \sin ^{2} \beta \quad \Rightarrow \quad|\boldsymbol{\Delta}|=\frac{1}{2} \sqrt{Q^{2}-4 m^{2}} \sin \beta \tag{B.72}
\end{equation*}
$$

where we do not need to include an absolute value, as in the allowed range $\sin \beta$ is always positive.

The form of the phase space Eq. (B.70) is very convenient from a numerical point of view. To be able to perform all integrations, we also need to express the matrix element squared appearing in Eq. B.63) in terms of the variables $\beta$ (or $z_{1}$ ) and $\omega$. We start by rewriting

$$
\begin{align*}
z_{2} & =z \frac{\left|z_{1} \mathbf{q}+\boldsymbol{\Delta}\right|^{2}+m^{2}}{z_{1} Q^{2}} \\
& =z \frac{z_{z^{2}}^{2}|\mathbf{q}|^{2}+|\boldsymbol{\Delta}|^{2}+2 z_{1} \mathbf{q} \cdot \boldsymbol{\Delta}+m^{2}}{z_{1} Q^{2}} \\
& =z\left[1-z_{1}\left(1-\hat{q}_{\mathrm{t}}^{2}\right)+2 \sqrt{\hat{q}_{\mathrm{t}}^{2}} \sqrt{z_{1}\left(1-z_{1}\right)-m^{2} / Q^{2}} \cos (\omega-\psi)\right] \\
& =z\left[1-\left(1-\hat{q}_{\mathrm{t}}^{2}\right)\left(\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{m^{2}}{Q^{2}}} \cos \beta\right)+\sqrt{\hat{q}_{\mathrm{t}}^{2}} \sqrt{1-4 m^{2} / Q^{2}} \sin \beta \cos (\omega-\psi)\right], \tag{B.73}
\end{align*}
$$

where $\psi=0$ for our choice of variables, Eq. B.56). Finally, we will see in appendix B. 6 that the matrix element depends on the scalar product $\vec{k}_{2} \cdot \mathbf{p}$ through the variables $T$ Eq. (B.81c) and $U$ Eq. (B.81d). We can write

$$
\begin{align*}
\frac{\vec{k}_{2} \cdot \mathbf{p}}{Q^{2}} & =\frac{\vec{k}_{2} \cdot\left(z_{1} \mathbf{q}+\boldsymbol{\Delta}\right)}{Q^{2}} \\
& =\frac{z_{1}\left(\vec{k}_{2}^{2}+\vec{k}_{2} \cdot \vec{k}_{1}\right)+\vec{k}_{2} \cdot \boldsymbol{\Delta}}{Q^{2}} \\
& =z_{1} \xi_{2}+z_{1} \sqrt{\xi_{1} \xi_{2}} \cos \varphi+\sqrt{\xi_{2}} \sqrt{\frac{1}{4}-\frac{m^{2}}{Q^{2}}} \sin \beta \cos \omega^{\prime} \tag{B.74}
\end{align*}
$$

where $\omega^{\prime}$ is the angle between $\boldsymbol{\Delta}$ and $\vec{k}_{2}$. It is given by $\omega^{\prime}=\omega+\varphi^{\prime}$, where $\varphi^{\prime}$ is the angle of $\mathbf{q}=\vec{k}_{1}+\vec{k}_{2}$ with respect to $\vec{k}_{2}$, given in Eq. (B.54). For the on-shell limit $\xi_{2} \rightarrow 0$ it is also useful to write

$$
\begin{equation*}
\hat{p}_{\mathrm{t}}^{2} \equiv \frac{\mathbf{p}^{2}}{Q^{2}}=z_{1}^{2} \xi_{1}+\frac{|\boldsymbol{\Delta}|^{2}}{Q^{2}}+2 z_{1} \sqrt{\xi_{1}} \frac{|\boldsymbol{\Delta}|}{Q} \cos \omega \tag{B.75}
\end{equation*}
$$

in terms of the new phase-space variables. In the fully on-shell limit the result simplifies further

$$
\begin{equation*}
\hat{p}_{\mathrm{t}}^{2}=\frac{|\boldsymbol{\Delta}|^{2}}{Q^{2}}=z_{1}\left(1-z_{1}\right)-\frac{m^{2}}{Q^{2}} . \tag{B.76}
\end{equation*}
$$

## B. 6 Matrix element

In this Appendix we report the matrix element squared for heavy quark pair production from two off-shell gluons. This has been computed in Refs. [58,76]. Here, we rewrite that result in terms of the variables that we have defined above.

The matrix element is separated into an Abelian and a non-Abelian parts as

$$
\begin{equation*}
|\mathcal{M}|^{2}=\frac{1}{2 C_{A}}|\mathcal{M}|_{\mathrm{ab}}^{2}+\frac{1}{4 C_{F}}|\mathcal{M}|_{\mathrm{nab}}^{2} \tag{B.77}
\end{equation*}
$$

with

$$
\begin{equation*}
|\mathcal{M}|_{\mathrm{ab}}^{2}=\frac{1}{z^{2}}\left[\frac{1}{T U}-\frac{1}{\xi_{1} \xi_{2}}\left(1+\frac{z_{2}\left(1-z_{1}\right)}{z T}+\frac{z_{1}\left(1-z_{2}\right)}{z U}\right)^{2}\right] \tag{B.78}
\end{equation*}
$$

and

$$
\begin{align*}
|\mathcal{M}|_{\text {nab }}^{2}=\frac{1}{z^{2}}[- & \frac{1}{T U}+\frac{2 z}{S}+\frac{(T-U)\left(z_{1}-z_{2}\right)}{S T U} \\
& \left.+\frac{2}{\xi_{1} \xi_{2}}\left(\frac{1}{2}+\frac{z_{2}\left(1-z_{1}\right)}{z T}-\frac{\Delta}{S}\right)\left(\frac{1}{2}+\frac{z_{1}\left(1-z_{2}\right)}{z U}+\frac{\Delta}{S}\right)\right] \tag{B.79}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta=\frac{z_{1}\left(1-z_{2}\right)}{z}-\frac{z_{2}\left(1-z_{1}\right)}{z}+\xi_{1} z_{2}-\xi_{2} z_{1}+\frac{z_{2}-z_{1}}{2 z}+\frac{\mathbf{p} \cdot\left(\vec{k}_{2}-\vec{k}_{1}\right)}{Q^{2}} \tag{B.80}
\end{equation*}
$$

and

$$
\begin{align*}
S=\frac{\hat{s}}{Q^{2}} & =\frac{\left(k_{1}+k_{2}\right)^{2}}{Q^{2}}=\frac{1}{z}-\xi_{1}-\xi_{2}-2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi,  \tag{B.81a}\\
T=\frac{t-m^{2}}{Q^{2}} & =\frac{\left(p-k_{1}\right)^{2}-m^{2}}{Q^{2}}=\frac{2 \vec{k}_{1} \cdot \mathbf{p}}{Q^{2}}-\xi_{1}-\frac{z_{2}}{z}  \tag{B.81b}\\
& =\frac{\left(\bar{p}-k_{2}\right)^{2}-m^{2}}{Q^{2}}=-\frac{2 \vec{k}_{2} \cdot \mathbf{p}}{Q^{2}}+\xi_{2}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi-\frac{1-z_{1}}{z},  \tag{B.81c}\\
U=\frac{u-m^{2}}{Q^{2}} & =\frac{\left(p-k_{2}\right)^{2}-m^{2}}{Q^{2}}=\frac{2 \vec{k}_{2} \cdot \mathbf{p}}{Q^{2}}-\xi_{2}-\frac{z_{1}}{z}  \tag{B.81d}\\
& =\frac{\left(\bar{p}-k_{1}\right)^{2}-m^{2}}{Q^{2}}=-\frac{2 \vec{k}_{1} \cdot \mathbf{p}}{Q^{2}}+\xi_{1}+2 \sqrt{\xi_{1} \xi_{2}} \cos \varphi-\frac{1-z_{2}}{z} . \tag{B.81e}
\end{align*}
$$

Note that in the case of the pair kinematics, where $q=p+\bar{p}$, we have $\hat{s}=Q^{2}$ and thus $S=1$. We can use the expressions of $T$ and $U$ to rewrite

$$
\begin{equation*}
\frac{\mathbf{p} \cdot\left(\vec{k}_{2}-\vec{k}_{1}\right)}{Q^{2}}=\frac{1}{2}\left[U-T+\xi_{2}-\xi_{1}+\frac{z_{1}-z_{2}}{z}\right] \tag{B.82}
\end{equation*}
$$

so that $\Delta$ simplifies to

$$
\begin{equation*}
\Delta=\frac{z_{1}-z_{2}}{z}+\xi_{1} z_{2}-\xi_{2} z_{1}+\frac{U+\xi_{2}-T-\xi_{1}}{2} \tag{B.83}
\end{equation*}
$$

We also recall the relation

$$
\begin{equation*}
\hat{s}+t+u=2 m^{2}-\left|\vec{k}_{1}\right|^{2}-\left|\vec{k}_{2}\right|^{2} \tag{B.84}
\end{equation*}
$$

namely

$$
\begin{equation*}
S+T+U+\xi_{1}+\xi_{2}=0 \tag{B.85}
\end{equation*}
$$

Thus, one can always express one of these variables in terms of the other four.
Note that the matrix element squared is symmetric under the simultaneous exchange

$$
\begin{equation*}
\vec{k}_{1} \leftrightarrow \vec{k}_{2}, \quad z_{1} \leftrightarrow z_{2} \tag{B.86}
\end{equation*}
$$

This implies that, in the pair kinematics, after integrating over the two $z_{1}$ and $z_{2}$ variables (which appear symmetrically in the phase space) the off-shell coefficient is symmetric under the exchange of the two gluon virtualities. Similarly, in the single-quark kinematics, the off-shell coefficient is symmetric under the exchange of the two gluon virtualities and a sign change in the rapidity $\eta$.

## Appendix C

## Computing the NLO off-shell coefficient function for HDIS

## C. 1 Real corrections

Several different contribution enter the real corrections in $A_{1}$, the contact interaction in Fig. 3.1 b plus the three diagrams of Fig. C.1. The amplitude of the former is reported in Eq. 3.28 for the first three are written as

$$
\begin{align*}
A_{a b c}^{\mu \nu \rho} & =V_{a, b, d}^{\mu \rho \theta}\left(k,-p_{3}, p_{3}-k\right) \frac{\mathrm{i} \delta_{d e} d_{\theta \eta}\left(p_{3}-k, n\right)}{t} M_{e c}^{\eta \nu}\left(k-p_{3}, p_{4}\right),  \tag{C.1a}\\
B_{a b c}^{\mu \nu \rho} & =V_{a, c, d}^{\mu \nu \theta}\left(k,-p_{4}, p_{3}-q\right) \frac{\mathrm{i} \delta_{d e} d_{\theta \eta}\left(q-p_{3}, n\right)}{u} M_{e b}^{\eta \rho}\left(p_{3}-q, p_{3}\right)  \tag{C.1b}\\
C_{a b c}^{\mu \nu \rho} & =M_{a d}^{\mu \theta}(k, k+q) \frac{\mathrm{i} \delta_{d e} d_{\theta \eta}(k+q, n)}{s} V_{e b c}^{\eta \nu \rho}\left(k+q,-p_{4},-p_{3}\right) \tag{C.1c}
\end{align*}
$$

where $V$ is the usual trilinear gluon vertex and we explicitly write the polarisation tensor $d$ in the LCG gauge

$$
\begin{align*}
& V^{\mu \nu \rho}\left(k_{1}, k_{2}, k_{3}\right)=g_{s} f_{a b c}\left[g^{\mu \nu}\left(k_{1}^{\rho}-k_{2}^{\rho}\right)+g^{\nu \rho}\left(k_{2}^{\mu}-k_{3}^{\mu}\right)+g^{\rho \mu}\left(k_{3}^{\nu}-k_{1}^{\nu}\right)\right]  \tag{C.2}\\
& d_{\mu \nu}(k, n)=-g_{\mu \nu}+\frac{n_{\mu} k_{\nu}+k_{\mu} n_{\nu}}{(k \cdot n)} \tag{C.3}
\end{align*}
$$

As mentioned in Sec. 3.4, we are interested in computing only a subset of squared amplitudes which do not factorised across $t, u$ propagator. In practice, this means discarding the modulus squared contributions from Eqs. C.1a and C.1b. Then we break down the remaining contributions to $A_{1}^{\mu \nu}$ from the real emissions in the following way

$$
\begin{gather*}
A_{1 \mathrm{real}}^{\mu \nu}=A_{A B \mathrm{int}}^{\mu \nu}+A_{C A B \mathrm{int}}^{\mu \nu}+A_{C E}^{\mu \nu} \\
=\int \mathrm{d} \Phi_{2}\left(k+q, p_{3}, p_{4}\right)\left\{\tilde{A}_{A B \mathrm{int}}^{\mu \nu}+\tilde{A}_{C A B \mathrm{int}}^{\mu \nu}+\tilde{A}_{C E}^{\mu \nu}\right\}  \tag{C.4}\\
\tilde{A}_{A B \mathrm{int}}^{\mu \nu}=\frac{\delta_{m n}}{2 C_{F} C_{A}} d_{\alpha \gamma}\left(p_{4}, n\right) d_{\beta \delta}\left(p_{3}, n\right)\left[A_{m a b}^{\mu \alpha \beta} B_{n c d}^{* \nu \gamma \delta}+B_{m a b}^{\mu \alpha \beta} A_{n c d}^{* \nu \gamma \delta}\right] \tag{C.5a}
\end{gather*}
$$



Figure C.1. Diagrams entering the real correction of $g^{*} H \rightarrow g$ at NLO

$$
\begin{align*}
& \tilde{A}_{C A B \mathrm{int}}^{\mu \nu}=\frac{\delta_{m n}}{2 C_{F} C_{A}} d_{\alpha \gamma}\left(p_{4}, n\right) d_{\beta \delta}\left(p_{3}, n\right) \\
& \quad\left[\left(C_{m a b}^{\mu \alpha \beta}+E_{m a b}^{\mu \alpha \beta}\right)\left(A_{n c d}^{* \nu \gamma \delta}+B_{n c d}^{* \nu \gamma \delta}\right)+\left(A_{m a b}^{\mu \alpha \beta}+B_{m a b}^{\mu \alpha \beta}\right)\left(C_{n c d}^{* \nu \gamma \delta}+E_{n c d}^{* \nu \gamma \delta}\right)\right]  \tag{C.5b}\\
& \tilde{A}_{C E}^{\mu \nu}=\frac{\delta_{m n}}{2 C_{F} C_{A}} d_{\alpha \gamma}\left(p_{4}, n\right) d_{\beta \delta}\left(p_{3}, n\right)\left[\left(C_{m a b}^{\mu \alpha \beta}+E_{m a b}^{\mu \alpha \beta}\right)\left(C_{n c d}^{* \nu \gamma \delta}+E_{n c d}^{* \nu \gamma \delta}\right)\right], \tag{C.5c}
\end{align*}
$$

so that the second line corresponds to the interference between $t$ and $u$ channels, the ones on the third to the interference between the $s$ channel and the $t, u$ and finally the ones in the last one to the squared amplitude of the sum of $s$ channel amplitude and effective contact vertex. The reason of this separation is rooted in the choice of regulators for the infrared divergence that will appear after the integration over the two-body phase space, $\mathrm{d} \Phi_{2}$, as it will become apparent shortly.

## C.1.1 Kinematics and phase space

We repeat the momenta parametrisation for consistency

$$
\begin{align*}
& k=z p_{1}+k_{\mathrm{t}}  \tag{C.6a}\\
& q=p_{2}-x p_{1}  \tag{C.6b}\\
& p_{3}=z_{1}(z-x) p_{1}+z_{2} p_{2}+p_{t}  \tag{C.6c}\\
& p_{4}=\left(1-z_{1}\right)(z-x) p_{1}+\left(1-z_{2}\right) p_{2}+p_{t}  \tag{C.6d}\\
& n=p_{2} \tag{C.6e}
\end{align*}
$$

where again $p_{1,2}=\frac{\sqrt{S}}{2}(1,0,0, \pm 1)$. The phase space constraints imply

$$
0 \leq z_{1,2} \leq 1 ; \rho<z \leq 1 ; 0 \leq \xi \leq \frac{z-x}{x} ; 0 \leq \cos ^{-1}\left(\frac{-\left(k_{\mathrm{t}} \cdot p_{t}\right)}{\sqrt{k_{\mathrm{t}}^{2} p_{t}^{2}}}\right) \leq 2 \pi
$$

We can write the Mandelstam variables in the propagators as

$$
\begin{align*}
t= & \left(k-p_{3}\right)^{2}=\left(q-p_{4}\right)^{2} \\
& =Q^{2}\left[\left(1-z_{2}\right)-1-\frac{z-x}{x}\left(1-z_{1}\right)\right]  \tag{C.7a}\\
u & =\left(k-p_{4}\right)^{2}=\left(q-p_{3}\right)^{2} \\
& =Q^{2}\left[z_{2}-1-\frac{z-x}{x} z_{1}\right]  \tag{C.7b}\\
s & =(k+q)^{2}=\left(p_{3}+p_{4}\right)^{2} \\
& =Q^{2}\left[\frac{z-x}{x}-\xi\right] \tag{C.7c}
\end{align*}
$$

As explained in section 3.4.1, for each term entering Eq. C. 4 we carry out the following operations:

1. we recast the tensor to eliminate any vector-like dependence on $p_{3}$,
2. we perform the phase space integration of Eq. C.9, using a suitable combination of off-shellness, dimensional regularisation and PV-value prescription to isolate the singularities emerging from the physical infrared QCD structure and non-covariant choice of gauge.

Here, we repeat the complete set of projectors used to obtain the decomposition of $A_{1}^{\mu \nu}$ :

$$
\begin{align*}
& \int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) A_{\mathrm{I}}^{\mu \nu}=C_{\mathrm{I}, i} T_{i}^{\mu \nu}, \\
& C_{\mathrm{I}, i}=P_{i, \alpha \beta} \int \tilde{A}_{\mathrm{I}}^{\alpha \beta} \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right), \\
& T_{1}^{\mu \nu}=g^{\mu \nu}, T_{2}^{\mu \nu}=p_{1}^{\mu} p_{1}^{\nu}, T_{3}^{\mu \nu}=p_{2}^{\mu} p_{2}^{\nu}, T_{4}^{\mu \nu}=k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}, \\
& T_{5}^{\mu \nu}=p_{1}^{\mu} p_{2}^{\nu}+p_{1}^{\nu} p_{2}^{\mu}, T_{5}^{\mu \nu}=k_{\mathrm{t}}^{\mu} p_{2}^{\nu}+k_{\mathrm{t}}^{\nu} p_{2}^{\mu}, T_{7}^{\mu \nu}=p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu},  \tag{C.8a}\\
& P_{1}^{\mu \nu}=\frac{1}{D-3}\left[g^{\mu \nu}-\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}-\frac{p_{1}^{\mu} p_{2}^{\nu}+p_{1}^{\nu} p_{2}^{\mu}}{\left(p_{1} \cdot p_{2}\right)}\right], P_{2}^{\mu \nu}=\frac{p_{2}^{\mu} p_{2}^{\nu}}{\left(p_{1} \cdot p_{2}\right)^{2}} P_{3}^{\mu \nu}=\frac{p_{1}^{\mu} p_{1}^{\nu}}{\left(p_{1} \cdot p_{2}\right)^{2}}, \\
& P_{4}^{\mu \nu}=\frac{1}{(D-3) k_{\mathrm{t}}^{2}}\left[(D-2) \frac{k t^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}-g^{\mu \nu}+\frac{p_{1}^{\mu} p_{2}^{\nu}+p_{1}^{\nu} p_{2}^{\mu}}{\left(p_{1} \cdot p_{2}\right)}\right], \\
& P_{5}^{\mu \nu}=\frac{1}{(D-3)\left(p_{1} \cdot p_{2}\right)}\left[(D-1) \frac{p_{1}^{\mu} p_{2}^{\nu}+p_{1}^{\nu} p_{2}^{\mu}}{2\left(p_{1} \cdot p_{2}\right)}+\frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{k_{\mathrm{t}}^{2}}-g^{\mu \nu}\right], \\
& P_{6}^{\mu \nu}=\frac{k_{\mathrm{t}}^{\mu} p_{1}^{\nu}+k_{\mathrm{t}}^{\nu} p_{1}^{\mu}}{2 k_{\mathrm{t}}^{2}\left(p_{1} \cdot p_{2}\right)}, P_{7}^{\mu \nu}=\frac{k_{\mathrm{t}}^{\mu} p_{2}^{\nu}+k_{\mathrm{t}}^{\nu} p_{2}^{\mu}}{2 k_{\mathrm{t}}^{2}\left(p_{1} \cdot p_{2}\right)}, \tag{C.8b}
\end{align*}
$$

with the label I standing in for any of the three amplitude contributions Eqs. (C.5a), C.5b) and (C.5c). As already mentioned in section 3.4.1, this basis of tensors is more general then what we actually require, as the contraction in Eq. 3.40 ensures that $T_{3,5,6}^{\mu \nu}$ are vanishing.

The phase space integral in dimensional regularisation instead is rewritten as

$$
\begin{align*}
\mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right)= & \frac{1}{2} \mathrm{~d}^{D} p_{3} \mathrm{~d}^{D} p_{4}(2 \pi)^{2-D} \delta^{D}\left(k+q-p_{3}-p_{4}\right) \delta\left(p_{3}^{2}\right) \delta\left(p_{4}^{2}\right) \vartheta\left(p_{3}^{0}\right) \vartheta\left(p_{4}^{0}\right) \\
= & \mathrm{d} z_{1} \mathrm{~d} z_{2} \frac{Q^{2}(z-x)}{4 x} \mathrm{~d}^{D-2} \mathbf{p}(2 \pi)^{2-D} \delta\left[Q^{2}\left(z_{1} z_{2} \frac{z-x}{x}-\frac{\mathbf{p}^{2}}{Q^{2}}\right)\right] \\
& \times \delta\left[Q^{2}\left(\left(1-z_{1}\right)\left(1-z_{2}\right) \frac{z-x}{x}-|\mathbf{k}-\mathbf{p}|^{2}\right)\right] \\
& \times \vartheta\left(z_{1}(z-x)+z_{2}\right) \vartheta\left(\left(1-z_{1}\right)(z-x)+\left(1-z_{2}\right)\right) \tag{C.9}
\end{align*}
$$

Following Refs. [56, 58, 76 the most convenient variable choice to integrate the delta functions is to use translation invariance of $\mathbf{p}$ to have

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{p}-z_{1} \mathbf{k} \tag{C.10}
\end{equation*}
$$

which then allows to fix

$$
\begin{align*}
\xi_{p} & =\frac{\mathbf{p}^{\prime 2}}{Q^{2}}=z_{1}\left(1-z_{1}\right)\left[\frac{z-x}{x}-\xi\right]=z_{1}\left(1-z_{1}\right) \frac{s}{Q^{2}}  \tag{C.11a}\\
z_{2} & =\frac{x}{z_{1}(z-x)(1+\alpha)}\left[\xi_{p}+z_{1}^{2} \xi+2 z_{1} \sqrt{\xi \xi_{p}} \cos (\theta)\right] . \tag{C.11b}
\end{align*}
$$

After these manipulations and integrating over all angular degrees of freedom except $\theta$ the phase space looks like

$$
\begin{equation*}
\mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right)=\mathrm{d} z_{1} \mathrm{~d} \theta \frac{\left(Q^{2}\right)^{\frac{D-4}{2}}}{8} \frac{\pi^{\frac{D-5}{2}}}{\Gamma\left(\frac{D-3}{2}\right)}\left[z_{1}\left(1-z_{1}\right) \frac{s}{Q^{2}}\right]^{\frac{D-4}{2}} \tag{C.12}
\end{equation*}
$$

where $D=4-2 \epsilon$ as usual in dimensional regularisation.
After illustrating all this setup we can go in detail on how to solve the remaining two integrals. The exact steps involved depend on which block from Eq. C.4 we are considering.

## C.1.2 $s$ channel and contact diagram squared

Eq. (C.5c) is the simplest case as the $s$-channel propagator has no explicit dependence on the angle $\theta$. Then, the corresponding integral is essentially polynomial in $\cos (\theta)$. After this step, the dependence on the final integration variable $z_{1}$ has the form

$$
\begin{equation*}
C_{\mathrm{CE}, i}=K_{n}(z, \alpha, \xi) \int_{0}^{1} \mathrm{~d} z_{1} z_{1}^{n-1-\epsilon}\left(1-z_{1}\right)^{-1-\epsilon} \tag{C.13}
\end{equation*}
$$

the singularities at $z_{1}=0,1$ are induced by the polarisation tensors for the outbound gluons in the LCG gauge. The use of dimensional regularisation would be enough to regularise them, but we introduce the Principal-value prescription to match the procedure used in the virtual contributions

$$
\begin{equation*}
I_{n}(\epsilon, \delta)=\int_{0}^{1} \mathrm{~d} z_{1} \frac{z_{1}^{n-1-\epsilon}\left(1-z_{1}\right)^{1-\epsilon}}{\left(z_{1}^{2}+\delta^{2}\right)\left(\left(1-z_{1}\right)^{2}+\delta^{2}\right)} \tag{C.14}
\end{equation*}
$$

The integral yields

$$
\begin{align*}
I_{n}(\epsilon, \delta) & =\int_{0}^{1} \mathrm{~d} z_{1} \frac{z_{1}^{n-1-\epsilon}\left(1-z_{1}\right)^{1-\epsilon}}{\left(z_{1}^{2}+\delta^{2}\right)\left(\left(1-z_{1}\right)^{2}+\delta^{2}\right)} \\
= & \frac{\mathrm{i}}{2 \delta^{2}} \Gamma(2-\epsilon) \Gamma(2+n-\epsilon)\left[\frac{1}{\mathrm{i}+2 \delta^{2}}{ }_{2} \tilde{F}_{1}\left(1,2+n-\epsilon, 4+n-2 \epsilon, \frac{-\mathrm{i}}{\delta}\right)\right. \\
& +\frac{1}{\mathrm{i}-2 \delta}{ }_{2} \tilde{F}_{1}\left(1,2+n-\epsilon, 4+n-2 \epsilon, \frac{\mathrm{i}}{\delta}\right) \\
& +\frac{\delta}{\delta(3 \mathrm{i}-2 \delta)+1} 2 \tilde{F}_{1}\left(1,2+n-\epsilon, 4+n-2 \epsilon, \frac{-\mathrm{i}}{\delta-\mathrm{i}}\right) \\
& \left.+\frac{\delta}{\delta(3 \mathrm{i}+2 \delta)-1}{ }_{2} \tilde{F}_{1}\left(1,2+n-\epsilon, 4+n-2 \epsilon, \frac{\mathrm{i}}{\delta+\mathrm{i}}\right)\right] \tag{C.15}
\end{align*}
$$

## C.1.3 Interference between $t$ and ( $s+$ contact)

The subgroup of diagrams in Eqs. (C.5b still includes one $s$-channel propagator, thus are sensitive to the same collinear divergence we saw in the previous computation. This time however, an additional complications is introduced by higher complexity of the angular integration. First notice that we can use the decomposition

$$
\begin{equation*}
\tilde{A}_{\mathrm{CABint}}^{\mu \nu}=\frac{1}{s}\left[\frac{\tilde{N}_{\mathrm{CAint}}^{\mu \nu}}{t}+\frac{\tilde{A}_{\mathrm{CBint}}^{\mu \nu}}{u}\right], \tag{C.16}
\end{equation*}
$$

where we made explicit the dependence on the Mandelstam of the two interference. Furthermore, after projecting with Eqs. C.8a, C.8b we can get the scalar coefficients

$$
\begin{align*}
C_{\mathrm{CABint}}^{i} & =\int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) \frac{1}{s}\left[\frac{\tilde{C}_{\mathrm{CA}}^{i}\left(k, q, p_{3}, p_{2}\right)}{t}+\frac{\tilde{C}_{\mathrm{CB}}^{i}\left(k, q, p_{3}, p_{2}\right)}{u}\right] \\
& =\int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) \frac{2}{s} \frac{\tilde{C}_{\mathrm{CA}}^{i}\left(k, q, p_{3}, p_{2}\right)}{t} \tag{C.17}
\end{align*}
$$

taking advantage of the exchange symmetry between the final state gluons. Since every $\tilde{C}$ depends only on scalar combinations of their arguments and the dependence on the angle $\theta$ is introduced only through the combinations $\left(k_{\mathrm{t}} \cdot p_{t}\right)$ and $\left(p_{1} \cdot p_{3}\right)$, we can trade the for expressions of the Mandelstam and other parameters. Then we arrive to a finite power series, for example

$$
\begin{equation*}
\frac{\tilde{C}_{\mathrm{CA}, \mathrm{CB}}^{i}\left(k, q, p_{3}, p_{2}\right)}{t}=\tilde{K}_{n}^{i} t^{n-1} \tag{C.18}
\end{equation*}
$$

where, crucially, each $\tilde{K}_{n}^{i}$ does not depend on $\theta$. Now, both Mandelstam $t, u$ are binomial expressions in $\cos (\theta)$, for all $n \geq 1$, its integration is, again, simply polynomial. We can gather one more time all contributions by powers of $z_{1}$ and $1-z_{1}$ this time getting the expression

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z_{1} \int_{0}^{2 \pi} \mathrm{~d} \theta \tilde{K}_{n}^{i} t^{n-1}\left(1-\delta_{0 n}\right)=\tilde{K}_{n, k}^{\prime, i}\left(1-\delta_{0 n}\right) \int_{0}^{1} \mathrm{~d} z_{1} \frac{z_{1}^{k+1-\epsilon}\left(1-z_{1}\right)^{1-\epsilon}}{\left(z_{1}^{2}+\delta^{2}\right)\left(\left(1-z_{1}\right)^{2}+\delta^{2}\right)} \frac{1}{z-z_{0}} \tag{C.19}
\end{equation*}
$$

where $z_{0}=\frac{z}{z-x}$ corresponds to the denominator of the polarisation tensor for the $t$-channel propagator of momentum $k-p_{3}$. We observe that $z_{0} \in(1, \infty)$, so no additional poles are present in this type of integrals. We can consider more generally the integrals of the form

$$
\begin{equation*}
I_{k j}=\int_{0}^{1} \mathrm{~d} x x^{k-1-\epsilon}(1-x)^{j-1-\epsilon} f(x), \text { with } f(x) \neq 0 \forall x \in(0,1) \tag{C.20}
\end{equation*}
$$

On the other hand the case $n=0$ yields the expression

$$
\begin{equation*}
\tilde{K}_{0}^{i} \int_{0}^{2 \pi} t^{-1} \mathrm{~d} \theta=\frac{-2 \pi x(z-x) \tilde{K}_{0}^{i}}{\sqrt{\left(z_{1}-a\right)^{2}+b^{2}}} \tag{C.21}
\end{equation*}
$$

with $a=\frac{2 \xi x^{3}-x z^{2}+z^{3}-3 \xi x^{2} z}{(z-x)\left(z^{2}-4 \xi x^{2}\right)}, b=2 \sqrt{-\frac{\xi x^{4}\left(\xi(\xi+1) x^{2}-\xi x z\right)}{(z-x)^{2}\left(z^{2}-4 \xi x^{2}\right)^{2}}}$. If we focus first on the $\frac{1}{\epsilon}$ contribution corresponding to the Born kinematics we can impose the additional constraint $z=x(1+\xi)$ and Eq. C.21 reduces to the simpler

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z_{1} \tilde{K}_{0}^{i} \int_{0}^{2 \pi} t^{-1}=\tilde{K}_{0, k j}^{\prime i} \int_{0}^{1} \mathrm{~d} z_{1} z_{1}^{k-1-\epsilon}\left(1-z_{1}\right)^{j-1-\epsilon} \frac{1}{\left(z_{1}-z_{0}\right)\left(z_{1}-z_{t}\right)} \tag{C.22}
\end{equation*}
$$

where $z_{t}=\frac{-\xi}{1-\xi}$ and $z_{0} \xrightarrow[z=x(1+\xi)]{ } \frac{1+\xi}{\xi}$. With some manipulations, it is possible to obtain closed form for these integrals in both configurations and we elucidate the necessary assembly in Sec. C.1.5.

## C.1.4 $t-u$ channel interference

The final block entering the 2GI decomposition is Eq. C.5a. This case can be represented using the same pieces from the previous section. After applying the projectors (C.8b) we can get the scalar coefficients

$$
\begin{align*}
C_{\mathrm{ABint}}^{i} & =\int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) \frac{1}{t u} \frac{\tilde{C}_{\mathrm{CA}}^{i}\left(k, q, p_{3}, p_{2}\right)}{\left(\left(k-p_{3}\right) \cdot n\right)\left(\left(k-p_{4}\right) \cdot n\right)} \\
& =\int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) \frac{\tilde{C}_{\mathrm{AB}}^{i}\left(k, q, p_{3}, p_{4}\right)}{k^{2}+q^{2}-s}\left[\frac{1}{t}+\frac{1}{u}\right] \frac{-1}{2 z_{0}-1}\left(\frac{1}{z_{1}-z_{0}}-\frac{1}{z_{1}-\left(1-z_{0}\right)}\right) \\
& =\frac{-1}{\left(k^{2}+q^{2}-s\right)\left(2 z_{0}-1\right)} \\
& \times \int \mathrm{d} \Phi_{2}\left(k+q ; p_{3}, p_{4}\right) \frac{2 \tilde{C}_{\mathrm{AB}}^{i}\left(k, q, p_{3}, p_{4}\right)}{t}\left[\frac{1}{z_{1}-z_{0}}-\frac{1}{z_{1}-\left(1-z_{0}\right)}\right] \tag{C.23}
\end{align*}
$$

which can be evaluated with the same technique of the previous section up to replacing the numerators and switching $z_{0} \rightarrow 1-z_{0}$ in the second term.

## C.1.5 Elementary integrals representation

We need to establish the analytical solution of this integral

$$
\int_{0}^{1} \mathrm{~d} z \frac{z^{k+1-\epsilon}(1-z)^{1-\epsilon}}{\left(z^{2}+\delta^{2}\right)\left((1-z)^{2}+\delta^{2}\right)} f(z)=
$$

$$
\begin{align*}
& =\frac{1}{1+4 \delta^{2}}\left[\int_{0}^{1} \mathrm{~d} z z^{k+1-\epsilon}(1-z)^{1-\epsilon}\left(\frac{1-2 z}{z^{2}+\delta^{2}}+\frac{1-2(1-z)}{(1-z)^{2}+\delta^{2}}\right)\right] f(z) \\
& =\frac{1}{1+4 \delta^{2}}\left[I_{0}(\delta)\left(\delta_{0 k} f(0)+f(1)\right)+\delta_{0 k} \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{z}\right)_{+}(1-z)(1-2 z) f(z)\right. \\
& \left.+\left(1-\delta_{0 k}\right) \int_{0}^{1} \mathrm{~d} z z^{k-1}(1-z)(1-2 z) f(z)+\int_{0}^{1} \mathrm{~d} z\left(\frac{1}{1-z}\right)_{+} z^{k+1}(1-2(1-z)) f(z)\right] \\
& +\frac{-\epsilon}{1+4 \delta^{2}}\left[\delta_{k 0} I_{1}(\delta) f(0)+\delta_{0 k} \int_{0}^{1} \mathrm{~d} z\left(\frac{\log (z)}{z}\right)_{+}(1-z)(1-2 z) f(z)\right. \\
& +\delta_{0 k}^{1} \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{z}\right)_{+}(1-z) \log (1-z)(1-2 z) f(z) \\
& +\left(1-\delta_{0 k}\right) \int_{0}^{1} \mathrm{~d} z z^{k-1} \log (z)(1-z)(1-2 z) f(z) \\
& +\left(1-\delta_{0 k}\right) \int_{0}^{1} \mathrm{~d} z z^{k}(1-z) \log (1-z)(1-2 z) f(z) \\
& +\int_{0}^{1} \mathrm{~d} z\left(\frac{\log (1-z)}{1-z}\right)_{+}^{z^{k+1}(1-2(1-z)) f(z)} \\
& +\int_{0}^{1} \mathrm{~d} z\left(\frac{1}{1-z}\right)_{+}^{\left.z^{k+1} \log (z)(1-2(1-z)) f(z)\right],} \tag{C.24}
\end{align*}
$$

with the following definitions

$$
\begin{aligned}
& I_{0}(\delta)=\int_{0}^{1} \mathrm{~d} z \frac{z}{z^{2}+\delta^{2}}=-\log (\delta)+\mathcal{O}(\delta) \\
& I_{1}(\delta)=\int_{0}^{1} \mathrm{~d} z \frac{z \log (z)}{z^{2}+\delta^{2}}=\frac{-1}{24}\left(12 \log ^{2}(\delta)+\pi^{2}\right)+\mathcal{O}(\delta)
\end{aligned}
$$

## "Born" configuration

In the Born configuration we can rely on the following simplification

$$
\begin{equation*}
f(z)=\frac{1}{\left(z-z_{0}\right)\left(z-z_{t}\right)}=\frac{1}{z_{0}-z_{t}}\left[\frac{1}{z-z_{0}}-\frac{1}{z-z_{t}}\right], \tag{C.25}
\end{equation*}
$$

with $z_{0}=\frac{1+\xi}{\xi}$ and $z_{t}=\frac{\xi}{\xi-1}(0<\xi)$ so both lie outside the integral domain. So the integrals one by one evaluate to

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{z}\right)_{+}(1-z)(1-2 z) f(z)=\frac{1}{z_{0}-z_{t}}\left[\frac{B_{A}\left(z_{0}\right)}{z_{0}}-\frac{B_{A}\left(z_{t}\right)}{z_{t}}\right] \\
& \quad B_{A}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{z^{\prime}(1-z)(1-2 z)+\left(z-z^{\prime}\right)}{z\left(z-z^{\prime}\right)}=2 z^{\prime}+\left(z^{\prime}-1\right)\left(2 z^{\prime}-1\right) \log \left(\frac{z^{\prime}-1}{z^{\prime}}\right), \tag{C.26}
\end{align*}
$$

$$
\begin{gathered}
\int_{0}^{1} \mathrm{~d} z z^{k-1}(1-z)(1-2 z) f(z)=\frac{B_{B}^{k}\left(z_{0}\right)-B_{B}^{k}\left(z_{t}\right)}{z_{0}-z_{t}} \\
B_{B}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z z^{k-1} \frac{(1-z)(1-2 z)}{z-z^{\prime}}
\end{gathered}
$$

$$
\begin{equation*}
=-z^{\prime(k-1)}\left[B_{\frac{1}{z^{\prime}}}(k, 0)-3 z^{\prime} B_{\frac{1}{z^{\prime}}}(k+1,0)+2 z^{\prime 2} B_{\frac{1}{z^{\prime}}}(k+2,0)\right] \tag{C.27}
\end{equation*}
$$

with $B_{x}(a, b)=\int_{0}^{x} \mathrm{~d} s s^{a-1}(1-s)^{b-1}$ being the incomplete Euler beta function,

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{1-z}\right)_{+} z^{k+1}(1-2(1-z)) f(z)=\frac{1}{z_{0}-z_{t}}\left[\frac{B_{C}^{k}\left(z_{0}\right)}{1-z_{0}}-\frac{B_{C}^{k}\left(z_{t}\right)}{1-z_{t}}\right] \\
& B_{C}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{z^{k+1}(1-2(1-z))\left(1-z^{\prime}\right)-\left(z-z^{\prime}\right)}{(1-z)\left(z-z^{\prime}\right)} \\
& =\frac{-1}{z^{\prime 2}(k+2)(k+3)(k+4)}\left[-\left(k^{2}+6 k+8\right)_{2} F_{1}\left(1, k+3 ; k+4 ; \frac{1}{z^{\prime}}\right)\right. \\
& +2\left(k^{2}+5 k+6\right)_{2} F_{1}\left(1, k+4 ; k+5 ; \frac{1}{z^{\prime}}\right) \\
& +\gamma_{\mathrm{E}} k^{2}(k+4) z^{\prime 2}+(k+4)\left(k^{2}+5 k+6\right) z^{\prime 2} \psi^{(0)}(k+2) \\
& \left.+5 \gamma_{\mathrm{E}} k(k+4) z^{\prime 2}+2 k(k+4) z^{\prime 2}+6(k+4) z^{\prime 2}+(k+1)(k+4) z^{\prime}\right],  \tag{C.28}\\
& \int_{0}^{1} \mathrm{~d} z\left(\frac{\log (z)}{z}\right)_{+}(1-z)(1-2 z) f(z)=\frac{1}{z_{0}-z_{t}}\left[\frac{B_{D}\left(z_{0}\right)}{z_{0}}-\frac{B_{D}\left(z_{t}\right)}{z_{t}}\right] \\
& B_{D}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{\log (z)}{z\left(z-z^{\prime}\right)}\left(z^{\prime}(1-z)(1-2 z)+\left(z-z^{\prime}\right)\right) \\
& =-2 z^{\prime}+\left(1-z^{\prime}\right)\left(1-2 z^{\prime}\right) \operatorname{Li}_{2}\left(\frac{1}{z^{\prime}}\right),  \tag{C.29}\\
& \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{z}\right)_{+}(1-z) \log (1-z)(1-2 z) f(z)=\frac{B_{E}\left(z_{0}\right)-B_{E}\left(z_{t}\right)}{z_{0}-z_{t}} \\
& B_{E}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{(1-z) \log (1-z)(1-2 z)}{z\left(z-z^{\prime}\right)} \\
& =\frac{1}{6 z^{\prime}}\left[\left(-12+\pi^{2}\left(3-2 z^{\prime}\right)\right) z^{\prime}+12 \mathrm{i} \pi\left(1-z^{\prime}\right)\left(2 z^{\prime}-1\right) \operatorname{arcoth}\left(1-2 z^{\prime}\right)\right. \\
& -6\left(1-z^{\prime}\right)\left(2 z^{\prime}-1\right) \log \left(z^{\prime}-1\right)\left(\log \left(z^{\prime}-1\right)-\log \left(z^{\prime}\right)\right) \\
& \left.-6\left(1-z^{\prime}\right)\left(2 z^{\prime}-1\right) \operatorname{Li}_{2}\left(\frac{z^{\prime}}{z^{\prime}-1}\right)\right],  \tag{C.30}\\
& \int_{0}^{1} \mathrm{~d} z z^{k-1} \log (z)(1-z)(1-2 z) f(z)=\frac{B_{F}^{k}\left(z_{0}\right)-B_{F}^{k}\left(z_{t}\right)}{z_{0}-z_{t}} \\
& B_{F}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{z^{k-1} \log (z)(1-z)(1-2 z)}{z-z^{\prime}} \\
& =\frac{1}{z^{\prime}}\left[\Phi\left(\frac{1}{z^{\prime}}, 2, k\right)-3 \Phi\left(\frac{1}{z^{\prime}}, 2, k+1\right)+2 \Phi\left(\frac{1}{z^{\prime}}, 2, k+2\right)\right], \tag{C.31}
\end{align*}
$$

where $\Phi(z, s, a)=\sum_{k=0}^{\infty} \frac{z^{k}}{(k+a)^{s}}$ is the Lerch transcendent series.

$$
\int_{0}^{1} \mathrm{~d} z z^{k}(1-z) \log (1-z)(1-2 z) f(z)=\frac{1}{z_{0}-z_{t}}\left[B_{G}^{k}\left(z_{0}\right)-B_{G}^{k}\left(z_{t}\right)\right]
$$

$$
\begin{gather*}
B_{G}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{z^{k}(1-z) \log (1-z)(1-2 z)}{z-z^{\prime}},  \tag{C.32}\\
\int_{0}^{1} \mathrm{~d} z\left(\frac{\log (1-z)}{1-z}\right)_{+} z^{k+1}(1-2(1-z)) f(z)=\frac{1}{z_{0}-z_{t}}\left[B_{H}^{k}\left(z_{0}\right)-B_{H}^{k}\left(z_{t}\right)\right] \\
B_{H}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{\log (1-z)}{1-z} \frac{\left(1-z^{\prime}\right) z^{k+1}(1-2(1-z))-\left(z-z^{\prime}\right)}{\left(z-z^{\prime}\right)\left(1-z^{\prime}\right)},  \tag{C.33}\\
\int_{0}^{1} \mathrm{~d} z\left(\frac{1}{1-z}\right)_{+} z^{k+1} \log (z)(1-2(1-z)) f(z)=\frac{1}{z_{0}-z_{t}}\left[B_{I}^{k}\left(z_{0}\right)-B_{I}^{k}\left(z_{t}\right)\right] \\
B_{I}^{k}\left(z^{\prime}\right)=\int_{0}^{1} \mathrm{~d} z \frac{z^{k+1} \log (z)(1-2(1-z))}{(1-z)\left(z-z^{\prime}\right)} \\
=\frac{1}{z^{\prime}\left(z^{\prime}-1\right)}\left[\left(1-2 z^{\prime}\right) \Phi\left(\frac{1}{z^{\prime}}, 2, k+2\right)+z^{\prime} \psi^{(1)}(k+2)\right], \tag{C.34}
\end{gather*}
$$

## General configuration

In absence of the Born kinematics constraints the integrand function reads

$$
\begin{equation*}
f(z)=\frac{1}{\left(z-z_{0}\right) \sqrt{(z-a)^{2}+b^{2}}} \tag{C.35}
\end{equation*}
$$

which makes the evaluation of the integrals substantially more complicated. Luckily, a suitable change of variables allows to rationalise $\mathrm{f}(\mathrm{z})$.

$$
\begin{equation*}
z(t)=\frac{2\left[t\left(a^{2}+b^{2}\right)-a\right]}{t^{2}\left(a^{2}+b^{2}\right)-1}=\frac{2\left(t-t_{M}\right)}{\left(t-t_{+1}\right)\left(t-t_{-1}\right)}, \tag{C.36}
\end{equation*}
$$

with $t \in\left(t_{m}, t_{M}\right)$ and $t_{m}=1-\sqrt{1-\frac{2 a-1}{a^{2}+b^{2}}}, t_{M}=\frac{a}{a^{2}+b^{2}}$ and $t_{ \pm 1}=\frac{ \pm 1}{\sqrt{a^{2}+b^{2}}}$. Under this change of variable we can rewrite several pieces of the various integrals as

$$
\begin{align*}
& 1-z=\frac{\left(t-t_{m}\right)\left(t-t_{2}\right)}{\left(t-t_{+1}\right)\left(t-t_{-1}\right)}  \tag{C.37a}\\
& J_{t}=\left|\frac{\mathrm{d} z}{\mathrm{~d} t}\right|=\frac{\left(t-t_{+3}\right)\left(t-t_{-3}\right)}{\left(t-t_{+1}\right)^{2}\left(t-t_{-1}\right)^{2}},  \tag{C.37b}\\
& f(z)=(f \cdot z)(t)=\frac{1}{z_{0} \sqrt{a^{2}+b^{2}}} \frac{\left(t-t_{+1}\right)^{2}\left(t-t_{-1}\right)^{2}}{\left(t-t_{+3}\right)\left(t-t_{-3}\right)\left(t-t_{+4}\right)\left(t-t_{-4}\right)},  \tag{C.37c}\\
& t_{2}=1+\sqrt{1-\frac{2 a-1}{a^{2}+b^{2}}},  \tag{C.37d}\\
& t_{ \pm 3}=\frac{1}{a \pm \mathrm{i} b},  \tag{C.37e}\\
& t_{ \pm 4}=\frac{1}{z_{0}}\left[1 \pm \frac{z_{0}}{\left|z_{0}\right|} \sqrt{1-z_{0} \frac{2 a-z_{0}}{a^{2}+b^{2}}}\right]  \tag{C.37f}\\
& t_{ \pm 5}=2 \pm \sqrt{4-\frac{4 a-1}{a^{2}+b^{2}}}, \tag{C.37g}
\end{align*}
$$

then it is more convenient to rescale all this quantity so that the integral domain is $(0,1)$. Explicitly

$$
\begin{equation*}
t(s)=\left(t_{M}-t_{m}\right) s+t_{m}, \quad s_{h}=\frac{t_{h}-t_{m}}{t_{M}-t_{m}}, \quad J_{s}=\left|\frac{\mathrm{d} s}{\mathrm{~d} t}\right|=t_{M}-t_{m} \tag{C.38}
\end{equation*}
$$

Finally we can write the decomposition

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{z}\right)_{+}(1-z)(1-2 z) f(z) \\
& =\frac{1}{z_{0} \sqrt{a^{2}+b^{2}}} \int_{0}^{1} \mathrm{~d} s\left(\frac{\left(s-s_{+3}\right)\left(s-s_{-3}\right)}{s-1}\right)_{+} \frac{s\left(s-s_{2}\right)\left(s-s_{+5}\right)\left(s-s_{-5}\right)}{\left(s-s_{+3}\right)\left(s-s_{-3}\right)\left(s-s_{+4}\right)\left(s-s_{-4}\right)}, \\
& \int_{0}^{1} \mathrm{~d} z z^{k+1}(1-z)(1-2(1-z)) f(z) \\
& =\left(\frac{2}{J_{s}}\right)^{k} \frac{\partial_{s_{+1}}^{k} \partial_{s_{-1}}^{k}\left[G_{1}^{k}\left(s_{+4}\right)-G_{1}^{k}\left(s_{-4}\right)\right]}{z_{0} \sqrt{a^{2}+b^{2}}\left(s_{+4}-s_{-4}\right)(k!)^{2}} \\
& G_{1}^{k}\left(s^{\prime}\right)=\int_{0}^{1} \mathrm{~d} s \frac{s(s-1)^{k-1}\left(s-s_{2}\right)\left(s-s_{+5}\right)\left(s-s_{-5}\right)}{\left(s-s_{+1}\right)\left(s-s_{-1}\right)\left(s-s^{\prime}\right)}, \\
& \int_{0}^{1} \mathrm{~d} z\left(\frac{1}{1-z}\right)_{+} z^{k+1}[1-2(1-z)] f(z) \\
& =\frac{-1}{z_{0} \sqrt{a^{2}+b^{2}}}\left(\frac{2}{J_{s}}\right)^{k+2}\left[\frac{\partial_{s_{+1}}^{k} \partial_{s_{-1}}^{k}}{k!^{2}} \sum_{h \in \pm 1,2 \pm 4}\left(\prod_{j \neq h} \frac{1}{s_{h}-s_{j}}\right) G_{2}^{k}\left(s_{h}\right)\right. \\
& \left.-\frac{(-1)^{k+1} s_{+5} s_{-5}}{\left(s_{+1} s_{-1}\right)^{k} s_{+4} s_{-4} s_{+3} s_{-3}} \sum_{h \in \pm 1,2}\left(\prod_{j \neq h} \frac{1}{s_{h}-s_{j}}\right) G_{3}\left(s_{h}\right)\right], \\
& G_{2}^{k}\left(s_{h}\right)=\int_{0}^{1} \mathrm{~d} s\left(\frac{1}{s}\right)_{+} \frac{(s-1)^{k+1}\left(s-s_{+5}\right)\left(s-s_{-5}\right)}{s-s_{h}} \\
& = \begin{cases}\frac{-1}{2}+s_{h}-s_{+5}-s_{-5} & k=0 \\
+\frac{1}{s_{h}}\left[\left(s_{h}-1\right)\left(s_{h}-s_{-5}\right)\left(s_{h}-s_{+5}\right)\left(\log \left(1-s_{h}\right)-\log \left(-s_{h}\right)\right)\right] & k=1 \\
\frac{1}{6}\left[2+6 s_{h}^{2}+9 s_{-5}+9 s_{+5}-3 s_{h}\left(3+2 s_{-5}+2 s_{+5}\right)+6 s_{-5} s_{+5}\right] & \\
+\frac{\left(1-s_{h}\right)^{2}}{s_{h}}\left(s-s_{+5}\right)\left(s-s_{-5}\right)\left(\log \left(1-s_{h}\right)-\log \left(-s_{h}\right)\right) & \\
\frac{1}{s_{h}}\left[\frac { 1 } { 1 2 } \left(12 s_{h}^{4}-6 s_{h}^{3}\left(5+2 s_{-5}+2 s_{+5}\right)+2\right.\right. & k=2 \\
s_{h}^{2}\left(11+15 s_{+5}+3 s_{-5}\left(5+2 s_{+5}\right)\right)-s_{h}\left(3+22 s_{+5}+s_{-5}\left(22+30 s_{+5}\right)\right) & \\
\left.+s_{-5}\left(11+15 s_{+5}\right)\right)-\left(s_{h}-1\right)^{3}\left(s-s_{+5}\right)\left(s-s_{-5}\right) & \\
\left.\times\left(\log \left(1-s_{h}\right)-\log \left(-s_{h}\right)\right)\right] & \\
\frac{-1}{s_{h}}\left[\frac { 1 } { 6 0 } \left(-60 s_{h}^{5}+30 s_{h}^{4}\left(7+2 s_{-5}+2 s_{+5}\right)-10 s_{h}^{3}\left(26+21 s_{+5}+3 s_{-5}\left(7+2 s_{+5}\right)\right)\right.\right. \\
+5 s_{h}^{2}\left(25+52 s_{+5}+s_{-5}\left(52+42 s_{+5}\right)\right)-s_{h}\left(12+125 s_{+5} 5 s_{-5}\left(25+52 s_{+5}\right)\right) \\
\left.\left.-25 s_{+5}\right)-\left(-1+s_{h}\right)^{4}\left(s_{h}-s_{+5}\right)\left(s_{h}-s_{-5}\right)\left(\log \left(1-s_{h}\right)-\log \left(-s_{h}\right)\right)\right] k=3\end{cases} \tag{C.39a}
\end{align*}
$$

$$
\begin{align*}
G_{3}\left(s_{h}\right) & =\int_{0}^{1} \mathrm{~d} s\left(\frac{1}{s}\right)_{+} \frac{\left(s-s_{+3}\right)\left(s-s_{-3}\right)}{s-s_{h}} \\
= & 1+\frac{\left(s_{h}-s_{-3}\right)\left(s_{h}-s_{+3}\right)}{s_{h}}\left[\log \left(1-s_{h}\right)-\log \left(-s_{h}\right)\right] \tag{C.39b}
\end{align*}
$$

## C. 2 Virtual corrections

Now we focus on the virtual contribution to the 2GI part of $A_{1}^{\mu \nu}$ in the light-cone gauge. The diagrams contributing to this amplitude are shown in Fig. (C.2) and in the following sections we will briefly present how we computed each contribution.


Figure C.2. Diagrams contributing to one-loop virtual correction to Higgs DIS.

## C.2.1 Diagrams

The contribution from the first diagram in Fig. (C.2) is given by

$$
\begin{align*}
L_{0}^{\mu \nu} & =\frac{1}{2}\left[2 \pi \delta\left((k+q)^{2}\right)\right] \frac{\delta_{m n}}{2 C_{A} C_{F}} \int \frac{\mathrm{~d}^{D} v}{(2 \pi)^{D}} M_{a b}^{\alpha \beta}(v, q+v) \frac{d_{\alpha \alpha^{\prime}}(v, n) \delta_{a c} d_{\beta \beta^{\prime}}(v+q, n) \delta_{b d}}{v^{2}(v+q)^{2}} \\
& \times W_{m c d r}^{\mu \alpha^{\prime} \beta^{\prime} \rho}(k,-v, q+v,-(k+q)) d_{\rho \rho^{\prime}}(k+q, n) \delta_{r s} M_{n r}^{*, \nu \rho^{\prime}}(k, k+q) \tag{C.40}
\end{align*}
$$

where

$$
\begin{align*}
W_{a b c d}^{\alpha \beta \gamma \delta}\left(k_{1}, k_{2}, k_{3}, k_{4}\right) & =-\mathrm{i} g_{s}^{2}\left[f_{x a c} f_{x b d}\left(g^{\alpha \beta} g^{\gamma \delta}-g^{\alpha \delta} g^{\beta \gamma}\right)+f_{x a d} f_{x b c}\left(g^{\alpha \beta} g^{\gamma \delta}-g^{\alpha \gamma} g^{\beta \delta}\right)\right. \\
& \left.+f_{x a b} f_{x c d}\left(g^{\alpha \gamma} g^{\beta \delta}-g^{\alpha \delta} g^{\beta \gamma}\right)\right] \tag{C.41}
\end{align*}
$$

is the usual QCD four gluon vertex, the first square bracket is the remaining factor from the the Born phase-space and $\frac{1}{2}$ is overall combinatorial factor. After rewriting the tensors in the base of (C.8a and evaluating the loop integrals we are left with

$$
\begin{equation*}
L_{0}^{\mu \nu}=\frac{\pi C^{2} Q^{2}}{4} \frac{\alpha_{s}}{4 \pi} C_{A}\left[-\frac{1}{2}(\xi-1) Q^{4} g^{\mu \nu}+\frac{x Q^{2}}{2}\left(p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu}\right)+\frac{Q^{2}}{\xi} k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}\right] \tag{C.42}
\end{equation*}
$$

Remarkably, this result is quite simple and free from infrared and ultraviolet divergences. The contribution from the second diagram in Fig. (C.2) is the more complicated of the three. The overall expression can be written as

$$
L_{1}^{\mu \nu}(k, q, n)=\left[2 \pi \delta\left((k+q)^{2}\right)\right] \frac{\delta_{m n}}{2 C_{A} C_{F}} \int \frac{\mathrm{~d}^{D} v}{(2 \pi)^{D}} V^{\mu \alpha \beta}(k, v-k,-v) f_{m a b}
$$

$$
\begin{align*}
& \times M_{c d}^{\alpha^{\prime} \gamma^{\prime}}(k-v, k+q-v) V^{\gamma \beta^{\prime} \epsilon}(k+q-v, v,-k-q) f_{f g h} \\
& \times \frac{d_{\alpha \alpha^{\prime}}(k-v, n) \delta_{a c} d_{\beta \beta^{\prime}}(v, n) \delta_{d f} d_{\gamma \gamma^{\prime}}(k+q-v, n) \delta_{b g}}{(k-v)^{2} v^{2}(k+q-v)^{2}} \\
& \times d_{\epsilon \epsilon^{\prime}}(k+q, n) \delta_{h i} M_{n i}^{*, \nu \epsilon^{\prime}}(k, k+q) . \tag{C.43}
\end{align*}
$$

Again we decompose the integral into tensors and compute the integrals. In this case the result is quite more complicated, it can be written as

$$
\begin{equation*}
L_{1}^{\mu \nu}=\left[T_{k_{1} k_{1}} k_{1}^{\mu} k_{1}^{\rho}+T_{k_{2} k_{2}} k_{2}^{\mu} k_{2}^{\rho}+\frac{1}{2} T_{k_{1} k_{2}}\left(k_{1}^{\mu} k_{2}^{\rho}+k_{2}^{\mu} k_{1}^{\rho}\right)+T_{g} g^{\mu \rho}+\ldots\right] \tag{C.44}
\end{equation*}
$$

Finally, the contribution from the last diagram in Fig. C.2 is written as

$$
\begin{align*}
L_{2}^{\gamma \nu}(k, q, n) & \left.=\left[2 \pi \delta\left((k+q)^{2}\right)\right] \frac{\delta_{m n}}{2 C_{A} C_{F}} \int \frac{\mathrm{~d}^{D} v}{(2 \pi)^{D}} V^{\mu \alpha \beta}(k, v-k,-v)\right) f_{m a b} \\
& \times \frac{d_{\alpha \alpha^{\prime}}(k-v) \delta_{a c} d_{\beta \beta^{\prime}}(v) \delta_{b d}}{(k-v)^{2} v^{2}} E^{\alpha^{\prime} \beta^{\prime} \rho}(k-v, v,-(k+q)) f_{c d e} \\
& \times d_{\rho \rho^{\prime}}(k+q, n) \delta_{e f} M_{n f}^{*, \nu \rho^{\prime}}(k, k+q) \tag{C.45}
\end{align*}
$$

the tree level vertex, $T_{\gamma \delta}\left(k_{1}, k_{2}\right)$, and the sum over polarisation of the on-shell gluon, $d_{\nu \delta}\left(k_{2}, n\right)$, are the same as the ones defined in the previous sections, while in this case the numerator is

$$
\begin{align*}
N^{\mu \nu \alpha \sigma \beta \gamma \rho \delta}\left(k_{1}, k_{2}, n\right)=\mathrm{i} g^{2} c^{2} C_{A} \delta_{a, b} & {\left[g^{\mu \rho}\left(k+k_{1}\right)^{\sigma}+g^{\mu \sigma}\left(k-2 k_{1}\right)^{\rho}+g^{\rho \sigma}\left(k_{1}-2 k\right)^{\mu}\right] } \\
& {\left[g^{\gamma \delta}\left(k_{2}-2 k\right)^{\nu}+g^{\gamma \nu}\left(k-2 k_{2}\right)^{\delta}+g^{\delta \nu}\left(k+k_{2}\right)^{\gamma}\right] }  \tag{C.46}\\
& {\left[\left(k_{1}-k\right)^{\beta}\left(k_{2}-k\right)^{\alpha}-g^{\alpha \beta}\left(k_{1}-k\right) \cdot\left(k_{2}-k\right)\right] . }
\end{align*}
$$

## C.2.2 Scalar integrals for loops

The integrals in Eqs. C.40, C.43) and C.45 can be reduced to scalar integrals by means of Passarino-Veltman decomposition and then projected on the tensor basis chosen in the previous section. Then, in general we need to evaluate integrals in the form

$$
\int \frac{d^{d} v}{(2 \pi)^{d}} \frac{N\left(v, l_{1}, \ldots, l_{m}, n, q_{1} \ldots q_{j}\right)}{v^{2}\left(v-l_{1}\right)^{2}(\ldots)\left(v-l_{m}\right)^{2}\left(v \cdot n-q_{1} \cdot n\right)^{\alpha_{1}}(\ldots)\left(v \cdot n-q_{j} \cdot n\right)^{\alpha_{j}}}
$$

where there are $m+1$ covariant denominators and $j$ non-covariant ones. The numerator depends on all external momenta through $l_{m}, q_{j}$. Since we are interested mostly in the loops with two or three propagators, we introduce the following notation:

$$
\begin{align*}
B_{\beta, i}^{\mu_{1} \ldots \mu_{i}} & =\int \frac{d^{d} v}{(2 \pi)^{d}} \frac{v^{\mu_{1}} \ldots v^{\mu_{i}}}{v^{2}(v-l)^{2}\left(v_{+}-q_{1+}\right)^{\alpha_{1}} \ldots\left(v_{+}-q_{j+}\right)^{\alpha_{j}}} \\
T_{\beta, i}^{\mu_{1} \ldots \mu_{i}} & =\int \frac{d^{d} v}{(2 \pi)^{d}} \frac{v^{\mu_{1}} \ldots v^{\mu_{i}}}{v^{2}(v-l)^{2}(v-p)^{2}\left(v_{+}-q_{1+}\right)^{\alpha_{1}} \ldots\left(v_{+}-q_{j+}\right)^{\alpha_{j}}} \tag{C.47}
\end{align*}
$$

where $\beta=\sum_{m=1}^{j} \alpha_{m}$ and $p_{+}=p \cdot n$ is a shorthand for the contraction of a vector with the light cone gauge axis. Now, as an example we consider explicitly

$$
\begin{equation*}
B_{10}=\int \frac{d^{d} v}{(2 \pi)^{d}} \frac{1}{v^{2}(v-l)^{2}(k \cdot n)} \tag{C.48}
\end{equation*}
$$

where we assume in general $l^{2} \neq 0$. After Feynman parametrisation, the integral becomes

$$
\begin{equation*}
B_{1,0}=\int_{0}^{1} d x \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{k \cdot n} \frac{1}{\left[k^{2}-2 P \cdot n+M^{2}\right]}, \tag{C.49}
\end{equation*}
$$

where $P^{\mu}=x l^{\mu}$ and $M^{2}=x l^{2}$.
Here we can apply the general identity from Ref. [336]

$$
\begin{equation*}
\int \frac{\mathrm{d}^{D} v}{(2 \pi)^{d}} \frac{1}{\left(v^{2}-2 P \cdot v+M^{2}\right)^{\alpha}} \frac{1}{(v \cdot n)^{\beta}}=\frac{i(-1)^{\alpha}}{(4 \pi)^{\frac{d}{2}}} \frac{\Gamma\left(\alpha-\frac{d}{2}\right)}{\Gamma(\alpha)} \frac{1}{\left(P^{2}-M^{2}\right)^{\alpha-\frac{d}{2}}(P \cdot n)^{\beta}}, \tag{C.50}
\end{equation*}
$$

where $\alpha$ and $\beta$ are natural numbers. Then we obtain

$$
\begin{equation*}
B_{1,0}=\frac{i}{16 \pi^{2}}\left(\frac{4 \pi}{-l^{2}}\right)^{\epsilon} \frac{\Gamma(1+\epsilon)}{\epsilon} \int_{0}^{1} \mathrm{~d} x \frac{1}{x l_{+}} x^{-\epsilon}(1-x)^{-\epsilon} \tag{C.51}
\end{equation*}
$$

where we set $D=4-2 \epsilon$. Note that if $l^{2}=0$, this integral vanishes. By combining more Feynman parametrisations with Eq. (C.50), it's straightforward to show a generalisation of the integral for any number of non-covariant denominators to any natural power.

$$
\begin{align*}
B_{\beta, 0} & =\int \frac{\mathrm{d}^{D} v}{(2 \pi)^{D}} \frac{1}{v^{2}(v-l)^{2}} \frac{1}{\left(v_{+}-q_{1+}\right)^{\alpha_{1}}\left(v_{+}-q_{2+}\right)^{\alpha_{2}} \ldots\left(v_{+}-q_{3+}\right)^{\alpha_{n}}} \\
& =\frac{\mathrm{i}}{(4 \pi)^{2}}\left(\frac{4 \pi}{-l^{2}}\right)^{\epsilon} \frac{\Gamma(1+\epsilon)}{\epsilon} \int_{0}^{1} \mathrm{~d} z \frac{z^{-\epsilon}(1-z)^{-\epsilon}}{\left(z l_{+}-q_{1+}\right)^{\alpha_{1}}\left(z l_{+}-q_{2+}\right)^{\alpha_{2}} \ldots\left(z l_{+}-q_{3+}\right)^{\alpha_{n}}}, \tag{C.52}
\end{align*}
$$

with $\beta=\sum_{i=1}^{n} \alpha_{i}$. The second integral in Eq. (C.47) can be evaluated with the same, albeit longer, manipulations, yielding

$$
\begin{align*}
T_{\beta, 0} & =\frac{i}{16 \pi^{2}}\left(\frac{4 \pi}{-2 l \cdot p}\right)^{\epsilon} \frac{1}{-2 l \cdot p} \frac{\Gamma(1+\epsilon)}{\epsilon} \frac{b^{-1-\epsilon}}{x} \\
& \times \int_{0}^{x} d z f\left(l_{+} z\right) z^{-\epsilon}(1-z)^{-1-\epsilon}{ }_{2} F_{1}\left(1-\epsilon, 1 ; 1+\epsilon ; \frac{(1-b x)}{b x} \frac{z}{1-z}\right) \\
& +\frac{i}{16 \pi^{2}}\left(\frac{4 \pi}{2 l \cdot p}\right)^{\epsilon} \frac{1}{2 l \cdot p} \frac{\Gamma(1+\epsilon)}{\epsilon} b^{-\epsilon}(b x-1)^{\epsilon} \\
& \times \int_{x}^{1} d y f\left(l_{+} y\right)(1-y)^{-\epsilon}(b x-y)^{-1-\epsilon}{ }_{2} F_{1}\left(1+\epsilon,-\epsilon ; 1-\epsilon ; \frac{(1-y) b x}{b x-y}\right) \\
& +\frac{i}{16 \pi^{2}}\left(\frac{4 \pi}{-2 l \cdot p}\right)^{\epsilon} \frac{1}{-2 l \cdot p} \frac{\Gamma(1+\epsilon)}{\epsilon} \frac{(b x-1)^{\epsilon}(1-x)^{\epsilon}}{(b-1)^{\epsilon}} \\
& \times \int_{x}^{1} d y f\left(l_{+} y\right)(1-y)^{-\epsilon}(b x-y)^{-1-\epsilon}{ }_{2} F_{1}\left(1+\epsilon,-\epsilon ; 1-\epsilon ; \frac{(b-1) x}{(1-x)} \frac{(1-y)}{(b x-y)}\right) \tag{C.53}
\end{align*}
$$

where $f\left(k_{+}\right)=\frac{1}{\left(k_{+}-q_{1+}\right)^{\alpha_{1} \ldots . .\left(k_{+}-q_{n+}\right)^{\alpha_{n}}}, b=\frac{l^{2}}{2(l \cdot p)} \text {, and } \beta=\sum_{i=1}^{n} \alpha_{i} \text {. Given Eqs. (C.52) and }{ }^{\text {(C.5 }} \text {. }}$ (C.53), the expressions for the general integrals (C.47) can be obtained by differentiation.

## C.2.3 Ultraviolet effective counterterm

Naturally the loop diagrams will include a UV divergent part. This will need to be subtracted by a suitable renormalisation of the effective vertex, which we perform with an ad-hoc counterterm.

$$
C T^{\mu \nu}\left(k, k_{2}=k+q, n\right)=-\frac{\alpha_{s} C C_{A}}{4 \pi \epsilon}\left[C T_{11}\left(k_{1}, k_{2}, n\right) k_{1}^{\mu} k_{1}^{\nu}+C T_{22}\left(k_{1}, k_{2}, n\right) k_{2}^{\mu} k_{2}^{\nu}\right.
$$

$$
\begin{equation*}
\left.+C T_{g}\left(k_{1}, k_{2}, n\right) g^{\mu \nu}+C T_{12}\left(k_{1}, k_{2}, n\right) k_{1}^{\mu} k_{2}^{\nu}+C T_{21}\left(k_{1}, k_{2}, n\right) k_{2}^{\mu} k_{1}^{\nu}+\ldots\right] \tag{C.54}
\end{equation*}
$$

where the ellipses stand for the tensor structures proportional to the gauge vector $n$. Indeed, these terms, will always give a vanishing contribution when contracted with the lower part of Eqs. (3.4). Schematically, the coefficients of the other parts can be extracted by computing each of the diagrams in Figs. C.2 in dimensional regularisation, $D=4-2 \epsilon$, while keeping every external leg off-shell. The off-shellness and PV-regulator $\delta$ will keep at bay the IR and gauge-induced singularities, so that the $\frac{1}{\epsilon}$ poles can be traced back to the ultraviolet contribution. We report the explicit expression for the coefficients in Eq. (C.54), as provided by the author of Ref. 337:

$$
\begin{align*}
& C T_{11}=-4 x \ln (\delta)-2 x+\frac{x^{3} \ln (x)\left[\left(k_{1}^{2}\right)^{2}\left(x^{2}-2\right)-4 k_{1}^{2} k_{1} \cdot k_{2}(x-2)-4\left(k_{1} \cdot k_{2}\right)^{2}\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x k_{2}^{2} \ln (x)\left[x\left(k_{1}^{2}\left(x^{2}+3 x-6\right)+2 k_{1} \cdot k_{2}\left(2 x^{2}-7 x+7\right)\right)+k_{2}^{2}(3 x-4)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x k_{1}^{2} \ln (1-x)\left[4 k_{1} \cdot k_{2} x^{3}-x^{4} k_{1}^{2}+k_{2}^{2}\left(3 x^{3}-9 x^{2}+6 x-2\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x \ln (1-x)\left[-4 x^{2}\left(k_{1} \cdot k_{2}\right)^{2}-2 k_{1} \cdot k_{2} k_{2}^{2} x(x-3)+\left(k_{2}^{2}\right)^{2}(x-2)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{k_{2}^{2}(x-1) x \ln (x-1)\left[x\left(k_{1}^{2}(3 x-2)-4 k_{1} \cdot k_{2} x+2 k_{1} \cdot k_{2}\right)+k_{2}^{2}(2 x-1)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} ;  \tag{C.55a}\\
& C T_{22}=-\frac{4 \ln (\delta)}{x}-\frac{2}{x}+\frac{x k_{1}^{2} \ln (x)\left[k_{1}^{2}\left(5 x^{2}-x-2\right)+2 k_{1} \cdot k_{2}(5-9 x)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{\ln (x)\left[k_{1}^{2} k_{2}^{2}\left(2 x^{3}-2 x^{2}+11 x-7\right)+2 x\left(k_{2}^{2}-2 k_{1} \cdot k_{2}\right)^{2}\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x^{2} \ln (x-1)\left[\left(k_{1}^{2}\right)^{2} x(2 x-1)+k_{1}^{2} k_{1} \cdot k_{2}(2-6 x)+4\left(k_{1} \cdot k_{2}\right)^{2}\right]}{2 x\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{k_{2}^{2} \ln (x-1)\left[x\left(k_{1}^{2}\left(2 x^{3}-6 x^{2}+9 x-3\right)-4 k_{1} \cdot k_{2}\right)+\left(k_{2}^{2}\right)^{2}\right]}{2 x\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{k_{1}^{2}(x-1) \ln (1-x)\left(k_{1}^{2} x(x-2)-2 k_{1} \cdot k_{2}(x-2)+k_{2}^{2}(2 x-3)\right)}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} ;  \tag{C.55b}\\
& C T_{12}=4 \ln (\delta)+\frac{2 x^{2}+x+2}{x} \\
& +\frac{k_{1}^{2} x^{3} \ln (1-x)\left[k_{1}^{2} x\left(2 x^{2}-3 x+2\right)-2 k_{1} \cdot k_{2}\left(5 x^{2}-9 x+6\right)\right]}{2 x^{2}\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x^{2} \ln (1-x)\left[4\left(k_{1} \cdot k_{2}\right)^{2}\left(3 x^{2}-6 x+4\right)+k_{1}^{2} k_{2}^{2}\left(-3 x^{3}+12 x^{2}-15 x+8\right)\right]}{2 x^{2}\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{k_{2}^{2} \ln (1-x)\left[2 k_{1} \cdot k_{2} x\left(x^{3}-7 x^{2}+12 x-8\right)-k_{2}^{2}\left(x^{3}-4 x^{2}+6 x-4\right)\right]}{2 x^{2}\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x^{2} k_{1}^{2} \ln (x-1)\left[k_{1}^{2} x\left(4 x^{3}-6 x^{2}+4 x-1\right)-2 k_{1} \cdot k_{2}\left(8 x^{3}-12 x^{2}+7 x-1\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x \ln (x-1)\left[4\left(k_{1} \cdot k_{2}\right)^{2} x\left(4 x^{2}-6 x+3\right)+k_{1}^{2} k_{2}^{2}\left(8 x^{3}-15 x^{2}+12 x-3\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}}
\end{align*}
$$

$$
\begin{align*}
+ & \frac{k_{2}^{2} \ln (x-1)\left[-2 k_{1} \cdot k_{2} x\left(6 x^{2}-9 x+5\right)+k_{2}^{2}\left(2 x^{2}-3 x+2\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
+ & \frac{x^{2} k_{1}^{2} \ln (x)\left[k_{1}^{2}\left(-4 x^{4}+6 x^{3}-6 x^{2}+x+2\right)+2 k_{1} \cdot k_{2}\left(8 x^{3}-12 x^{2}+11 x-5\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
+ & \frac{x \ln (x)\left[k_{1}^{2} k_{2}^{2}\left(-8 x^{3}+11 x^{2}-12 x+7\right)-4\left(k_{1} \cdot k_{2}\right)^{2} x\left(4 x^{2}-6 x+3\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& +\frac{x k_{2}^{2} \ln (x)\left[2 k_{1} \cdot k_{2}\left(6 x^{2}-5 x+1\right)+k_{2}^{2}(3-4 x)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} ;  \tag{C.55c}\\
C T_{21} & =4 \ln (\delta)+\frac{k_{1}^{2} k_{2}^{2}(x-1)^{3} x \ln (x-1)}{\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}}-\frac{k_{1}^{2} k_{2}^{2}(x-1)^{3} \ln (1-x)}{\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}} \\
& -\frac{(x-1) \ln (x)}{\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)^{2}}\left(k_{2}^{2} x\left(k_{1}^{2}\left(x^{2}+3\right)-4 k_{1} \cdot k_{2}\right)\right. \\
& \left.+k_{1}^{2} x^{2}\left(k_{1}^{2} x+k_{1}^{2}-4 k_{1} \cdot k_{2}\right)+\left(k_{2}^{2}\right)^{2}(x+1)\right) ;  \tag{C.55d}\\
C T_{g}= & -4 k_{1} \cdot k_{2} \ln (\delta) \\
+ & \frac{k_{2}^{2} \ln (x-1)\left(k_{1}^{2} x\left(2 x^{3}-3 x^{2}+4 x-1\right)-2 k_{1} \cdot k_{2} x\left(x^{2}+1\right)+k_{2}^{2}\left(x^{2}+1\right)\right)}{2 x\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)} \\
& +\frac{k_{1}^{2} \ln (x)\left[k_{1}^{2}\left(x-x^{3}\right)+4 x k_{1} \cdot k_{2}(x-1)+k_{2}^{2}\left(-2 x^{3}+x^{2}-4 x+3\right)\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)} \\
& +\frac{2 k_{2}^{2} \ln (x)\left[k_{1} \cdot k_{2}\left(x^{2}+2 x-1\right)-x k_{2}^{2}\right]}{2\left(x\left(k_{1}^{2} x-2 k_{1} \cdot k_{2}\right)+k_{2}^{2}\right)} . \tag{C.55e}
\end{align*}
$$

Unlike the case of computing the counterterm in a covariant gauge, our setup of gauge-fixing and regulators makes it so that Eq. (3.4) depends on all the momenta of the process.

## C.2.4 Virtual contribution to the coefficient function

in this last section we report the singular part of the virtual contribution from section C.2.1, computed using the tools in Sec. C.2.2 and after the subtraction of the counterterm from the previous section.

$$
\begin{align*}
A_{1 V}^{\mu \nu}=\frac{C_{A}}{\epsilon}\left(\frac{\pi C^{2} Q^{2}}{4}\right)\left[C_{0 V} g^{\mu \nu}\right. & \left.+C_{1 V} \frac{p_{1}^{\mu} p_{1}^{\nu}}{Q^{2}}+C_{2 V} \frac{\left(p_{1}^{\mu} k_{\mathrm{t}}^{\nu}+p_{1}^{\nu} k_{\mathrm{t}}^{\mu}\right)}{\sqrt{\xi} Q^{2}}+C_{3 V} \frac{k_{\mathrm{t}}^{\mu} k_{\mathrm{t}}^{\nu}}{\xi Q^{2}}\right],  \tag{C.56}\\
C_{0 V} & =\frac{\left(\xi^{3}+\xi^{2}-2\right) \log \left(\frac{\xi}{\xi+1}\right)}{(\xi+1)^{2}},  \tag{C.57a}\\
C_{1 V} & =-\frac{2 \xi x^{2} \log \left(\frac{\xi}{\xi+1}\right)}{(\xi+1)},  \tag{C.57b}\\
C_{2 V} & =\frac{-\sqrt{\xi}(3 \xi+5) x \log \left(\frac{\xi}{\xi+1}\right)}{\sqrt{2}(\xi+1)},  \tag{C.57c}\\
C_{3 V} & =-\frac{\xi\left(2 \xi^{2}+5 \xi+5\right) \log \left(\frac{\xi}{\xi+1}\right)}{(\xi+1)^{2}} . \tag{C.57d}
\end{align*}
$$
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[^0]:    ${ }^{1}$ Infra-red (IR) singularities can be controlled in the same way with $\epsilon<0$. Indeed, analytical continuation often allows to use dimreg to tame both these regions with one parameter.

[^1]:    ${ }^{2}$ At least as long as there are no more than 16 active quark flavours.
    ${ }^{3}$ Here we assume QCD to be the interaction driving the process, however at the Electro-Weak scale all coupling constants of the Standard Model are at least $\mathcal{O}\left(10^{-1}\right)$, or smaller, and, in fact, computing mixed QCD-EW corrections is an open field of investigation.

[^2]:    ${ }^{4}$ This is not the only recurrent structure that can emerge in radiative corrections as we will see in more detail in chapters 3 and 4 . For another example, threshold effects in QCD 18,19 are characterised by a double-logarithmic enhancement, with up to two extra powers of the logarithm for each extra order in $\alpha_{s}$.

[^3]:    ${ }^{5}$ For simplicity, we will assume hadron to mean proton, but what we will say can be in principle applied to any other hadron.

[^4]:    ${ }^{6}$ Another contribution, representing the conversion of a gluon into a quark by the emission of an antiquark, should also be accounted for in principle. However we disregard it as we are only interested in showing the simplest example of initial-state collinear singularity.

[^5]:    ${ }^{7}$ With a small abuse of notation with respect to Eq. 1.18 , we made replaced the dependence on the incoming vector $p$ with $x$ in $\sigma$ and in its parton level counterpart. In practice this is equivalent to the replacement $\hat{\sigma}_{0}(z p) \rightarrow \int \mathrm{d} w \delta(x-z w) \hat{\sigma}_{0}(w)$.
    ${ }^{8}$ The evolution equation must account for different flavours, but this aspect is not relevant right now and will be addressed in appendix A.3.

[^6]:    ${ }^{1}$ Recently there has also been an interesting activity in achieving the same results in the context of effective field theories 48 .
    ${ }^{2}$ It is well known that the DIS cross section can be decomposed in structure functions, each corresponding to a specific Lorentz structure of the hadronic tensor, and thus interacting differently with the leptonic part of the cross section.

[^7]:    ${ }^{3}$ Drell-Yan and DIS are examples of this mechanism, where the singularity must be subtracted at the resummed level (for DIS, Ref. [56], shows a way to tackle this issue).

[^8]:    ${ }^{4}$ Notice that Ref. 69 considers the Higgs production process so it shows only the double differential distribution in rapidity and transverse momentum and the invariant mass is clearly fixed to the Higgs mass. However, the derivation there is general for invariant mass distributions.

[^9]:    ${ }^{5}$ The quark part of 2.14 uses the same evolutor of the gluon part. This is motivated by the fact that the leading term in $P_{g g}$ and $P_{g q}$ is identical up to a factor $\frac{C_{F}}{C_{A}}$. Moreover, the $\delta(\xi)$ in the quark part stands for the no-emission event in which the parton remains collinear. It must be subtracted to convert the quark into a gluon and so this contribution must start at order $\alpha_{s}$.

[^10]:    ${ }^{6}$ The mass of the heavy quarks acts as a regulator for the purposes of infrared safety.

[^11]:    ${ }^{7}$ As we consider the bottom quarks to be on-shell, the invariant mass distribution is a delta function and the triple differential distribution is of no interest.
    ${ }^{8}$ The choice of this value is justified by the interest in constraining the gluon PDF at small- $x$ using heavy-flavour forward production 8284 . Indeed, measurements from the LHCb experiment on D meson production 8587 are available in $4 p_{\mathrm{t}}$ bins between $(0,8) \mathrm{GeV}$. Moreover, the most extreme configuration of high rapidity and low $p_{\mathrm{t}}$ was shown to be where Monte Carlo generators and prediction based on models of the $k_{\mathrm{t}}$-factorisation disagreed the most 88 .

[^12]:    ${ }^{9}$ We use $\mu_{R}=\mu_{F}=m_{b}$ to simplify the matching with the resummed contribution. This may come at the expense of the stability of the perturbative expansion.

[^13]:    ${ }^{10}$ The $q g+g q$ channel is symmetric because we plot them together, but the individual $q g$ and $g q$ contributions are obviously asymmetric (see Fig. 2.4).
    ${ }^{11}$ Briefly, one contribution come from a degree of freedom in the way of implementing the resummation of subleading running coupling in the anomalous dimension 56. Another, and by far larger, contribution comes from the use of the LL' anomalous dimension introduced in Ref. 55 in place of the full NLL one. (see also Ref. 63]).

[^14]:    ${ }^{12}$ Without going in detail, additive matching involves subtracting the doubly counted contributions from the expansion of the resummed result up to the order at which the fixed order is computed, while multiplicative matching involves multiplying the fixed order by the resummed result divided by its expansion.

[^15]:    ${ }^{13}$ To our present knowledge, the is still no open-source implementation of these results.

[^16]:    ${ }^{1}$ In this specific example, current conservation in $A$ implies that we could dispense with writing $d$ explicitly as all gauge terms drop. This may turn out not to be true beyond the LO factorisation, so we keep them explicitly instead.

[^17]:    ${ }^{2}$ Customarily results in Mellin space are computed with a shift $N \rightarrow N+1$ so that the small-x poles in $N$-space are located at $N=0$ rather than $N=1$. We do not use this simplification in order to keep the definition of the Mellin transformation consistent across all chapters.

[^18]:    ${ }^{3}$ Of course, Ref. 102 still offers a convincing proof that the impact factor is free from singularities by studying its representation in Mellin space.

[^19]:    ${ }^{1}$ More specifically, two drawbacks are associated with working in impact parameter space. The first is the difficulty of matching the resummed and fixed-order predictions, as the resummation is performed in $b$-space does not allow to control exactly which logarithmic terms (in $p_{t}$-space) are taken into account. Secondly, the detailed form of the non-perturbative input is not completely settled on theoretical theoretical ground 138 Moreover, the necessity of inferring the non-perturbative parametres as well as the $b_{\text {lim }}$ by fitting creates difficulties in disentangling the quantitative difference between predictions of the resummation and the information input in the fitting. We leave the reader to Refs. $139-141$, for a more thorough discussion of these issues.

[^20]:    ${ }^{2}$ In the previous chapters we denoted the Mellin transform only by renaming the argument of the transformed function $f(N)=\int_{0}^{1} \mathrm{~d} z z^{N-1} f(z)$. Instead, in this chapter we adopt the notation of the RadISH works 150, $f_{N}=\int_{0}^{1} \mathrm{~d} z z^{N-1} f(z)$.

[^21]:    ${ }^{3}$ The last two lines of Eq. 4.20) reduce to $\vartheta\left(v-V\left(p_{1}, p_{2} ; k_{1}\right)\right)$ for $n=0$.

[^22]:    ${ }^{4}$ We stress that, for this combination to work as intended, it is crucial to use the prime counting to capture the correct normalisation of the cross section, as detailed in Sec. 4.1 .2 and Refs. 150 . 152 . We assume the same choice of logarithmic counting for the rest of this discussion.

[^23]:    ${ }^{5}$ Despite denoting Eq. 4.46 as a fixed order quantity, this true only when the recoil procedure of Sec. 4.1.3 for power corrections is not considered. Indeed, when the latter is applied, $\frac{\mathrm{d} \sigma_{H W}^{\mathrm{N}(\mathrm{NLO})}}{\mathrm{d} p_{\mathrm{t} H}}$ will also include linear corrections $\frac{q_{\mathrm{t}}}{m_{H W}}$ to all order. In order to avoid confusion with the $p_{\mathrm{t} j}$ resummation, we will still refer to the $q_{\mathrm{t}}$-subtraction spectrum as $\mathrm{N}(\mathrm{NLO})$ instead of $\mathrm{N}(\mathrm{NLO})+\mathrm{N}(\mathrm{NLL}) q_{\mathrm{t}}$.

[^24]:    ${ }^{6}$ An implementation of $p_{\mathrm{t} j}$-resummation analogous to the $p_{\mathrm{t}}$ one in Sec. 4.1 .2 is also available. Since the two, differs for terms N3LL and beyond, they are equivalent for the purpose of this study and point the reader to Ref. 191 for more details).

[^25]:    ${ }^{1}$ Properly speaking, the usual collinear PDFs cannot be probed on a lattice as they are light-cone object an thus they vanish in the Euclidean sector used to computed correlation functions on the lattice. Despite this, it is still possible to define more general lattice objects that capture some properties of the PDF in the correct limit 195.

[^26]:    ${ }^{2}$ This is not exactly correct in the CC case as the rapidity of the virtual boson cannot be reconstructed directly and must be reconstructed off the one of the lepton and other measurements in the event.

[^27]:    ${ }^{3}$ Unlike the lower $\sqrt{s}$ region of the Tevatron, where top quark pair production is dominated instead by quark anti-quark annihilation.

[^28]:    ${ }^{4}$ More precisely the older literature used $\bar{b}=2 b$, however after repeated testing we concluded that the additional factor had little to no effect in the results of the fit. While it would be interesting to release this constraint and allow more diversity between the quark and antiquark distributions, we found that different values of $\bar{b}$ do not alter the PDF shapes significantly.

[^29]:    ${ }^{5}$ At the present time only experimental error is accounted for, no study for variations of the fitting parametres (masses, cuts etc...) is included

[^30]:    ${ }^{6}$ We showcased this example with NNPDF3.0 for convenience, but this pattern is reproduced by many parametrisations when hadron-hadron collider data is introduced in the analysis

[^31]:    ${ }^{1}$ The choice of the "auxiliary" label follows the nomenclature of Ref. 63, extended to differential distributions.

[^32]:    ${ }^{2}$ Note that from now on we are omitting the argument $\alpha_{s}$ from the off-shell distribution as we are interested in the lowest order result only.

[^33]:    ${ }^{3}$ Note that we are using the same names $Q^{2}$ and $\eta$ that we used for the single quark kinematics, now referring to another momentum.

