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Abstract. AI-augmented Business Process Management Systems (ABPMSs)
are an emerging class of process-aware information systems empowered by
AI technology for autonomously unfolding and adapting the execution flow
of business processes (BPs). A central characteristic of an ABPMS is the
ability to be conversationally actionable, i.e., to proactively interact with
human users about BP-related actions, goals, and intentions. While today’s
trend is to support BP automation using reactive conversational agents, an
ABPMS is required to create dynamic conversations that not only respond
to user queries but even initiate conversations with users to inform them of
the BP progression and make recommendations to improve BP performance.
In this paper, we explore the extent to which state-of-the-art conversational
systems (CSs) can be used to develop such proactive conversation features,
and we discuss the research challenges and opportunities within this area.
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1 Introduction

In the era of Industry 4.0 (I4.0), the increased availability of event data tracing
the execution of Business Processes (BPs), combined with advances in Artificial
Intelligence (AI), is laying the ground for a new breed of AI-augmented BPM Systems
(ABPMSs), capable of autonomously unfolding and adapting the BP execution flows.
A recent research manifesto [19] describes the vision of ABPMSs and delineates the
lifecycle of an ABPMS, which expands that of a classical BPMS in two directions.
On the one hand, the traditional lifecycle phases (i.e., modeling, analysis, execution,
monitoring, etc.) are continuously iterated, and empowered with AI capabilities. On
the other hand, the lifecycle includes additional tasks that can only be realised with
AI support, namely those of adaptation, explanation, and continuous improvement.

In this transition, one particularly relevant aspect is that BP modelling is lifted
to the more general notion of framing, which entail establishing multiple constraints
encompassing procedural rules, best practices, and norms that must be considered
during BP execution. Within the provided frame, an ABPMS is expected to be: (i)
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autonomous to act independently and proactively; (ii) conversationally actionable
to seamlessly interact and cooperate with human users whenever the restrictions
imposed by the frame cannot be met; (iii) adaptive to react to changes in its
environment; (iv) (self-)improving to ensure the optimal achievement of its goals;
(v) explainable to provide trust and, hence, foster collaboration with human users.

Among the most significant characteristics of an ABPMS is its ability to be
conversationally actionable, i.e., being able to seamlessly interact with humans to not
only respond to user queries and perform actions on their behalf but also initiate
conversations with users to inform them of the BP progression, alert them of relevant
BP changes, and make recommendations for interventions for improving the BP
concerning relevant performance targets [19]. Indeed, integrating ABPMSs into a
human workforce alters the role of human employees and dynamics, fueling a lack of
trust, a notorious barrier to the adoption of automated technologies in Information
Systems (ISs) [43]. In light of the considerations above, a possible solution to the lack of
human trust in these ABPMSs can be the adoption of Conversational Systems (CSs).

CSs enable machines to engage with users in human-like dialogues to offer spoken,
text-based, or multimodal conversational interactions with humans [51]. Thus, CSs
can act as a natural language interface for the ABPMS towards the human and,
consequently, boost the explainability of these ISs, since when users understand the
reasoning behind the system’s actions, they feel in control of the system and are more
likely to trust it. In [16], the authors posit that ABPMSs can intensely benefit from the
emergence of CSs, as they have the potential to empower the four main data-driven
BPM approaches, namely: Descriptive Process Analytics, Predictive Process Analytics,
Prescriptive Process Optimization, and Augmented Process Execution.

The main contribution of this paper is a survey for the analysis of the techniques de-
veloped in the field of CSs applied to BPM and the investigation of the related research
problems and opportunities in the area. To achieve these objectives, we employed a
rigorous search protocol across prominent digital libraries for each of the four identified
topics, aiming to discover the state-of-the-art conversational techniques in BPM and
to outline the research challenges to make an ABPMS conversationally actionable.

The rest of the paper is structured as follows. Section 2 introduces background
knowledge about CSs and their taxonomies. Section 3 describes the adopted search
protocol. Sections 4, 5, 6, and 7 explore CSs applied in each BPM area as identified
in [16], discussing research challenges for improving ABPMSs conversational features.
Section 8 reports the related work in the field. Finally, Section 9 concludes the paper
by summarizing its key findings and discussing threats to the study’s validity.

2 Background on Conversational Systems

This research area sits at the intersection of Natural Language Processing (NLP),
Machine Learning (ML), and Information Retrieval, taking advantage of the
techniques developed in these fields to make sense of user queries, provide
context-aware responses, and engage, oftentimes, in multi-turns conversations [51].

Given these capabilities, CSs have historically attracted both scientific and
industrial interests thanks to their potential for enhancing user interactions in
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various application domains, from customer support and healthcare to education and
enterprises. The roots of the field can be traced back to the early attempts of the
1960s, with chatbots embedding predefined scripts to direct responses [70]. However,
only in modern times, the vast availability of data about human conversations freely
accessible on the Internet and the late breakthroughs in ML, and more specifically
in Deep Learning, have enabled CSs to achieve goals initially deemed unattainable,
leading to widespread popularity and generating considerable hype even among
individuals without a technical background [33].

Several works have contributed significantly to the understanding and advance-
ment of conversational agents. Indeed, they delve into the historical development
and taxonomies, underlying technologies, and practical implementations of CSs. The
first categorization that can be drawn for these systems is according to the problem
they aim to address [29]:

– Question answering CSs respond to the user query in a direct and precise way,
exploiting a huge amount of data coming from heterogeneous sources (i.e., Web
documents) or local knowledge bases (i.e., business datasets).

– Task completion CSs execute a specific task requested by the user, spanning
from setting reminders to scheduling meetings. In this case, the task is usually
defined beforehand and the system is tailored to it.

– Social chat or open dialogue CSs engage in fluid and contextually appropriate
conversations with users for the sake of entertainment or companionship,
resembling human interaction similarly to the Turing test.

Another traditional categorization is based on the nature of the supported
conversations, namely single-turn or multi-turns [71]. The former is relatively
straightforward, focusing uniquely on the user query to generate an answer. In
contrast, the latter considers the context, incorporating utterances from previous
turns in the conversation to achieve a major degree of user engagement.

From a technological standpoint, many paradigms have been implemented to
realize CSs [51]. In rule-based CSs, the dialogue is handled with a modularized
architecture, and the conversation flow is defined in advance by designers who
meticulously craft dialogue rules forming a set of if-then statements. These rules
define the system’s understanding and response to user inputs, yet limit its
expressiveness. Over the years, statistical data-driven approaches have become
predominant, learning conversational strategies from data but maintaining the
overall modular framework. In particular, it is worth highlighting the possibility
of addressing the dialogue formulation as a sequential decision-making process,
modeling it as a Markov Decision Process, and employing Reinforcement Learning
to find an optimal solution. Recently, researchers in CSs have shifted their focus
towards the creation of end-to-end neural conversational agents, marking a significant
change from traditional modular techniques that involve distinct components for
understanding user input and generating responses. Instead, these systems directly
map input utterances to output responses by leveraging Deep Neural Networks.

Among end-to-end neural approaches, we identify diverse methodologies [28].

– Retrieval-based techniques generate an answer to the user query by selecting
the answer from a large set of candidate responses. Upon receiving a user
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utterance, the model encodes it together with the conversational context in a
dense representation. Subsequently, it iterates over the whole set of candidate
responses, assigning a score to each one depending on its appropriateness through
a function that matches the context and the possible response. Eventually, the
model produces in output the candidate utterance having the highest score.

– Generation-based techniques adopt an opposite approach, synthesizing the answer
sequentially, word by word. Preeminent solutions implementing this paradigm
primarily rely on the encoder-decoder architecture. The encoder translates the
context into a hidden state, representing contextual information as a vector. Subse-
quently, the decoder selects a new word and adjusts consequently the hidden state
at each time step in an auto-aggressive fashion. Even if they lag in performance
compared to their counterparts, also non-auto-aggressive methods were explored
to allow parallel token generation, considering each word conditionally indepen-
dent in per-step distribution. The aforementioned encoder-decoder architecture
can be implemented by means, respectively, of Long Short-Term Memory (LSTM)
or Gated recurrent unit (GRU) for recurrent neural networks [62], or a stack of
self-attention layers and cross-attention layers for transformer networks [67].

– Hybrid techniques overcome the limitations of the above methodologies,
combining their strength. Indeed, retrieval-based approaches can provide
high-quality responses but offer a limited hypothesis space of candidates while,
on the contrary, generation-based methods can produce novel answers but
with no guarantees about their quality. For this reason, hybrid techniques first
retrieve instances of similar conversations from their dataset and, afterward,
exploit them to support the generation of the response in many ways (e.g.,
Retrieval-Augmented Generation [45]).

Within generation-based approaches, the prominence and versatility of Language
Models (LMs) have reached unprecedented heights, demanding a dedicated
investigation. From the first statistical models, LMs have evolved into transformer
models (e.g., BERT) pre-trained over massive textual datasets, demonstrating robust
effectiveness in addressing NLP tasks via text generation. Notably, by increasing
the size of these models (i.e., the number of parameters) over a specific threshold
and moving to Large Language Models (LLMs) such as GPT-4 and Llama 2,
researchers observed not only an important enhancement in performance but also
the manifestation of peculiar capabilities that are not demonstrated by smaller LMs
(in-context learning, instruction following, step-by-step reasoning) [75].

3 Search Protocol

To conduct this survey, a reproducible search protocol was employed to ensure a
comprehensive exploration of the literature produced in the field of CSs applied to
BPM, borrowed by the scientific methodology exposed by Kitchenham [40].

Initially, we formulated the research questions to define the scope of the search
and produced a list of search strings. Afterward, we executed the search strings
across diverse data sources. Ultimately, we applied inclusion criteria to select the
studies acquired through the search. To the end of exploring the aforementioned
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research area, we identified the following research questions tailored to each BPM
family identified in Section 1:

– RQ1: Which conversational techniques are adopted in the BPM field?
– RQ2: What research challenges need to be addressed in creating actionable
conversations for ABPMSs?

In a nutshell, RQ1 aims at discovering the most relevant conversational techniques
implemented at the moment of writing for each BPM approach and RQ2 explores
future research challenges (RCs) and possible solutions.

Next, we formulated the search strings tailored to each data-driven BPM area as
identified in [16]. Through an iterative trial-and-error process, we recognized the need
to extend the scope of the search by incorporating broader terms to refer to the fields
under examination. The search strings resulting from these considerations were defined
as: (Q1) AND (Q2), where (Q1) represents the fixed part that remains consistent
across all search strings and (Q2) represents the variable part that changes based on
the specific area of the search. Notably, (Q1) corresponds to: (”conversational” OR
”dialogue” OR ”chatbot” OR ”natural language” OR ”LLM” OR ”language model” OR
”ChatGPT”). It is worth justifying the decision to consider ”ChatGPT” as opposed to
its competitors. We opted for its inclusion due to its widespread diffusion, often misin-
terpreted as a synonym for general LLM by non-technical users. Conversely, (Q2) is:

– (”descriptive process analytics” OR ”process discovery” OR ”conformance
checking” OR ”performance mining” OR ”variant analysis” OR ”process mining”
OR ”process modeling”) for Descriptive Process Analytics;

– (”predictive process analytics” OR ”what-if analysis” OR ”digital twin” OR
”predictive process monitoring” OR ”process analysis”) for Predictive Process
Analytics;

– (”prescriptive process optimization” OR ”process optimization” OR ”prescriptive
process monitoring” OR ”process redesign”) for Prescriptive Process Optimization;

– (”process execution” OR ”robotic process automation” OR ”process automation”
OR ”process implementation”) for Augmented Process Execution.

First, each of the four search strings was employed in querying Google Scholar to
retrieve studies where the search strings appeared in the title, keywords, or abstract of
the paper. Subsequently, we double-checked and complemented the studies discovered
in this primary search using widely recognized academic databases such as Scopus,
ACM Digital Library, and IEEE Xplore. The search was completed in January 2024.

To maintain the focus on the most pertinent studies, to be considered a study
must satisfy all the following inclusion criteria.

– IN1: The study encompasses a technique for CSs in BPM.
– IN2: The study is peer-reviewed.
– IN3: The study is electronically available.
– IN4: The study is written in English.
– IN5: In case of multiple publications discussing the same technique, only the
most comprehensive study is included.
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Table 1. Statistics of the search for each BPM area.

Phase Descriptive
Process
Analytics

Predictive
Process
Analytics

Prescriptive
Process
Optimization

Augmented
Process
Execution

Total

Google Scholar 32 73 14 91 210
Scopus 356 236 119 198 909
ACM Digital Library 20 8 1 12 41
IEEE Xplore 25 19 3 34 81
All Publications 433 336 137 335 1241
Duplicates 60 61 7 63 191
All (-duplicates) 373 275 130 272 1050
Excluded 346 266 127 257 996
Final 27 9 3 15 54

Hence, the applied exclusion criterion was to eliminate studies that violated at least
one of the aforementioned inclusion criteria. The results of our search protocol were
documented in four distinct spreadsheets, each corresponding to a specific category.
Comprehensive statistical data are presented in Table 1, showing that 54 studies
were finally selected to conduct the survey analysis.

In the following sections, we present the outcomes of applying our search protocol
for each BPM area considered, addressing the above research questions by introducing
the conversational techniques developed for BPM, and identifying the research
challenges (RCs), outlined in the concluding Table 2, along with potential solutions.
The outcomes of the papers’ extraction and selection for the survey are available
at: https://zenodo.org/doi/10.5281/zenodo.10827054. Figure 1 illustrates the
distribution of selected publications per year, categorized by BPM area.

Fig. 1. Year distribution of the selected publications, grouped by BPM area.

4 Descriptive Process Analytics

The first data-driven BPM area we tackle in our analysis is Descriptive Process
Analytics (DPA). This family of methodologies deals with the as-is description of
BPs, i.e., their current state, supporting domain experts in identifying problems and

https://zenodo.org/doi/10.5281/zenodo.10827054
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potential improvements [16]. Its scope ranges from BP modeling to BP monitoring,
including advanced process mining (PM) applications for analyzing the performance
and conformance of BPs based on event logs produced during their execution [20].

Literature Analysis and Research Challenges. During interactions with business
stakeholders, the ability to extract BP models from natural language descriptions
proves to be highly time-efficient and effective. Over the years, researchers have
developed many NLP techniques to this end, such as [27] for BPMN models. In [65],
semantic unification is embedded to deal with partial and potentially contradictory
information, while [14] generates BP models from descriptions in controlled
natural language, enabling the BP discovery through user interactions. Other NLP
methodologies to extract BP models from unstructured organizational documentation
are exposed in [63,23]. In [56], the authors introduce an encoder-decoder translator
to represent BP models in a middle representation and decode them into natural
language descriptions, to mitigate information loss and semantic errors. With [26], a
platform architecture enables the export of BP models into natural language and vice
versa through a Web service interface, whereas, [37] presents a modeling environment
facilitating the rapid generation of visual BPMN models from constrained natural
language input during interviews and design workshops. [66] proposes a Machine
Translation-inspired approach to simplify the BP modeling phase by generating
BPMN diagrams from textual descriptions in natural language. [21] presents a method
that combines BPMN with NLP to generate BPMN diagrams from natural language
BP descriptions, employing Probabilistic Latent Semantic Analysis to cope with
ambiguities in natural language. [54] introduces an automated approach utilizing NLP
and Prolog to extract BP models in UML from user stories. [55] extends a data-driven
pipeline for the automated generation of BP models from natural language text.
Approaches to allow the natural language description of BP were also investigated
for Declare, notably in [48] and in [1], whereby constraints can be expressed verbally
and are converted via speech recognition into the closest set of Declare constraints.
Prospective improvements in these methodologies may address the implicit ambiguity
of natural language, which can result in unpredictable and varied representations
of the same BP (RC1) [2]. A potential solution to this challenge involves refining
the algorithms for semantic analysis and context-aware processing, ensuring a more
consistent and standardized interpretation of natural language inputs.

The reverse approach was also explored, wherein BP models are expressed
using natural language to enhance human comprehension. Relevant studies on this
topic can be identified in [44] for prescriptive BP models and in [4] for declarative
ones. Furthermore, [49] introduces an approach to automatically generate a natural
language representation of BPMN models leveraging business rules in SBVR as an
intermediate representation, and [24] utilizes PM, fuzzy linguistic protoforms, and
natural language generation (NLG) to generate specialized textual explanations of
BPs automatically. The challenges primarily revolve around comprehending model
labels and explaining parallel behaviors in natural language without compromising
the reader’s grasp of the underlying BP semantics (RC2) [2]. To overcome the former,
NLP techniques incorporating contextual analysis and domain-specific knowledge can
be applied for precise word categorization. Meanwhile, addressing the latter challenge
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may involve adopting a structured and standardized template to articulate parallel
behaviors, thereby enhancing clarity and maintaining human comprehensibility.

Moving to methodologies based on chatbots, it is worth mentioning [60],
whereby chatbots are employed to enable adaptive learning of BPs in a multi-actor
environment, and [25], which presents a conversational agent designed for tasks
such as consistency, conformance, and model checking for declarative BP models.
In tackling the challenge of bidirectional interaction between natural language
descriptions and BP models (RC3), a promising direction can be embodied by
multimodal LLMs. These models can comprehend BP models and respond to user
queries in a grounded manner, offering visual aids such as charts for improved human
interpretation. Moreover, their generative abilities enable them to transform inputs
in natural language into the corresponding BP model, relying on advanced NLP
techniques for semantic interpretation. Furthermore, the exploration of explainable AI
(XAI) methodologies can enhance the transparency of the chatbot’s decision-making
process, fostering user trust and usability in dynamic process environments.

Another important trend is the development of conversational interfaces to en-
hance the understanding of PM findings and make them accessible to non-technical
users. Notably, [8] addresses this challenge by developing a natural language querying
interface in combination with Everflow and proposing a taxonomy of PM questions.
[72] suggests a methodology to facilitate data extraction from PM using a natural
language interface, eliminating the need for programming in a PM query language.
[42] enhances the querying experience for domain analysts with limited technological
expertise by introducing a natural language interface that utilizes graph-based storage
techniques, i.e., labeled property graphs, and executes queries through the Cypher
language. In [31], a solution is presented to automatically discover BPs models from
textual documentation using a neural network with the Ordered Neurons LSTM
architecture and a process-level language model objective. [22] suggests enhancing BP
discovery with causal BP discovery and XAI for improving the interpretability of BP
execution outcomes through LLMs. [57] reports a method facilitating advanced PM
by automatically extracting BP information, including resources and business objects,
from event data through semantic role labeling, employing an attribute classification
technique. [58] introduces an approach for defining measurable Process Performance
Indicators by combining NLP techniques and tailored matching strategies to integrate
textual descriptions with event logs. The challenges in this domain involve the limited
generalization of rule-based semantic parsing, necessitating new rules for novel ques-
tions, prompting the need for hybrid approaches mixing AI and rule-based techniques
for NLP in PM, extending systems capabilities to support complex queries, multimodal
conversational interfaces, and specialized evaluation frameworks (RC4). Moreover,
in the analysis of event logs, the integration of LLMs may enable the automated
execution of entity-extraction tasks and the computation of semantic similarity.

5 Predictive Process Analytics

We follow in our discussion with Predictive Process Analytics (PPA). This area is
aimed at building predictive models to estimate the future state of the BP, enabling the
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prediction of its performance [16]. Thus, we can view this sub-field of BPM as framed
within the activities of the Process Analysis step of the usual BPM lifecycle [20]. In par-
ticular, there are two preeminent techniques for this BPM approach. The first is what-if
digital process twins that, constructing a simulation model representing the BP, tries to
forecast the impact of changes to the BP concerning relevant KPIs. The second is pre-
dictive process monitoring, which leverages ML algorithms to learn a predictive model
from historical data and uses it to generate predictions both at the case and BP levels.

Literature Analysis and Research Challenges. In [9], the authors introduce
a chatbot for BP simulation that allows to conversationally specify what-if scenarios,
simplifying the procedure for users without technical knowledge and enabling the
comparison of the BP performance under these scenarios against a standard reference.
In [46], the authors present a conversational system utilizing GPT-4 to automate
the creation of digital twins in the data centers domain. Furthermore, [50] explores
the application of ChatGPT in conjunction with Digital Twins in the construction
industry, and [64] introduces neuro-symbolic reasoning for interacting with 3D digital
twins using natural language in aircraft maintenance. Research opportunities in
conversational what-if analysis concern the support for more extensive customization
of the digital twin (RC5), e.g., allowing domain-specific modifications and tailoring
the KPIs on that particular BP. Additionally, LLMs could play a crucial role by
integrating with simulation engines, facilitating multimodal interaction, and allowing
users to conversationally customize views over the digital twins.

Within the realm of predictive process monitoring, [12] introduces a text-aware
approach combining ML and NLP to monitor knowledge-intensive BPs and
incorporating structured features and unstructured textual information over the
control flow, whereas [13] presents a text-aware technique to predict the next activity
and timestamp in BP instances considering semantic information by including contex-
tualized word embeddings. Moreover, [34] proposes the use of Attention-Based LSTM
with Multi-Task Learning to improve business behavior prediction accuracy from
historical event logs. In contrast to LSTM which relies solely on the last hidden state
for predictions, [38] leverages the notion of attention but considers all hidden states to
predict future behavior accurately. In [69], the authors investigate the integration of
textual data into predictive process monitoring techniques to improve accuracy, while
also prioritizing explainability, which boosts transparency and interpretability for
black-box ML models at the cost of increased computation time. Potential research
directions in predictive process monitoring could focus on enhancing explainability
(RC6). Specifically, future endeavors may involve integrating explainability analysis
with subsequent causality analysis to distinguish whether a variable is correlated or
causally related to the outcome. Furthermore, investigating the connection between
explainability analysis results and practical interventions could be explored [69].

6 Prescriptive Process Optimization

Prescriptive Process Optimization (PPO) is mainly concerned with the optimization
of the process, especially through the translation of the findings from Predictive
Process Analytics into actual actions to undertake for enhancing the execution of the
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process [16]. Drawing the parallelism with the traditional BPM lifecycle, this body
of methodologies falls primarily into the Process Redesign phase, for the production
of a to-be version of the process model [20]. In this case, these techniques refer to
the training of a predictive model utilizing historical data, later employed for making
predictions regarding the underlying process. Such predictions serve as input for a
recommender system, which, based on this information, generates recommendations
for subsequent courses of action. These recommendations may undergo automatic
execution, be presented to domain experts, or be integrated into the prescriptive
system to refine the model for subsequent recommendation generation. PPO
methodologies can be divided into two broad classes. Automated process optimization
is directed at proposing alterations to the BPs in order to achieve a balance between
competing KPIs, such as reducing costs while simultaneously maximizing the quality.
On the other hand, prescriptive process monitoring proposes recommendations about
actions to perform for the process optimization with respect to the selected KPIs
in real-time or near-real-time and, oftentimes, at the case level.

Given that PPO is in the early stages of development, a limited number of
studies have explored its intersection with CSs.

Literature Analysis and Research Challenges. In [6], ChatGPT is employed for
BP optimization within the domain of Additive Manufacturing (AM). The integration
of ChatGPT into the manufacturing workflow is reported to result in improved
efficiency, cost reduction, and increased accessibility in the field. In [52], the authors
present a NLP approach for BP Redesign, aimed at the extraction of the redesign
suggestions from end-user feedback in natural language and tested in a real-world use
case with an extensive experiment program. Research opportunities include developing
NLP-based approaches to automatically extract change proposals for BP Redesign,
performing sentiment analysis on the suggestions, prioritizing them, and employing
clustering to group suggestions based on similarity and frequency. In this domain,
LLMs can be embedded to generate recommendations for BP improvement, working in
conjunction with the predictive layer to assess and validate these suggestions (RC7).

In [73], crowd-wisdom and goal-driven methods from prescriptive process
monitoring are applied to AI-powered BPs, blending classical BPM, goal-driven
chatbots, and conversational recommendation systems, introducing a synthesized
dataset derived from a real use case. Future research challenges in CSs for
prescriptive process monitoring involve considering Reinforcement Learning to
leverage implicit and explicit user feedback, handling complex utterances using AI
planning for dynamic orchestration of automated tasks, and employing DL and NLP
methodologies to map user utterances to activities, followed by the translation of
the results back into natural language recommendations (RC8).

7 Augmented Process Execution

Augmented Process Execution (APE) brings a paradigm shift from the reactive ex-
ecution that lies on the human, aided by system suggestions, to the inverse execution
model, where the system proactively carries out the BP execution, supported by hu-
man operators. [16]. Now we are in the Process Execution stage of the BPM lifecycle,
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where the to-be BP is executed within the IS of the organization [20]. Furthermore,
this is where the notion of ABPMS introduced in Section 1 comes in, with the domain
experts that intervene in the execution only when the system needs it to disambiguate
its behavior in a specific situation [19]. Within this sub-field, we can identify two
categories of systems, depending on their interaction with the human operator. An
autonomic process execution system operates within its predefined frame and resorts to
human intervention and decision-making whenever it encounters an uncertain scenario.
Conversely, an autonomous process execution system not only exercises full control over
the BP within the frame, but it can even operate modifications on it to achieve specific
business goals. In this context, the human assumes the supervisor role, intervening
solely to avoid undesired consequences. Notably, Robotic Process Automation (RPA)
can be considered a specific instance of AI-augmented BPM, aiming to realize more
complex automation than a traditional BPMS. RPA operates on applications’ user
interface (UI) by creating software robots that automate mouse and keyboard interac-
tions. This enables the automated execution of repetitive tasks on the UI, mitigating
human errors stemming from mental lapses induced by boredom or exhaustion.

Literature Analysis and Research Challenges. In [15], the authors introduce
a tool leveraging declarative design and AI planning to optimize complex BPs by
composing with conversational agents and services. [47] implements a conversational
agent using Rasa and Camunda Engine, designed to integrate with BPMSs and
to simplify BP execution. [30] relies on LLMs to tackle various BPM tasks, and to
assess the suitability of BP tasks for RPA. The paper [10] proposes leveraging GPT
technology to generate new BP models, enhance decision-making in data-centric BPs,
and improve overall BPM efficiency through task automation, insights provision,
and operational enhancements. [7] introduces a no-code conversational interface
facilitating collaboration between human users and bots in knowledge-intensive
BPs, by enabling bots to identify user intents, orchestrate automation tasks, and
include insights from conversations mining for performance monitoring and service
quality improvement. [53] introduces an approach for verifying resource compliance
requirements in BPs, leveraging GPT-4 for NLP and a customized compliance
verification component. The study in [61] investigates the transformative role of AI
and chatbots in procurement processes, and develops a chatbot to improve efficiency,
reduce costs, and enhance supplier relations. In [32], a user-friendly natural language
interface for querying runtime event data in BPMSs is introduced, enabling real-time
insights without the need for backend knowledge and including a bootstrapping
pipeline for the automatic instantiation of the natural language interface. In the
domain of conversational agents for system-driven management, challenges arise in
achieving seamless interaction, requiring advanced interfaces capable of understanding
nuanced user requests. Ensuring efficient correction and optimization based on
user-specified natural language instructions poses a significant challenge, emphasizing
the need for automated solutions. Additionally, addressing challenges related to intent
classification accuracy and building user trust through explicit approval requests for
automation are critical aspects of future research (RC9). Furthermore, considerable
variation in LLM responses suggests the need for further research into their behavior
and reactions to diverse inputs for consistent and reliable performance in APE.
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Shifting the focus on how CSs can empower RPA, a solution combining RPA and
chatbots to automate iterative BPs is presented in [35]. [59] presents a conversational
digital assistant framework for interactive automation that addresses the accessibility
issues of RPA for business users through natural language interaction and a multi-
agent orchestration model. [17] develops a multi-channel chatbot integrated with RPA,
automating the end-to-end BP of product exploration, purchase, and transaction, for
consistent operation across channels with minimal human intervention. [18] integrates
chatbots with RPA in manufacturing to efficiently process and present data, offering a
solution for rapid access to information in manufacturing sites through an architecture
capable of managing complex queries and processes. Another relevant problem in RPA
is the identification of suitable routines to automate, which is a time and cost-intensive
manual task and is tackled in [3] by exploring its automation through NLP techniques.
In [36], the authors address the challenge of making APIs, which provide access to RPA
bots, accessible to non-technical users by introducing a data augmentation approach us-
ing LLMs for intent recognition. [74] presents a technique leveraging LLMs to enhance
RPA capabilities through automatic workflow generation, ensuring reliable reasoning
and maintaining data integrity. Given this plethora of works, we can indicate possible
future improvement opportunities. Notably, a unified conversational interface could
simplify the integration of various RPA automation solutions, fostering exploration
of sophisticated orchestration models and autonomous agent composition through
natural language (RC10). Moreover, employing NLP for identifying automation
candidates in BPs highlights potential future improvements. Indeed, NLP techniques
play a crucial role in supporting the design and execution of automation routines and
advancing the automation of non-trivial tasks through cognitive automation (RC11).

8 Related Work

While the field is still undergoing significant development, numerous surveys have
already delved into the applications and challenges of conversational techniques
applied in the context of BPM. One of the first examples we can find in the
literature is [2], a position paper that explores the potential of NLP in enhancing
the advantages of BPM activities across various organizational levels. The authors
report the principal research directions for a successful implementation of NLP in
automating specific tasks that, otherwise, would require compelling effort to be
performed. The paper also describes possible concrete applications, considering both
the process perspective and its improvement through NLP.

The exploration of NLP in BPM is further addressed in two notable studies,
namely, [5] and [11]. The former conducts a systematic literature review (SLR)
to investigate the utilization of NLP techniques in extracting BPs and ensuring
BP quality from unstructured text throughout the BPM lifecycle. The latter
complements this by performing a qualitative analysis of state-of-the-art tools for
BP extraction from unstructured documents, in the direction of uncovering existing
limitations and challenges within the field.

Transitioning the focus from NLP to CSs, their realm has undergone significant
transformation recently, particularly with the emergence of LLMs, which introduced
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Table 2. Research challenges for CSs in BPM.

BPM Area Selected Papers Identifier Research Challenge

Descriptive [27]; [65]; [14]; [63]; [23]; RC1 Unambiguous BP Discovery
Process [56]; [26]; [37]; [66]; [21]; RC2 BP model semantics explanations
Analytics [54]; [55]; [48]; [1]; [44]; RC3 From natural language to BP and vice versa

[4]; [49]; [24]; [60]; [25]; RC4 Conversational interfaces for PM
[8]; [72]; [42]; [31];[22];
[57]; [58]

Predictive [9]; [46]; [50]; [64]; [12]; RC5 Conversational what-if analysis
Process [13]; [34]; [38]; [69] RC6 Explainable predictive process monitoring
Analytics

Prescriptive [6]; [52]; [73] RC7 LLM-driven process redesign
Process RC8 Multi-disciplinary integration for prescriptive
Optimization process monitoring

Augmented [15]; [47]; [30]; [10]; [7]; RC9 Trustworthy conversational corrections
Process [53]; [61]; [32]; [35]; [59]; RC10 Conversational RPA
Execution [17]; [18]; [3]; [36]; [74] RC11 Cognitive automation

new research perspectives in the area of BPM. In particular, the paper [39] introduces
the notion of Large ProcessModel (LPM) that combines the correlation power of LLMs
with the analytical precision of knowledge-based systems and automated reasoning ap-
proaches. The authors envision the integration of LLM applications at different stages
of BPM and posit the feasibility of implementing an LPM, while also underscoring
inherent limitations and research challenges that must be addressed for its realization.

In [68], the authors focus on addressing the opportunities LLMs present in BPM by
identifying six research directions in this respect. It is also worth mentioning the work
in [41], where the authors perform a SLR and evaluate existing chatbots to assist con-
versational BPmodeling leveraging a real-world test set. Based on this study, usage rec-
ommendations and further development in the identified area are consequently derived.

Our study distinguishes itself from previous literature in the same domain by
focusing on challenges directly associated with the application of conversational
techniques in BPM, offering a comprehensive and structured overview to foster
future research to realize conversationally actionable ABPMSs.

9 Threats to Validity and Concluding Remarks

This survey has explored conversational techniques specifically designed for BPM,
aiming to provide a comprehensive overview of this cutting-edge research domain. We
opted for a survey instead of a SLR due to the relative novelty of the topic. Indeed,
a survey approach seemed more appropriate to capture the current state of the field,
as it may not have reached a level of maturity that meets the more stringent criteria
associated with a complete SLR. To ensure the validity of our search protocol, we
focused on addressing issues, such as incompleteness, by utilizing multidisciplinary
search engines. Furthermore, we aimed to minimize selection bias by applying an
accurate review of the studies and providing clear motivations for exclusions when
necessary. It is also crucial to acknowledge the potential subjectivity inherent in the
planning and implementation of the search protocol. To mitigate this threat, we clearly
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defined the survey’s objectives, scope, and inclusion criteria, meticulously documenting
each phase of the study to enhance transparency and reproducibility. Additionally,
we adopted a validated methodology [40] for study selection and data extraction to
mitigate interpretation biases. Our rigorous analysis pursued two primary objectives:
(i) elucidating the principal conversational techniques applied across various BPM
domains, and (ii) examining the extent to which these techniques can enable actionable
conversations for ABPMSs. An overview of the identified RCs is outlined in Table 2.
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