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Abstract
Traditionally, process-aware Decision Support Systems (DSSs) have been enhanced with
AI functionalities to facilitate quick and informed decision-making. In this context,
AI-Augmented Business Process Management Systems have emerged as innovative human-
centric information systems, blending flexibility, autonomy, and conversational capability.
Large Language Models (LLMs) have significantly boosted such systems, showcasing
remarkable natural language processing capabilities across various tasks. Despite the poten-
tial of LLMs to support human decisions in business contexts, empirical validations of
their effectiveness for process-aware decision support are scarce in the literature. In this
paper, we propose the Business Process Large Language Model (BPLLM) framework, a
novel approach for enacting actionable conversations with human workers. BPLLM couples
Retrieval-Augmented Generation with fine-tuning, to enrich process-specific knowledge.
Additionally, a process-aware chunking approach is incorporated to enhance the BPLLM
pipeline. We evaluated the approach in various experimental scenarios to assess its ability to
generate accurate and contextually relevant answers to users’ questions. The empirical study
shows the promising performance of the framework in identifying the presence of particular
activities and sequence flows within the considered process model, offering insights into its
potential for enhancing process-aware DSSs.
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1 Introduction

AI-Augmented Business Process Management Systems (ABPMSs) represent new human-
centered information systems characterized by great flexibility, autonomy, and huge
conversational and self-improving capabilities (Dumas et al., 2023). In this context, tra-
ditional process-aware Decision Support Systems (DSS) are empowered with AI to ensure
quick and quality decisions by understanding and explaining the factors behind their choices
(Agarwal et al., 2022).

A huge impulse through these kinds of systems can be given by the adoption of Large
Language Models (LLMs) (Casciani et al., 2024). LLMs are emerging machine learning
(ML) models showing a great capability to achieve a variety of natural language processing
(NLP) tasks (Ozkaya, 2023). Given their numerous benefits, these models are increasingly
employed in several contexts (Ray, 2023), promising great benefits for industries and business
functions and revolutionizing the human interaction with management systems (Fahland et
al., 2024). Indeed, LLMs are driving organizations towards the paradigm of autonomous
enterprises, characterized by the automation of numerous activities and operations. In this
paradigm, ABPMSs play a pivotal role in supporting human tasks and decisions throughout
the system life cycle. Fahland et al. (2024). Starting from business processes (BPs), LLMs
are expected to overrun the local reasoning context, handle different scenarios, and improve
the comprehension of business activities within their outcomes (Fahland et al., 2024).

In front of the recognized potential of LLMs to assist human decisions in business con-
texts (Dumas et al., 2023), this topic is few explored in literature (Fahland et al., 2024),
and to the best of our knowledge there is not an empirical validation of the effectiveness
of LLMs for process-aware decision support. Starting from these considerations, this study
introduces a novel approach to BP analysis and description based on the adoption of LLMs
to implement a conversational process-aware DSS. To enhance the conversational abilities
of an LLM for answering BP-related tasks, we propose to adopt a process-aware Retrieval-
Augmented Generation (RAG) framework in conjunction with fine-tuning. This strategy can
leverage fine-tuning to extend process- and domain-specific structural and behavioral knowl-
edge leaving RAG in charge of incorporating the contextual knowledge related to the specific
user requests. The overall system, called Business Process LLM (BPLLM) and fine-tuned on
a specific process model, supports the user in a wide range of process comprehension and
execution tasks using natural language. In the proposed framework, a LLaMA 2 (Touvron
et al., 2023a) LLM is combined with a variant of RAG (Lewis et al., 2020) tailored to deal
with the specific aspects of the structural and behavioral representation of BPs. Moreover,
a process-aware chunking approach (Object Management Group, 2011) along with a suit-
able prompting strategy is included. To implement the BPLLM pipeline, we tested different
embedding models to investigate the most suitable ones. In addition to the BPLLM pipeline,
we propose to fine-tune the LLM to improve its knowledge of the process.

This work investigates the following research questions aimed to evaluate the BPLLM
performance within its components and its different settings:

RQ1: How does the adoption of Retrieval-Augmented Generation (RAG), in the frame of
BPLLM architecture, impacts the end-to-end performance?

RQ2: What’s the influence of chunking and prompting on the performance of the BPLLM?

RQ3: How does the choice of process representation format and related embedding model
affect the performance of the BPLLM?

123



Journal of Intelligent Information Systems

RQ4: What is the effect of fine-tuning along with the use of RAG on the performance of the
BPLLM? Does the number of processes included in the knowledge base of a single LLM
impact performance?

We assessed the capability of BPLLM to generate accurate and contextually relevant
answers to users’ questions on a food delivery processmodel. The best BPLLMconfiguration
is also used on different processes to evaluate how the BPLLM performance changes when
more process models are used.

In this work, we opted to use open-source LLMs for several reasons. Open LLMs offer
reduced access costs, guarantee control and stability, and enhance transparency. Researchers
can easily inspect and fine-tune thesemodels to their specific domains, fostering collaboration
and innovation.

The paper is structured into seven sections. Section 2, reports a description of the related
work. Section 3 reports background information useful to better understand and contextualize
the proposed approach introduced in Section 4. Section 5 describes the set of experiments
carried out and discusses the results. Section 6 details the threats to the validity of the study
and Section 7 discusses the conclusions.

2 Related work

Great interest has been pointed in recent years to DSSs given their utility to assist humans in
making high-quality decisions based on domain-specific information (Mozannar & Sontag,
2020). Starting from the work proposed in (Schonenberg et al., 2008), some studies focused
on the development of recommendation services to drive decisions during process execution
by giving suggestions on possible next steps. For example, in (Conforti et al., 2015), the
authors introduce a recommendation system able to suggest risk-informed decisions. Some
additional studies (Bennett & Hauser, 2013) propose a Markov Decision Process (MDP)
(Voorberg et al., 2019) to identify the best decision based on the probability distributions of
all possible decisions. The MDP is also used in (Voorberg et al., 2019) to realize a DSS for
declarative artifact-centric BP models. Other works focused on the identification of DSSs
(Agarwal et al., 2022) that radically evolve to capture the new opportunities derived by the
emerging Artificial Intelligence (AI) models (Ali et al., 2023). In this direction, authors
in (Agarwal et al., 2022) introduce an end-to-end process-aware DSS able to predict the
decisions and explain which factors influence them.

Differently from the described literature, in this study, we focused on generative AI and
conversational systems applied to process-aware support systems. The main idea is that
the emerging LLM technologies can improve process-based DSSs. According to this, a
recent work discussed the possible implications of conversational systems applied to deci-
sion support in Process Management (BPM) and Process Mining (PM) (Chapela-Campa &
Dumas, 2023). While there are several challenges in training ML models on process data
(Ceravolo et al., 2024), the effectiveness of LLMs in performing BPM tasks was thoroughly
reviewed (Estrada-Torres et al., 2024) and demonstrated by several works (Grohs et al., 2024;
Pasquadibisceglie et al., 2024). Additionally, LLMs proved useful in analyzing and redesign-
ing BPs, yielding more relevant and actionable recommendations for reducing waiting times
(Lashkevich et al., 2024), and in transforming business questions and hypotheses written in
natural language into executable specifications to generate relevant reports for stakeholders
(Berti et al., 2023). Conversational systems can also contribute to presenting the results of PM
analysis using a simple natural language by creating a process description from an event log,
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or a concise report describing the process performance (Fontenla-Seco et al., 2020; van der
Aa et al., 2018; López et al., 2019).

In front of this strong awareness about the importance of exploring the new opportunities
of LLMs in the BPM community, the implementation of an LLM-based approach in process-
based DSSs is still missed. The present study represents a novelty with respect to the more
recent literature since it introduces and experiments with a LLM to improve the efficiency
of DSS. The study also proposes, for the first time in the BP representation, the adoption of
RAG integrated into the LLM to ensure greater adherence to the specific aspects of the BP
domain. Finally, the impact of the proposed approach is evaluated and discussed.

3 Background

3.1 Business process models

A process model represents the BP structure, encompassing the activities to be executed
and the constraints governing their sequence. It also encapsulates criteria indicating the
start and termination of the process, along with details concerning participants, IT systems,
and data (Dumas et al., 2013). Several process models have been proposed in recent years
(Vaisman, 2013) within their application in real domains (Bernardi et al., 2014; Agostinelli
et al., 2022). Among the simplest notations for BPs lies the Directly-Follows Graph (DFG)
(van der Aalst, 2019). This graphical representation comprises nodes denoting individual
activities, while directed arcs delineate the sequential relationships between them, signifying
direct succession.

Another common modeling language for BPs is Business Processing Modeling Notation
(BPMN). It is a standard language, proposed by the Object Management Group (OMG), to
design BPs (Object Management Group, 2011). BPMN defines a process model that includes
a set of graphical constructs divided into: (i) flow objects, (i i) data, (i i i) connecting objects,
and (iv) swimlanes.Flow objects define the behavior of a process, as the one reported inFig. 1.
They can be classified into events, activities, and gateways. Events model the occurrence of
states in the real world that are relevant for processes and, more generally, anything that can
happen instantaneously (e.g., an invoice has been received). Activities represent units of work
performed during processes that, differently from the events, have a certain duration (e.g.,
pay an invoice). Gateways are used to represent the split and join behavior of the control flow
when there is a need to model specific conditions like mutual exclusion or concurrence.

Fig. 1 A process model by (Lohrmann & Reichert, 2016) specified in BPMN
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3.2 Large languagemodels and RAG

LLMs represent a significant advancement in NLP, leveraging deep neural network archi-
tectures to analyze and generate human-like text. These models undergo extensive training
on massive amounts of text data to learn patterns and entity relationships within natural
language. Intending to predict and generate coherent text, LLMs estimate the likelihood of
tokens or sequences of tokens occurring within larger sequences (Zhao et al., 2023). Over
time, LLMs have evolved significantly, transitioning from earlier statistical methodologies
to more sophisticated transformer-based architectures like BERT, GPT, and their successors
(Vaswani et al., 2017). These models are capable of generating entire documents and have
fostered research contributions, including architectural enhancements, training methodolo-
gies, context expansion, fine-tuning techniques, and the development of multi-modal LLMs
(Naveed et al., 2023). With their escalating size, often containing billions of parameters,
LLMs have witnessed substantial performance enhancements, enabling them to excel across
diverse NLP tasks. Nonetheless, challenges persist in contextual appropriateness and text
accuracy of the output generated by LLMs (McKenzie et al., 2023). These limitations can be
attributed, in part, to outdated and biased knowledge embedded within their training datasets
(Gao et al., 2024).

Fine-tuning has emerged as a pivotal technique for customizing pre-trained models to suit
specific tasks. Indeed, while pre-trained LLMs demonstrate strong performance across awide
range of activities, they may not always excel in specific domains with specialized require-
ments (Xu &Wang, 2023). Fine-tuning addresses this limitation by updating the parameters
of a pre-trained model using task-specific data, thereby adapting the model’s knowledge and
capabilities to address the nuances of a particular task better. The fine-tuning process typi-
cally starts by selecting the pre-trained LLM that better aligns with the task requirements.
Next, a task-specific dataset with labeled examples or annotated text data is acquired, to serve
as the training data. During fine-tuning, backpropagation iteratively updates the pre-trained
parameters based on the dataset to minimize a defined loss function and optimize the model’s
performance on the target task (Hosseini et al., 2023; Xu et al., 2023a). While fine-tuning
offers numerous benefits, it also comeswith drawbacks, primarily due to its resource-intensive
nature, necessitating substantial computational resources and data. However, these limita-
tions can be mitigated through specific techniques such as Parameter-Efficient Fine-Tuning
(PEFT) (Xu et al., 2023). PEFTminimizes the number of trainable parameters while retaining
comparable performance to full fine-tuning, updating only a limited number of additional
parameters or a subset of pre-trained ones.

An encouraging solution to improve LLM accuracy and credibility (especially in
knowledge-intensive tasks) and avoid the effort required by complex fine-tuning is rep-
resented by RAG (Lewis et al., 2020), which is becoming a popular paradigm in LLM’s
systems. The underlying idea of RAG is the merging of LLMs’ knowledge with specialized,
vast, and dynamic data coming from external repositories (Lewis et al., 2020). The initial
query prompt is complemented through the external retrieval of pertinent information via
search algorithms, which provides further context information (Gao et al., 2024). According
to this, RAG combines information retrieval mechanisms with In-Context Learning (ICL)
(Dong et al., 2024) to improve the LLM’s performance. The approach includes a retriever and
a generator (Lewis et al., 2020) and consists of three steps (retrieve, augment, and generate).
In the retrieval step, the user query x is used to retrieve relevant context (text documents z)
from an external knowledge source by the retriever pη(z|x) with parameters η returning dis-
tributions over text documents given x . Using an embedding model, the query is embedded
into a vector space and included as the additional context in the vector database. According to
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the similarities between vectors and query, the k closest documents from the vector database
are selected. In the augment step, the initial query and the obtained additional context are
combined into a prompt template. In the last step, the retrieval-augmented prompt is fed to
the LLMwhich generates an answer to the question on the base of the contextual information
obtained by retrieved chunks.

3.2.1 LLaMA

LLaMA is a set of open-source LLMs developed by Meta AI, spacing from 7B to 65B
parameters (Touvron et al., 2023a). They were trained on publicly available datasets and
demonstrated to be competitivewithChinchilla and PaLM-540B. The trainingwas performed
on large transformers using a standard optimizer and the training stability was improved by
normalizing the input of each transformer sub-layer.

Their evolution is embodied by LLaMA2, introducing a new breed of pre-trained and fine-
tunedmodels with scales spanning from 7B to 70B parameters (Touvron et al., 2023b). These
models have demonstrated improved performance, integrating techniques such as grouped-
query attention and Reinforcement Learning with Human Feedback (RLHF) to enhance
their performance and safety. The training process for LLaMA 2 adopted a multi-stage
methodology, starting with the pre-training of the model using an extensive array of publicly
accessible datasets. Subsequently, the model underwent supervised fine-tuning tailored to
accommodate dialogue-oriented applications, thereby refining interactions with users.

Another enhancement for open-source models was the release of LLaMA 3 in 2024
(Dubey et al., 2024). These models (8B and 70B parameters) were pre-trained on publicly
available datasets and showed to beat (with its 70B version) Gemini Pro 1.5 and Claude 3
Sonnet on most benchmarks, rivaling GPT-4 on several tasks. Subsequently, LLaMA 3.1 was
introduced in three variants (8B, 70B, and 405B parameters), significantly expanding the
context window up to 128k tokens (Dubey et al., 2024).

3.2.2 Mistral

Mistral constitutes another major family of open-source models. The base version is a 7B-
parameter LLM released in 2023, embedding grouped-query attention for cheaper and faster
inference. It outperformed LLaMA 2 13B on all tested benchmarks (Jiang et al., 2023).
Several improved versions of this model were developed, along with their corresponding
“instruct” variants, fine-tuned to follow instructions.

Mixtral 8x7B represented a step forward in the open-source LLMs landscape, relying on
a sparse mixture of experts architecture and outperforming both LLaMA 70B and GPT-3.5
in most benchmarks (Jiang et al., 2024). The model embeds 8 groups of “experts” totaling
46.7B parameters, but each token uses only 12.9B parameters, optimizing for speed and cost
similar to a 12.9B parameter model.

4 The business process LLM (BPLLM)

In this section, we present our BPLLM framework. Figure 2 shows the operational steps
utilized by the BPLLM pipeline for answering queries about BPs. The overarching workflow
unfolds in three major phases as follows:

• RAG Knowledge Augmentation: Initially, the BPLLM pipeline ingests the target pro-
cess model, which undergoes the initial stage of chunking. Here, the process model
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Fig. 2 The overall architecture of the BPLLM framework

representation is segmented into semantically meaningful chunks. Subsequently, the
embedding phase processes the previously generated chunks and converts them into
embeddings for indexing in the vector database. Following this, the produced embed-
dings are stored in the designated vector database, to implement subsequent semantic
searches based on cosine similarity.

• LLM Fine-tuning: The chosen LLM undergoes a process of fine-tuning using a super-
vised dataset enrichedwithBP-specific information. This fine-tuning procedure enhances
the LLM’s understanding of the process and tailors it to the task of responding to inquiries
pertinent to the BP model.

• RAG Querying: At runtime, during the retrieving stage, a semantic search is conducted
to retrieve contextually relevant chunks of the process model from the vector database,
based on the user query. These retrieved chunks are then combined with the input query
to generate the prompt, which is sent to the LLM to generate the output. Finally, the
crafted prompt, derived from the previous stage, is fed into the fine-tuned LLM, which
generates an answer containing grounded information concerning the process model.

In the following, we provide an in-depth discussion of each phase within the overall
process. From a technological standpoint, the backbone of the pipeline was realized by
leveraging the Langchain framework1.

1 https://www.langchain.com/
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4.1 RAG knowledge augmentation

The BPLLMKnowledge Augmentation is composed of the three stages that are described in
this section: (i) Chunking, (ii) Embedding, and (iii) Storing.

4.1.1 Chunking

The initial step in the proposed pipeline takes the BP model in input, aiming to generate
multiple relevant chunks for easier comprehension by the LLM in subsequent responses. We
considered both a natural language DFG representation and a BPMN representation of the
process model.

Due to the limited context windows of LLMs, i.e., the number of tokens the LLM can
receive in input to generate the output text, we are prevented from passing large process mod-
els in the query. For this reason, chunking is an essential operation for RAG and it consists
of breaking down extensive contents into smaller, manageable segments. Efficient chunking
optimizes the relevance of responses by ensuring that only pertinent context is provided to
the LLM. Balancing performance and accuracy is crucial in determining the optimal chunk-
ing strategy, as excessive chunking can disrupt content flow. Striving for meaningful chunks
and trying to avoid unnatural segmentation of the process model, we evaluated different
chunking strategies for each considered process model format. Referring to the DFG tex-
tual process description, we considered both fixed-size and recursive chunking. Recursive
chunking divides text hierarchically using separators until desired chunk sizes or structures
are attained. We evaluated also fixed-size and recursive chunking for the BPMN process.

BPMN-specific chunkingFor theBPMN representation,we designed an additional chunking
technique to intelligently segment the model without sacrificing the semantics of the process
model. Our chunking processor parses BPMN files by splitting them in correspondence with
relevant tags while disregarding irrelevant graphical elements to preserve contextual rele-
vance. Notably, it scans the BPMN file to isolate self-contained semantic chunks defined by
the content within BPMN tags, adding them to the final list to store in the vector database.
Figure 3 illustrates its execution on a BPMN file. When processing the depicted BPMN
extract, the chunking processor identifies the start of the <task> tag and generates a corre-
sponding semantically meaningful chunk. Then, it continues its analysis by isolating chunks
related to BPMN elements such as the Exclusive Gateway and the Send Task.

4.1.2 Embedding

The embedding phase plays a crucial role in the representation of the input data: it transforms
the process model chunks generated in the chunking step into process model embeddings,
following a numerical format that can be efficiently processed and stored in a vector database.
In particular, the embedding phase transforms the raw input into dense, low-dimensional vec-
tors, capturing semantic information and contextual relationships. These embeddings serve
as the foundation for downstream tasks, such as retrieval and generation, in the pipeline. The
choice of embedding model significantly impacts the effectiveness of the BPLLM pipeline.
Each embedding model has its strengths and weaknesses, depending on the nature of the
input data and the requirements of the downstream tasks.
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...

Chunk i

<task id="Activity_074nbz9" name="Register the order">
 <incoming>Flow_1tpgntx</incoming>
 <outgoing>Flow_0agx772</outgoing>

</task>

Chunk i + 1

<exclusiveGateway id="Gateway_03ncbpd" name="Has the order been accepted?">
 <incoming>Flow_0oe8kpj</incoming>
 <outgoing>Flow_03y8s2m</outgoing>
 <outgoing>Flow_0xnynh4</outgoing>

</exclusiveGateway>

Chunk i + 2

<sendTask id="Activity_1r7emvp" name="Send work proposal">
 <incoming>Flow_14atypc</incoming>
 <outgoing>Flow_0oe8kpj</outgoing>

</sendTask>

...

BPMN Process Model
...

<task id="Activity_074nbz9" name="Register the order">
<incoming>Flow_1tpgntx</incoming>

 <outgoing>Flow_0agx772</outgoing>
</task>
<exclusiveGateway id="Gateway_03ncbpd" name="Has the order been accepted?">

<incoming>Flow_0oe8kpj</incoming>
<outgoing>Flow_03y8s2m</outgoing>
<outgoing>Flow_0xnynh4</outgoing>

</exclusiveGateway>
<sendTask id="Activity_1r7emvp" name="Send work proposal">

<incoming>Flow_14atypc</incoming>
<outgoing>Flow_0oe8kpj</outgoing>

</sendTask>
...

Fig. 3 An example of application of the BPMN-specific chunking technique

We used various embedding models suitable for semantic representation obtaining the
best results with the all-MiniLM-L6-v22 model.

4.1.3 Storing

In the storing phase, the processmodel embeddings are stored in a dedicated vector index. This
vector index plays a crucial role in supporting similarity search operations and, consequently,
in facilitating efficient retrieval of process model chunks.

In this study, the adoption of different vector index solutions has been explored: after
careful consideration, we opted for qDrant3, an open-source vector database designed for
storing and querying high-dimensional embeddings. This decision aligned with our broader
objective of leveraging open-source technologies throughout the BPLLM implementation.
Starting from qDrant, the vector index leveraging cosine similarity is used for semantic
search. Cosine similarity is vastly used and well-suited for measuring the similarity between
high-dimensional vectors, making it ideal for our use case in process-related information
retrieval. Finally, the local connection to the vector index is obtained using gRPC4 as the
communication protocol for efficient and reliable communication between our pipeline and
the qDrant database.

4.2 LLM fine-tuning

To generate the answers, we employed several language models from the Llama and Mistral
families, granted for use by Meta AI, Mistral AI, and HuggingFace. These open-source
LLMs are well-suited for natural language understanding and generation tasks, making them
an ideal choice for our querying phase.

For specializing the LLM in providing grounded responses, we leveraged the Auto-
Train Advanced5 library from HuggingFace. Notably, we employed the PEFT methodology

2 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
3 https://qdrant.tech/
4 https://grpc.io/docs/what-is-grpc/introduction/
5 https://github.com/huggingface/autotrain-advanced
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introduced in Section 3 to reduce the computational cost associated with adapting the model
to the task at hand, while capitalizing on the main benefits of fine-tuning. Specifically, we
fine-tuned the LLaMA 3.1 8B model in a supervised fashion using a dataset containing
information about a specific BP model (see Section 5 for more details). This dataset included
process-specific questions paired with corresponding binary answers about the structural
and behavioral information of the process model. By structural information, we denote the
presence of activities, events, and gateways within the process model, whereas behavioral
information encompasses details concerning the sequence flows linking these entities.

4.3 RAG querying

This phase includes the following steps: Retrieval and Answering.

4.3.1 Retrieval

In this stage, the relevant process model chunks useful to generate accurate and contextually
relevant answers to the user queries are retrieved. This component has been implemented
by integrating the vector store (qDrant) within a retriever component (implemented with
an LLM chain with Langchain). The LLM chain serves as the backbone for our retrieval
process: it combines retrieval techniques with question-answering capabilities, allowing us
to efficiently extract relevant information from process model data. The chain first performs
a retrieval step to fetch relevant chunks, then it passes those textual segments into an LLM
to generate a response.

To leverage qDrant within the Langchain architecture, a qDrant client needs to be config-
ured as the retriever component. This client interacts with the qDrant vector index, querying
it to retrieve process model chunks that are relevant to user queries.

Through experimental analysis,we also determined the number of chunks yielding optimal
results. This number was found to strike a balance between providing sufficient context for
generating accurate answers and respecting the context window of the language model.
Retrieving a sufficient number of process model chunks is fundamental for ensuring that the
retrieved content contains all the necessary context for generating accurate answers.

4.3.2 Answering

In the answering step, accurate and contextually relevant answers to user queries are gener-
ated. This phase is essential for providing grounded responses based on the input query and
the context extracted from relevant process model chunks retrieved in the previous phase,
enhancing the overall effectiveness of the BPLLM pipeline.

The answering stage requires two main components: an LLM and the corresponding
tokenizer of the model. First, the prompt is crafted by combining the user query with the con-
textually relevant chunks retrieved in the previous phase as reported in Fig. 4. The tokenizer
preprocesses the prompt and converts it into a format that can be understood by the model.
Tokenization involves breaking down the input text into individual tokens and encoding them
into numerical representations that the model can process. Once the prompt is prepared and
tokenized, we feed it into the LLM to generate responses. Relying on the context provided
by the retrieved process model chunks, the language model can generate answers that are
accurate and contextually relevant to the user’s query.
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Prompt

Use the following pieces of context to answer the question at the end.
Answer 'yes' if true or 'no' if false.

 <task id="Activity_02rjtb4" name="Send confirmation to rider">
 <incoming>Flow_0vdee2b</incoming>
 <outgoing>Flow_0k3ykxg</outgoing>

 </task>
...

Question: Is there an activity with name="Send confirmation to rider"?
Also reference the corresponding piece of provided context if present.

Large Language Model

Fig. 4 Example of the prompt passed in input to the LLM

5 Experimental evaluation

This section discusses the experiments conducted to answer the research questions introduced
in Section 1. To this end, in the following sub-sections, we describe the process models used
for the experiments, the experimental setup, and the results.

5.1 The adopted process models

In this work, we considered three distinct BPs. Specifically, the first process is analyzed
using textual DFG descriptions of activities and sequence flows, alongside the corresponding
BPMN process model. In contrast, the remaining two processes are evaluated solely through
their BPMN models.

We provide a brief overview of the BPs under consideration.

• The initial process, called Food Delivery, involves a food delivery system that receives
user orders as input and verifies their status as existing clients. If they are not present in the
customer database, it creates an account for them. Then, the system checks the specified
payment methods, assigns the processed order to an accepting rider for delivery, and
communicates the estimated waiting time to the customer. Upon the rider collecting the
order, a notification is sent to the client who, upon receipt, notifies the system accordingly
to unlock the rider’s payment.

• The second process, calledE-commerce, mirrors the previous one and centers on fulfilling
orders placed by customers through an e-commerce platform.Upon receipt of a neworder,
the system verifies the customer’s account status; if not present, it generates one and
stores the payment methods. Then, it records the new order, verifies courier availability
for delivery, and selects the optimal one. Subsequently, the system assigns the package
to the courier and, upon its confirmation, calculates and communicates the delivery date
to the customer. After the courier retrieves the package, a confirmation is dispatched
to the customer, triggering a reciprocal notification upon order receipt by the customer.
Afterward, the customer fills and sends back a satisfaction questionnaire, and the courier
is paid.

• The last process, called Reimbursement, is entirely distinct from the previous ones and
revolves around an expense reimbursement process. It begins with the system’s reception
of an expense report from an employee, followed by a notification to the employee. In
the absence of an existing account, the system creates one for the employee, and a clerk
reviews the amount, reformulating it if necessary before submission to themanager. If the
amount falls below a specified threshold, it is promptly approved; otherwise, the manager
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evaluates it. In case of rejection, the process terminates immediately. If approved, the
corresponding amount is transferred to the applicant’s bank account, accompanied by a
notification.

5.2 Experimental setting

The proposed BPLLM system is based on generative models and hence it generates feedback
for the user in natural language. This kind of systems requires a twofold validation based
on both qualitative and quantitative aspects. For this reason, to evaluate the effectiveness
of BPLLM in helping users understand BPs, we designed experiments covering these two
different perspectives.

More precisely, the quantitative validation covers the correctness (in terms of accuracy) of
LLM’s answers concerning the entities and relationships in the model provided by the user.
Conversely, the qualitative validation is based on the analysis from the user-effectiveness
standpoint of experts judging the answers quality.

The conclusion drawn from the study focuses on the overall utility of the BPLLM system
in aiding BP users, discussing its potential applications in real-world settings. Based on
the outcomes of these experiments, recommendations for the system’s improvements are
suggested, along with proposals for further studies to continue validating and enhancing the
system’s capabilities.

Quantitative evaluation

Several experiments are proposed in this section to answer the research questions reported
in Section 1. The overall idea is to evaluate the BPLLM performance covering different
aspects (RAG, chunking, embedding, and fine-tuning). All the evaluations are performed
using the FoodDelivery process described in the previous section. The FoodDelivery process
is represented using the DFG in natural language (in the following we use the term “natural
text” for brevity). Figure 5 illustrates the natural language description of the DFG, identifying
the process model fed to the LLM.

The queries6 adopted in these experiments require to be answered in order to recognize
structural information and behavioral aspects within the model. Figure 6 sketches the typol-
ogy of checks performed on an excerpt of the Food Delivery reference process. For each
kind of check (activity and direct flow presence/absence), different prompts are generated to
obtain a precise answer from the model.

Specifically, for structural information correctness analysis, we queried the presence of
specific activities within the BP model, prompting the pipeline to answer with “yes” or
“no” and to provide contextual references if available. In evaluating behavioral aspects, we
formulated questions to determine the existence of sequence flows between activities and
asked the LLM to indicate their presence in a binary way along with contextual information
if present. We examined all single-pass flows along with an equal number of flows from
one existing activity to another but not directly linked in the process and flows between
false activities not contained in the model. In both evaluations, we checked existing and
non-existing activities and flows and sequence flows for a comprehensive assessment of the
framework.

RQ1 assesses the performance (i.e., the accuracy) of BPLLM with respect to the base
LLM to address queries concerning the Food Delivery process model.

6 https://zenodo.org/doi/10.5281/zenodo.13342039
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The Food Delivery process defines the following transitions:
The process starts from "Customer Order Arrived".

The process ends with "Order Completed".

From "create an account", the process continues with "check credit card and the payment".
From "recover client info", the process continues with "check payment".

From "select rider and create work proposal", the process continues with "send work proposal".
From "Estimated Arrival Time", the process continues with "send to customer the waiting time".

Structural Process Information (Activities and Events) Behavioral Process Information (Sequence Flows)

The Food Delivery process defines the following activities, one per line:
Customer Order Arrived

Check Payment
Register the Order

Select Rider and Create Work Proposal
Pay Rider

Receive Customer Satisfaction
Order Completed

...

...

...

Fig. 5 Extracts of the DFG in natural language provided to the LLM

Indeed, we estimated the effectiveness of the LLM and the BPLLM framework in describ-
ing process-related aspects based on accuracy metric. To this end, we devised the previously
introduced binary methodology to evaluate the pipeline’s performance using binary response
questions (“yes” or “no”), enabling a rigorous assessment of the responses generated by the
LLM . Accuracy measures the percentage of exact predictions made by the LLM in address-
ing such inquiries out of the total number of expected answers.We designate the framework’s
answers that alignwith positive expected responses as true positives (TP), and thosematching
negative expected responses as true negatives (TN). Conversely, false positives (FP) occur
when the pipeline yields positive responses contrary to the negative expected ones, while
false negatives (FN) arise from the framework providing negative responses despite positive
expectations. Thus, we defined accuracy as follows:

Accuracy = T P + T N

T P + F P + T N + F N
(1)

RQ2 evaluates the effects of employing various chunking techniques within the BPLLM
pipeline, alongside investigating how prompt engineering can further increase the perfor-
mance of the framework. To this end, different chunking techniques are explored when the

Fig. 6 Prompts for structural and behavioral evaluation
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input is in natural text and BPMN format. In the DFG case, fixed-size and recursive chunking
with different sizes (16, 64, 128, 256, 512) are tested. For theBPMNformat,we estimated also
the impact of the customized chunking technique. In both cases, we evaluated the accuracy
(see Formula 1) of BPLLM in answering the queries. Additionally, RQ2 evaluates the effects
of prompt refinement on the answer’s accuracy. For each question, two levels of refinement
have been considered (not refined and refined version). The adopted refined and not refined
questions are reported in the replication package associated with this paper.

Once we identified the best configuration in terms of accuracy (BPMN for process repre-
sentation, BPMN-specific chunking, and refined prompt), we conducted further experiments
under the same settings employing various open-source language models from the Llama
and Mistral families, to extend the evaluation to LLMs with comparable parameters’ sizes
but larger context windows.

RQ3 examines the impact of employing different representations for the process mod-
els within the BPLLM pipeline, as well as whether different embedding models affect our
pipeline. In this direction, the natural text and the BPMN model representation for the Food
Delivery process are evaluated as described in the previous RQs. For each process represen-
tation, different embedding models are tested: all-MiniLM-L6-v27, which projects sentences
into a 384-dimensional dense vector space; bert-finetuned-bpmn8, a fine-tuned version of
bert-base-cased trained on a dataset comprising textual process descriptions; paraphrase-
xlm-r-multilingual-v19, mapping sentences to a 768-dimensional vector space.

RQ4 explores the effect of fine-tuning the languagemodel in BPLLMcoupledwith the use
of RAG on the accuracy of the framework. To this end, the BPMN representation for the Food
Delivery process is evaluated as described in the previous RQs. This experiment tests two
variants of fine-tuning, employing quantization with intervals of int4 and int8. Quantization
consists of reducing the precision of numerical values and is often used to compress LLMs
for more efficient deployment. The main difference between int4 and int8 quantization lies
in the level of precision of the numerical values used to represent the model parameters, with
int8 offering higher precision at increased computational costs.

Finally, the RQ4 also aims to evaluate if the number of processes included in the knowl-
edge base of BPLLM impacts its overall performance. To answer this question, starting from
the best BPLLM configuration, different combinations of processes (Food Delivery, Reim-
bursement, and E-commerce) are included in the initial knowledge base to assess their effect
on the BPLLM accuracy.

We conducted the evaluation using an oracle designed for this purpose. The oracle receives
the question and the expected binary answer as input, compares it with the response generated
by the LLM, and calculates the accuracy as the percentage of correct results out of the total
number of tests in the specific evaluation.

In our experimentation, we found that by retrieving the top 10 chunks, we could always
capture a comprehensive overview of the process models, enabling the language model to
generate informed responses.

The experiments were conducted on a workstation equipped with Linux/Ubuntu 22.04.3
LTS operating system and powered by an NVIDIA A100 GPU.

7 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
8 https://huggingface.co/jtlicardo/bert-finetuned-bpmn
9 https://huggingface.co/sentence-transformers/paraphrase-xlm-r-multilingual-v1
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5.2.1 Qualitative evaluation

Sticking to the optimal BPLLM configuration, we conducted an additional qualitative assess-
ment of the pipeline by posingmore nuanced inquiries about thewholeBPMNprocessmodel.
This was undertaken to simulate real-world users’ interactions with the tool, aimed at gaining
deeper insights into the underlying BP model or addressing specific issues related to their
work.

We centered the qualitative evaluation on the Food Delivery process, providing its entire
BPMN model as context for the framework (removing only graphical information, deemed
irrelevant for this analysis).

5.3 Evaluation results

We proceed to analyze the results obtained during the evaluation phase under various exper-
imental conditions for each RQ introduced in Section 1.

RQ1: How does the adoption of Retrieval-Augmented Generation (RAG), in the frame of
BPLLM architecture, impacts the end-to-end performance?

Table 1 reports the accuracy obtained when a pure LLM and BPLLM are used on the Food
Delivery model described in natural text and BPMN. To adhere to the context window of the
LLM, we removed the graphical information from the BPMN file, as it was irrelevant to our
objectives. The table shows a significant enhancement in performance when BPLLM is used,
aligning with our expectations. This improvement shows better accuracy for the RAG-based
LLM leveraging the natural language representation to drive more informed and accurate
decision-making.

Additionally, our observations revealed instances of hallucination, wherein the pure LLM
responds by lacking information about the process model, occasionally asserting familiarity
with certain activities even in the absence of such knowledge.

RQ2:What’s the influence of chunking and prompting on the performance of theBPLLM?

Table 2 reports the accuracy evaluated on different process model representations (natural
text andBPMN) and distinct chunking techniques (no chunking, fixed-size, recursive,BPMN-
specific).

When natural text is used, we obtained comparable results by relying on fixed chunking
and recursive chunking. In both scenarios, the optimal chunk size is determined to be 128
tokens with a 10-tokens overlap. This finding can be attributed to the process model’s small
size, whose content is nearly included within a single chunk. This also explains why the case
of “no chunking” yields similar results.

Employing the BPMN format, the results are quite different. Favorable outcomes are
obtained when fixed chunking and recursive chunking are used. The optimal chunk size in
both cases is 32 tokens with a 10-token overlap. Nonetheless, a great difference in accuracy
can be observed when different process models are used. This is in line with the idea that the

Table 1 Comparison of the
evaluation results for pure LLM
and RAG framework

Methodology Process l Language model Accuracy

Pure LLM None Llama 2 13B 42.78%

RAG Natural Text Llama 2 13B 65.48%

RAG BPMN Llama 2 13B 60.57%

The best result is highlighted in bold
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Table 2 Evaluation results after chunking and prompts refinements

Process Model Chunking Prompts Language Accuracy
Representation Model

Natural Text No Chunking Not Refined Llama 2 13B 65.48%

Natural Text No Chunking Refined Llama 2 13B 67.27%

Natural Text Fixed Not Refined Llama 2 13B 54.76%

Natural Text Fixed Refined Llama 2 13B 60.71%

Natural Text Recursive Not Refined Llama 2 13B 55.95%

Natural Text Recursive Refined Llama 2 13B 61.90%

BPMN No Chunking Not Refined Llama 2 13B 60.57%

BPMN No Chunking Refined Llama 2 13B 64.86%

BPMN Fixed Not Refined Llama 2 13B 60.78%

BPMN Fixed Refined Llama 2 13B 73.53%

BPMN Recursive Not Refined Llama 2 13B 67.65%

BPMN Recursive Refined Llama 2 13B 73.53%

BPMN BPMN-specific Not Refined Llama 2 13B 68.63%

BPMN BPMN-specific Refined Llama 2 13B 76.47%

BPMN BPMN-specific Refined Llama 2 7B 68.47%

BPMN BPMN-specific Refined Llama 3 8B Instruct 89.78%

BPMN BPMN-specific Refined Llama 3.1 8B Instruct 90.38%

BPMN BPMN-specific Refined Mistral Instruct 7B v0.2 88.85%

BPMN BPMN-specific Refined Mistral Instruct 7B v0.3 90.18%

BPMN BPMN-specific Refined Mixtral 8x7B Instruct v0.1 79.81%

The best result is highlighted in bold

process model size influences the chunking strategy since the BPMN model is greater than
the natural text model in size.

The best results for Llama 2 13B are obtained by applying the BPMN-specific chunking,
showing an accuracy of 76.47 percent. This confirms the idea that a custom technique for
chunking BPMN representations into semantically valid segments resulted in a significant
enhancement in accuracy for BPLLM, underscoring the effectiveness of chunking strategies
tailored to the specific process model representation.

Furthermore, Table 2 reports, in the third column, the refinement level of the adopted
prompt (not refined and refined). In all the cases, the refined prompts demonstrated greater
accuracy in the answer. For the BPMN representation, the difference in accuracy between
the not refined and refined prompt cases is significant, exhibiting a strong influence of the
prompt refinement level on the results.

Based on the optimal configuration identified with these results, we experimented with
the language model’s choice. First, we tested Llama 2 7B to determine if the inverse scaling
phenomenon applied in this context (McKenzie et al., 2023). Indeed, although it is generally
expected that increasing the model’s scale leads to better performance, this is not always the
case, as sometimes larger LLMs perform worse on specific tasks. However, our experiments
with Llama 2 7B did not produce favorable outcomes. Thus, we shifted to more advanced
models with larger context windows from the Llama 3 and Mistral families. Ultimately,
Llama 3.1 8B Instruct10 delivered the best results, yielding an accuracy of 90.38 percent.

10 https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
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RQ3:How does the choice of process representation format and related embedding model
affect the performance of the BPLLM?

In tackling RQ3, we considered the impact of the process representation format and embed-
ding model on BPLLM accuracy. Table 3 summarizes the collected insights.

Specifically, we observed satisfactory outcomes with the natural language representation.
In this case, optimal performance (87,88 percent) is attained when employing the embed-
ding model tailored for BPMN terminology, namely bert-finetuned-bpmn. Conversely, for
the BPMN process model, superior results (90,38 percent) are achieved by leveraging the
all-MiniLM-L6-v2 model. Additionally, we evaluated the paraphrase-xlm-r-multilingual-v1
model. It demonstrated decent performance with both the process representations but with
no significant improvements in accuracy compared to the other embedding models.

Based on these findings, we generated t-SNE charts for the most effective combinations,
as depicted in Fig. 7. For this experiment, we considered the entire prompt containing the
process-related query and the relevant context retrieved from the vector database based on
cosine similarity. In the left chart, illustrating the embeddings derived from the bert-finetuned-
bpmn model, noticeable proximity between the prompts and the chunks of the natural text
model can be observed, thus confirming the reliability of the results. Similarly, the t-SNE
on the right illustrates that the embeddings produced by the all-MiniLM-L6-v2 model are
more suitable for the BPMN representation of the process model, as both the prompts and
the BPMN chunks are concentrated within the same area.

RQ4: What is the effect of fine-tuning along with the use of RAG on the performance of
the BPLLM? Does the number of processes included in the knowledge base of a single
LLM impact performance?

The outcomes of the experiments directed at evaluating the influence of fine-tuning on the
performance of the BPLLMare reported in Table 4. The table shows the BPLLMaccuracy for
different PEFT quantizations (int4 and int8). We considered in the table, for brevity, the best
configuration of parameters according to the results described in the other subsections (i.e.,
BPMN model as input, BPMN-specific chunking, all-MiniLM-L6-v2 as embedding model,
and Llama 3.1 8B as language model). In the first two rows, the table shows the results
when Llama 3.1 8B is fine-tuned only on the Food Delivery process. In this case, the int4
quantization demonstrated superior performance (92,31 percent) not only in terms of reduced
computational costs but also in the final accuracy of the BPLLM. The comparison of Table 4
and the best case reported in Table 3 shows increased accuracywhen fine-tuning is performed.

Table 3 Evaluation results for different representations and embedding models

Process Model Embedding Language Accuracy
Representation Model Model

Natural Text all-MiniLM-L6-v2 Llama 3.1 8B Instruct 87.50%

Natural Text paraphrase-xlm-r-multilingual-v1 Llama 3.1 8B Instruct 85.58%

Natural Text bert-finetuned-bpmn Llama 3.1 8B Instruct 87.88%

BPMN all-MiniLM-L6-v2 Llama 3.1 8B Instruct 90.38%

BPMN paraphrase-xlm-r-multilingual-v1 Llama 3.1 8B Instruct 90.20%

BPMN bert-finetuned-bpmn Llama 3.1 8B Instruct 69.23%

The best result is highlighted in bold
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Fig. 7 T-SNE charts depicting the embeddings of the prompts and chunks derived from the natural text (left)
and the BPMN (right) process model. The embeddings are computed using bert-finetuned-bpmn (left) and
all-MiniLM-L6-v2 (right)

Continuing our analysis of the results, we examined the potential effects of enlarging
the knowledge base within the vector database by incorporating multiple process models to
provide to BPLLM. Our investigation considered both process models having similar and
different activities and objectives to assess the performance implications on the framework.
By similar activities, we refer to tasks that have synonymous names and share similar objec-
tives (e.g., “Select Rider” and “Select Courier”). In contrast, different activities pertain to
tasks with distinct names and actions (e.g., “Estimate Arrival Time” and “Approve Expense
Report”).

Initially, we examined the impact of integrating two distinct BPs (namely the previously
introduced Food Delivery and Reimbursement process models) into the knowledge base. Our
findings indicated a slight degradation in the performance of the BPLLM pipeline. However,
fine-tuning the LLM with int4 quantization on both models mitigated the adverse effects,
demonstrating improved accuracy. Conversely, when incorporating two similar BP models
(such as Food Delivery and E-commerce), we observed a marked decline in accuracy for
both the base BPLLM and the pipeline utilizing the fine-tuned LLM. This outcome was
expected, as the LLM can be influenced in decision-making by the similarities in activity
names between the BP models, leading to potential misinterpretations.

Table 4 Evaluation results for different PEFT quantization and enlarged knowledge base

Process Model(s) Fine-Tuning PEFT Quantization Accuracy

Food Delivery � int4 92.31%

Food Delivery � int8 90.58%

Food Delivery, Reimbursement − 82.16%

Food Delivery, Reimbursement � int4 84.62%

Food Delivery, Reimbursement � int8 81.87%

Food Delivery, E-commerce − 80.26%

Food Delivery, E-commerce � int4 80.53%

Food Delivery, E-commerce � int8 79.85%

The best result is highlighted in bold
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Which activities can never happen together?

The activities that can never happen together are:
- "create an account" (Activity_1uxpywg) and "recover client info" (Activity_0zlhwln)
- "check payment" (Activity_0mt2w5k) and "check credit card and the payment" (Activity_1x5mf5x)
These two pairs of activities have exclusive gateways (Gateway_0z24z44 and Gateway_0f3iu05,
respectively) in between them, which means that only one of these activities can be executed at a time.

Which are the activities after the exclusive gateway possibly following “Customer Order” in the process?

Can you describe the meaning of the path between
“Customer Order” and “The rider accepted the work proposal”?

The activities that follow the "Customer Order" event, which is preceded by the exclusive gateway "Is
the customer registered?", are:
- If the answer to the gateway is "yes", then the activity is "Recover Client Info"
- If the answer to the gateway is "no", then the activity is "Create an account"
These activities are connected to the "Customer Order" event through the sequence flows
"Flow_08ptwir" and "Flow_0npkvg0".

Can you propose the shortest path to conclusion after the activity “register the order”?

The shortest path to conclusion after the activity "register the order" is:
1. Activity_074nbz9 ("register the order")
2. Gateway_1lf96zg
3. Activity_05qnapc ("select rider and create work proposal")
4. Activity_1r7emvp ("send work proposal")
5. Gateway_03ncbpd ("has the order been accepted?")
6. Flow_03y8s2m
7. Activity_00fcmsc ("the rider accepted the order")
8. Gateway_0yayjl1
9. Activity_02rjtb4 ("send confirmation to rider")
10. Activity_1nwzzzm ("send to customer the waiting time")
However, since there are two parallel paths from Gateway_0yayjl1, the other possible path is:
10. Activity_1623ajo ("Estimated Arrival Time")
11. Activity_1nwzzzm ("send to customer the waiting time")
Both paths lead to the conclusion, but the first one is shorter.

There are no duplicate transitions in the provided BPMN model. Each sequence flow has a
unique ID and connects two distinct elements, ensuring that there are no duplicate transitions.

Does the model contain duplicate transitions?

The activities that follow the "Customer Order" event, which is preceded by the exclusive gateway "Is
the customer registered?", are:
- If the answer to the gateway is "yes", then the activity is "Recover Client Info"
- If the answer to the gateway is "no", then the activity is "Create an account"
These activities are connected to the "Customer Order" event through the sequence flows
"Flow_08ptwir" and "Flow_0npkvg0".

Fig. 8 An extract of the qualitative evaluation results

These findings underscore the importance of carefully managing the size and composition
of the knowledge base within BPLLM, particularly when incorporating multiple process
models with varying degrees of similarity. Additionally, our results highlight the potential
benefits of fine-tuning the LLM to enhance its adaptability and performance across diverse
BP contexts.

5.3.1 Qualitative evaluation discussion

Wealso evaluated the capability ofBPLLM to respond appropriately to nuanced process-wide
inquiries posed by a group of potential users, considering the whole Food Delivery BPMN
model in input. The complete set of questions and answers can be found in the replication
package11. Figure 8 illustrates an informative sample for this experimentation. Notably, it
shows the ability of BPLLM to: (i) identify duplicate elements in a process model, ensuring
process integrity and correctness; (ii) navigate and optimize process paths for efficiency
analysis; (iii) understand exclusive gateways and mutually exclusive activities; (iv) trace
process flows; and (v) explain sequences of events, demonstrating comprehension of the
rationale behind BP steps.

The selected users, based on the obtained answers, posit that the framework exhibits
the ability to provide satisfactory responses promptly, thereby establishing its reliability for
everyday usage.

6 Threats to validity

This section reports some considerations about the threats to the validity of the study. A first
threat to internal validity concerns the choice to use in our BPLLM approach open LLM
models since there are closed models (like ChatGPT) largely recognized by the community
that can give good results. Regarding to this point, we consider that in a research setting the
adoption of a closed model is impractical due to flexibility issues, the high costs of these
solutions, and the possibility to control and evaluate the development process. Referring to the
choice of adopting open-source models, another internal validity concern refers to the rapid
advancement of LLM models (new versions are developed in a few months) that makes the
obtained results outdated in time. To counter this, in the proposed BPLLM, the more recent
open LLM models of the LLaMA family are evaluated. However, the considered BPLLM
solution can be easily adapted to new overruling LLaMA models.

11 https://zenodo.org/doi/10.5281/zenodo.13342039
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Instead, an external validity threat to this study is given by the difficulty in replicating
the proposed experiments since LLMs can provide variable responses to the same prompt.
To mitigate this critical issue, we made available online the adopted prompts and evaluated
as possible answers only binary responses (“yes” or “not”). This makes the experiments
more reproducible and reduces the differences in how questions or commands are phrased.
Moreover, we performed multiple runs along the experiment to ensure the correctness of
the answer. Finally, always referring to the external validity, we focused on ensuring the
generalizability of our results by extending the experimentation to a larger number of process
models.

7 Conclusion

In this paper, we introduced BPLLM, a novel methodology aimed at enabling grounded
conversations with an LLM to enhance process-aware DSSs. The framework is designed
for the analysis and description of BPs, boosting the conversational capabilities of LLMs
in addressing process-related tasks. It achieves this by integrating a RAG framework to
ingest contextual knowledge relevant to specific user queries with fine-tuning, thus extending
process-specific structural and behavioral knowledge. In this way, BPLLM fine-tuned on a
designated process model can assist users in various process comprehension and execution
tasks through natural language interactions. Furthermore, we introduced a process-aware
chunking approach and evaluated the BPLLM pipeline using different embedding models
to identify the most suitable ones. Additionally, we proposed fine-tuning the LLM model to
enhance the understanding of process definitions. We assess BPLLM’s capability to generate
accurate and contextually relevant responses to user queries about processes. Lastly, we
evaluated the proposed approach across various BP models, examining its performance with
an expanded knowledge base.

As part of our futurework in process discovery (Bernardi et al., 2014), we aim to include an
analysis of the execution aspects of BPs in the study. This study will involve considering data
about the execution times and costs of activities, enabling us to offer valuable insights into
the process execution to users. Additionally, we plan to explore various embedding models to
enable the computation of proximity or distance between distinct execution traces within an
event log generated during the enactment of a BP. Future research directions also encompass
enhancing the retrieval phase by investigating the integration of knowledge graphs into our
approach. Ultimately, exploring the combination of the BPLLM framework with symbolic
AI solvers may represent another interesting future avenue, aiming to incorporate aspects of
reasoning into the methodology.
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