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Abstract 

Background  In recent years, significant efforts have been directed towards the research and development of dis-
ease-modifying therapies for dementia. These drugs focus on prodromal (mild cognitive impairment, MCI) and/
or early stages of Alzheimer’s disease (AD). Literature evidence indicates that a considerable proportion of individu-
als with MCI do not progress to dementia. Identifying individuals at higher risk of developing dementia is essential 
for appropriate management, including the prescription of new disease-modifying therapies expected to become 
available in clinical practice in the near future. 

Methods  The ongoing INTERCEPTOR study is a multicenter, longitudinal, interventional, non-therapeutic cohort 
study designed to enroll 500 individuals with MCI aged 50–85 years. The primary aim is to identify a biomarker or a set 
of biomarkers able to accurately predict the conversion from MCI to AD dementia within 3 years of follow-up. The bio-
markers investigated in this study are neuropsychological tests (mini-mental state examination (MMSE) and delayed 
free recall), brain glucose metabolism ([18F]FDG-PET), MRI volumetry of the hippocampus, EEG brain connectivity, 
cerebrospinal fluid (CSF) markers (p-tau, t-tau, Aβ1-42, Aβ1-42/1–40 ratio, Aβ1-42/p-Tau ratio) and APOE genotype. 
The baseline visit includes a full cognitive and neuropsychological evaluation, as well as the collection of clinical 
and socio-demographic information. Prognostic models will be developed using Cox regression, incorporating 
individual characteristics and biomarkers through stepwise selection. Model performance will be evaluated in terms 
of discrimination and calibration and subjected to internal validation using the bootstrapping procedure. The final 
model will be visually represented as a nomogram.

Discussion  This paper contains a detailed description of the statistical analysis plan to ensure the reproducibility 
and transparency of the analysis. The prognostic model developed in this study aims to identify the population 
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with MCI at higher risk of developing AD dementia, potentially eligible for drug prescriptions. The nomogram could 
provide a valuable tool for clinicians for risk stratification and early treatment decisions.

Trial registration  ClinicalTrials.gov NCT03834402. Registered on February 8, 2019

Keywords  Statistical analysis plan, Longitudinal study, Mild cognitive impairment, Dementia, Alzheimer’s disease, 
Biomarker, Prediction model

Introduction
Background and rationale
Over the last two decades, significant efforts have been 
dedicated to the development of potentially disease-
modifying treatments for Alzheimer’s disease (AD) 
[1, 2]. In recent years, phase 3 clinical trials have been 
completed on monoclonal antibody therapies proposed 
to slow down the conversion of AD, and requests for 
marketing authorisation have been submitted to regula-
tory authorities. Lecanemab was approved by the Food 
and Drugs Administration (FDA) in July 2023 and is 
currently under assessment by the European Medicines 
Agency (EMA). Aducanumab has received accelerated 
approval from the FDA for the treatment of the early 
stage of AD, but it has not been approved in Europe. 
Donanemab is headed for approval in the USA [3]. 
These monoclonal antibodies target amyloid plaques 
in the brain and are intended for those with MCI and 
mild AD. The MCI population has an estimated 15% 
incidence of dementia within 2  years, making them at 
higher risk for developing dementia [4]. However, this 
population also includes individuals who will never 
convert to AD, ranging from 14 to 38% depending on 
the study setting [4, 5]. As monoclonal antibody ther-
apies are expensive and have non-negligible adverse 
effects [6], selectively targeting individuals with MCI 
who are at a higher risk of converting to AD dementia 
is needed. In this context, the Italian Ministry of Health 
and the Italian Medicines Agency (AIFA) initiated the 
INTERCEPTOR project in 2018 (https://​www.​inter​
cepto​rproj​ect.​com) with the primary aim of evaluat-
ing the most reliable biomarker or set of biomarkers for 
predicting the conversion from MCI to AD dementia 
within a 3-year follow-up period. The study is designed 
as a longitudinal cohort study, where the baseline clini-
cal and biomarker characteristics of the individuals 
diagnosed with MCI will be analysed in relation to their 
risk of conversion to AD dementia. The findings of this 
study will be used to identify individuals eligible for 
potential disease-modifying treatment in clinical prac-
tice. The secondary aim of the project is to define an 
optimal organisational model that can be readily imple-
mented in clinical practice aligning with the primary 
goal and being economically sustainable. However, this 
aim is not part of the present statistical analysis plan.

Study objectives
The primary aim of the study is to develop and internally 
validate a multivariable prediction model capable of iden-
tifying a biomarker or a set of biomarkers to predict the 
conversion from MCI to Alzheimer’s disease after 3 years 
of follow-up.

Methods
The analyses outlined in this document are in full com-
pliance with the TRIPOD statement for Transparent 
Reporting of the development of a multivariable predic-
tion model for Individual Prognosis Or Diagnosis [7] 
(see Additional file  1). The statistical analysis plan has 
been finalised prior to the completion of the data collec-
tion. The study was registered at www.​clini​caltr​ials.​gov 
(NCT03834402) in January 2019. Details on the study 
protocol have been published elsewhere [8]. The analyses 
will be carried out using Stata v17.0 (StataCorp, College 
Station, Texas, USA) and R software v4.3.0 (R Foundation 
for Statistical Computing, Vienna, Austria).

Study design
This is a multicentre, interventional, non-therapeutic 
cohort study. A sample of 500 individuals consecutively 
diagnosed with MCI at the Center for Cognitive Disor-
ders and Dementia (Centri per i Disturbi Cognitivi e 
Demenza, CDCD) was planned to be enrolled. The fol-
low-up process, consisting of neuropsychological and 
clinical assessments, is scheduled every 6 months over 
a 36-month observation period. Recruitment started 
on December 21, 2018, and the follow-up of the last 
recruited person will end on December 22, 2023.

Study population
The study includes individuals of any gender, aged 50 to 
85 years, with a formal diagnosis of MCI according to 
the National Institute on Aging-Alzheimer’s Associa-
tion (NIA-AA) criteria [9]. The exclusion and inclusion 
criteria are provided in Table 1. Participants newly diag-
nosed with MCI were consecutively recruited from 19 
Italian memory clinics (CDCD), which are centres with 
documented expertise in the diagnosis and treatment 
of AD and MCI, distributed across the national terri-
tory in each country’s macro-areas (Northwest, North 
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East, Central, South, Islands) to reflect a representative 
reproduction of the Italian Health System organisation 
in this field. Each recruiting centre performed a compre-
hensive neuropsychological evaluation, collected blood 
samples for genetic testing, performed lumbar puncture 
for cerebrospinal fluid (CSF) analysis and acquired an 
electroencephalogram (EEG), FDG-PET scan and brain 
magnetic resonance imaging (MRI) either on site or at 
facilities associated with the recruiting centres. The eval-
uation of each biomarker and the risk group classifica-
tion were carried out by four expert centres of reference 
selected for their expertise. Additional details regarding 
the organisational architecture of the project, protocol 
implementation and exam acquisition are reported else-
where [8].

Baseline characteristics
Participants will be characterised based on all variables 
collected at baseline, separately for those who will con-
vert to dementia and those who will not. These vari-
ables include socio-demographic information, medical 
history, physical examination, risk factors, comorbidi-
ties and concomitant medications (Additional file  2). 
Categorical data will be summarised by absolute fre-
quencies and percentages. Continuous data will be 

summarised using mean and standard deviation for 
normally distributed variables and median with inter-
quartile range for skewed distributions. Statistical 
comparisons will be performed using t-tests, Wilcoxon 
rank-sum tests and chi-square tests as appropriate. Sta-
tistical significance will be set at the 5% level.

Outcomes
Primary outcome
The primary outcome is the conversion to AD dementia 
within 3 years of follow-up after the diagnosis of MCI. 
Visits to assess the study outcome are planned every 6 
months. Follow-up time starts at the date of neuropsy-
chological evaluation at baseline and ends at (i) date of 
conversion, (ii) end of follow-up, (iii) death and (iv) loss 
to follow-up, whichever occurs first. The conversion to 
dementia will be diagnosed by specialists according to 
the American Psychiatric Association’s Diagnostic and 
Statistical Manual of Mental Disorders, Fifth Edition 
(DSM-5) on the basis of clinical, cognitive and func-
tional examination, including the CDR. The diagnosis 
will not be performed based on any of the biomarkers 
under study as clinicians are blinded with respect to 
the biomarkers evaluation which is a necessary condi-
tion to correctly evaluate the predictive performance 
of biomarkers and avoid biased estimation of the 

Table 1  Inclusion and exclusion criteria

Inclusion criteria:
  a) Age between 50 and 85 years

  b) Age and education corrected mini-mental state examination score equal or superior to 24/30

  c) Clinical Dementia Rating (CDR) global score of 0.5

  d) Concerns about cognitive modifications, expressed as subjective complaints by the subject, or by impression by a close acquaintance or an expert 
clinician

  e) Defective performance with reference to age and education matched controls in one cognitive domain (memory, executive function, attention, 
language, visuospatial function): if repeated assessments are available, evidence of performance decline

  f ) Preserved functional autonomy: the subject remains fully independent, even if specific performances may be slower, less efficient than usual level, 
with occasional errors

  g) No dementia: the cognitive modifications do not significantly hamper social function or work activities

Exclusion criteria:
  a) History of cerebrovascular disease (i.e. stroke episodes), alcohol abuse, severe medical disorders associated with cognitive impairment (organ 
failures, endocrine disorders, in particular thyroid disease and B12/folates deficiency); neuroimaging evidence of other potential causes of cognitive 
decline (e.g. subdural haematoma, malignancy); chronic treatment with psychotropic drugs; women in reproductive age

  b) History of malignancy < 5 years

  c) Contraindications for magnetic resonance imaging (MRI): pacemaker; spinal stimulators; defibrillator; any other condition incompatible with MRI 
acquisition

  d) Presence of spinal malformations or any other contraindications to lumbar puncture, according to the investigator’s judgement

  e) HIV infection

  f ) Use of drugs potentially affecting cognitive function, according to the investigator’s judgement

  g) Individuals are not allowed to participate in any trial with experimental drug

Exclusion criteria specific to lumbar puncture:
  Patients who refuse to or cannot temporarily interrupt antiplatelet or anticoagulant therapy 14 days prior to sampling visit
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association between predictors and outcome. Conver-
sion to Alzheimer’s disease is confirmed when an indi-
vidual receives two consecutive diagnoses of the same 
type. The date of the first diagnosis will be considered 
as the date of conversion.

Secondary outcome
The secondary outcomes are the conversion to Alz-
heimer’s disease within 3 years of follow-up in amnesic 
patients and the conversion to other forms of dementia.

Predictors
Biomarkers were selected for their accuracy in predict-
ing the conversion from MCI to AD dementia based on 
the best evidence available in the literature [8]. The bio-
markers under investigation include the Mini-Mental 
State Examination (MMSE), Delayed Free Recall (DFR) 
as a subscore of the Free and Cued Selective Reminding 
test (FCSRT), cerebrospinal fluid (CSF) parameters, (18F)
FDG-PET, volumetric MRI, EEG for brain connectiv-
ity and APOE genotype. Details on the standardisation 
procedure for acquiring each biomarker are provided in 
Rossini et al. [8].

For CSF biomarkers, the following fluid levels are con-
sidered: threonine-181 (p-tau), total-tau (t-tau), amy-
loid-beta Aβ1-42, Aβ1-42/1–40 ratio, Aβ1-42/p-tau ratio. 
18Fluorodeoxyglucose positron emission tomography 
(18F)FDG-PET is analysed with voxel-based single sub-
ject using the optimised procedure based on statistical 
parametrical mapping (SPM), involving a large database 
of normal controls for comparison and the new FDG 
atlas for normalisation [10, 11]. Two techniques are used 
to compute the right and left hippocampal volumes, nor-
malised to the intracranial volume in volumetric MRI. 
The first technique is ACM-Adaboost, which is a machine 
learning algorithm used to classify the voxels belong-
ing to the hippocampal region. The second technique is 
Freesurfer v6.0, which is a surface-based approach [12]. 
Seven parameters of Small World (SW) are computed 
in delta, theta, alpha1, alpha2, beta1, beta2 and gamma 
frequency bands to evaluate the brain connectivity via 
graph theory in EEG [13]. As part of the study, each 
participant is required to undergo all necessary tests for 
biomarker acquisition. These tests are required to be 
completed within 60 days from the neuropsychologi-
cal battery assessment and the acquisition of informed 
consent at the beginning of the study. Biomarker test-
ing is conducted in a blinded manner, meaning that the 
data collected at baseline, including predictor variables 
such as biomarkers and any information related to medi-
cal history or clinical examination, are not taken into 
account during biomarker testing. Moreover, to improve 

the predictive accuracy of biomarkers, clinical and demo-
graphic characteristics will be also considered. A critical 
review of the relevant literature was conducted to identify 
factors associated with the development of dementia [14, 
15]. The following predictors, selected according to the 
clinical relevance among all the demographic and clinical 
variables collected, will be used in the development and 
validation of the multivariable prediction model: sex, age, 
level of education (measured in years of education), type 
of MCI (amnesic, non-amnesic) according to single or 
multiple domains, Amsterdam IADL (short version) [16], 
Cumulative Illness Rating Scale (CIRS) including sever-
ity and comorbidity index [17], hypertension, family his-
tory of dementia, smoking status, status of cohabitation 
as a proxy of social isolation, psychiatric disease (past and 
present) and cardiovascular disease. All these data, col-
lected during the clinical assessment visit, could signifi-
cantly improve the accuracy of the prediction model. All 
predictors are collected at baseline.

Sample size
To determine the sample size, the methodological work 
of Bujang and Adnan [18] was followed. This work pro-
vides guidance for estimating the minimum sample size 
required in a screening or diagnostic study to achieve the 
desired sensitivity and specificity with adequate power 
and a controlled level of type I error. Based on the lit-
erature review, the level of sensitivity for the biomark-
ers under study ranges between 52 and 81%, while the 
specificity ranges between 52 and 86%. After a follow-
up of about 2.5 years, the incidence of AD in a cohort of 
individuals with MCI was observed to range from 29 to 
46% [19, 20]. Based on this data and utilising the tables 
provided by Bujang and Adnan, a minimum sample 
size of 388 individuals with MCI is needed assuming an 
expected incidence of AD of 40% after a 3-year follow-
up period, a sensitivity value of 80% for an individual 
biomarker (working hypothesis), a power ≥ 80% and a 
p-value lower than 5%. Additionally, applying the formula 
described by Buderer [21] which incorporates the event 
frequency into the sample size calculation, it was verified 
that 400 evaluated individuals would ensure an accept-
able level of precision (the half-width of the 95% CI) 
between 4 and 7.5% for both sensitivity and specificity 
(Table 2). Assuming a dropout rate of 20%, a total sample 
of 500 individuals with MCI has been determined.

The primary objective of this study is to develop a pre-
diction model including biomarkers in addition to clini-
cal variables. Following the practical guidance provided 
by Riley et  al. [22] to calculate the number of events 
needed for developing a multivariable prediction model, 
and assuming an expected C-index of 0.8 [23] which 
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corresponds to an apparent Cox-Snell R2 of 0.31, and 
considering an overall incidence rate of 16% (based on an 
average follow-up of 2.5 years), we have determined that 
the number of events required per predictor parameter 
is 9.5. Consequently, the planned sample is deemed suf-
ficient to include up to 17 candidate predictors.

Statistical analysis method
All the analysis will be conducted on patients with the 
baseline assessment of biomarkers available; conse-
quently, patients without biomarker assessment will be 
excluded from the primary analysis.

To exclude selection bias, a comparison of baseline 
characteristics of individuals not included in the analy-
sis due to incomplete biomarkers assessment and those 
included in the analysis will be performed.

A multivariable predictive model of conversion to AD 
will be developed including biomarkers, socio-demo-
graphic and clinical predictors. The evaluation of bio-
markers for MMSE, DFR, CSF parameters and MRI 
measures will be conducted considering the continuous 
form and the categorical form applying validated cut-offs.

For the MMSE [24], a cut-off of 24 (< 24) for the age- 
and sex-corrected score will be used, as indicated in the 
literature [25]. For the correction of the crude score, 
Measso et al. [26] will be used for individuals aged ≤ 64, 
and Magni et  al. [25] will be used for those aged > 64. 
Regarding the DFR, a test result will be classified as 
abnormal if the age-adjusted score is ≤ 6.31 [27].

For MRI, measurements of the right and left hippocam-
pus are considered for each technique, ACM-Adaboost 
and Freesurfer, and atrophy is defined below the 5th per-
centile according to the age-specific thresholds defined 
for individuals aged 56–90 years, as published [12]. For 
individuals aged 50–55 years, the cut-offs are extrapo-
lated from the 5th percentile function (see Additional 
file  2). Right and left hippocampal atrophy measured 
with the two techniques will be analysed separately.

For CSF biomarkers, p-tau, t-tau, Aβ1-42, Aβ1-42/1–40 
ratio and Aβ1-42 /p-tau ratio will be evaluated separately. 

The cut-offs used for each biomarker are reported in 
Table  3 along with the literature references [28–31]. 
For the EEG, the classification of results into normal or 
abnormal based on the SW values will be performed by 
the expert centre using a machine learning (ML) method 
based on fine Gaussian support vector machine. This 
ML classification model has been trained on external 
data including both healthy individuals and individu-
als with AD [32] and will be applied to the study cohort. 
The FDG-PET result will be categorised as either positive 
or negative by the evaluators at the expert centre based 
on the methodology previously described [10, 11]. In 
the case of FDG-PET positivity, it will also be specified 
whether it is indicative of an AD-like form or other forms 
of dementia. The APOE-e4 genotype will be classified as 
none, one (heterozygosis), or both alleles (homozygosis) 
(see Table  3 and Additional file  3 for details of the cut-
offs and literature references).

However, these cut-offs were determined to discrimi-
nate between normal cognition and AD, but the popula-
tion under study is at higher risk of developing dementia 
compared to the normal population. Therefore, for con-
tinuous biomarkers the receiver operating character-
istic (ROC) curves will be used to identify new optimal 
cut-offs for the specific population under study. For bio-
markers known to be influenced by sex and/or age, the 
corrected values will be used. In this context, sensitivity 
and specificity are both considered targets for determin-
ing the optimal cut-off; therefore, among all the com-
monly used methods [33], the distance to the left-upper 
corner was chosen. This method maximises both sen-
sitivity and specificity and guarantees a better balance 
between the two measures [34]. Warnings are raised 
about its use as not always the method leads to an opti-
mal cut-off in the intention of maximising overall cor-
rect classification rates compared to the commonly used 
Youden’s method [35]; therefore, Youden’s method will be 
also provided for comparison.

Table 2  Level of precisiona on the estimates of sensitivity and specificity (for a range of values) corresponding to a sample size of 400, 
according to an incidence of AD ranging from 27 to 40%

a Formula proposed by Buderer was applied

Incidence Sensitivity Specificity

80% 85% 90% 80% 85% 90%

N = 400
  27% 7.5% 6.7% 5.7% 4.6% 4.1% 3.4%

  35% 6.6% 5.9% 5.0% 4.9% 4.3% 3.6%

  40% 6.2% 5.5% 4.6% 5.1% 4.5% 3.8%
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Statistical model and variable selection
Initially, an analysis of socio-demographic and clini-
cal variables will be conducted using the Cox model to 
identify a core of variables significantly associated with 
the outcome that will be included in the development 
of the prognostic multivariable model. A check of mul-
ticollinearity between predictors will be assessed, then 
a stepwise selection starting from the full model will be 
applied using a threshold of 0.10 for removal and 0.05 for 
re-admission of variables. A final check of variables not 
selected by stepwise will be conducted using the like-
lihood ratio test [36, 37]. Age and sex will be forced in 
the procedure selection and retained in the final model. 
Subsequently, these selected variables will be included in 
multivariable models with the addition of individual bio-
markers one at a time. The additional predictive value of 
each biomarker beyond clinical and socio-demographic 
variables will be calculated. The performance results will 
be used to determine for each biomarker which form 
(continuous or categorical) will be chosen for the devel-
opment of the multivariable prediction model. Categori-
sation is typically preferred for the application in clinical 
practice, but as any categorisation implies a loss of infor-
mation, we will select the biomarker in a categorical form 
if the loss in performance could be considered negligible 
with respect to the continuous form. Categorisation will 
also be chosen in cases where non-linearity is detected 
for the continuous form. The categorisation according 
to the threshold provided by the experts (Table 3) will be 
preferred in case a small loss of performance is observed 
compared to the continuous form.

The final predictive model will be identified through 
a multivariable model considering as eligible predictors 

all the biomarkers and all selected predictors among the 
clinical and socio-demographic variables using the step-
wise selection procedure as described above. Age and sex 
will be forced into the model selection process. A final 
check of the result from the automatic selection proce-
dure will be conducted to ensure that no significant bio-
markers were excluded and, vice versa, that no negligible 
biomarkers were included.

Checking assumptions and variable handling
The relationship between study outcome and each con-
tinuous predictor will be explored. Linearity will be 
tested. Transformation or categorisation of variables will 
be considered for dealing with non-linearity. Collinearity 
between predictors will be measured with the variance 
inflation factors (VIF) [38, 39]. Values equal to 1 indicate 
that variables are not correlated, VIF values greater than 
5 are generally considered a cause of concern, and values 
exceeding 10 are indicative of problematic multicollin-
earity that needs to be corrected. The proportional haz-
ards assumption will be tested using Schoenfeld residuals 
and checked by visual inspection of the log–log plot. If 
the assumption is not satisfied, the variable by time inter-
action will be included in the model.

Predictive performance
For each biomarker in the categorical form, the accu-
racy measures (sensitivity, specificity, positive predictive 
value, negative predictive value, overall accuracy, posi-
tive and negative likelihood ratios) will be calculated for 
comparison with the literature. For continuous biomark-
ers, the area under the receiver operating characteristic 
curve (AUC) will be also reported. Moreover, a univariate 

Table 3  Reference value for identifying abnormal values by biomarkers

Biomarker Reference value for categorisation Literature and notes

MMSE Age- and sex-adjusted score < 24 Applied correction factors from Measso et al. [26] 
for age ≤ 64 and Magni et al. [25] for age > 64

DFR Age-adjusted score ≤ 6.31 Frasson et al. 2011 [27]

Hippocampal volume < 5° percentile of the normative population De Francesco et al. 2021 [12]; see Additional file 3

CSF biomarkers
  Aβ (1–42) ≤ 640 pg/ml Bellomo et al. 2021 [28]

  Total-tau ≥ 404 pg/ml Bellomo et al. 2020 [29]

  Phosphorylated Tau 181 (p-Tau) ≥ 56 pg/ml Bellomo et al. 2020 [29]

  Ratio Aβ1-42/1–40 ≤ 0.068 Doecke et al. 2018 [30], Leitão et al. 2019 [31]

  Ratio Aβ1-42 /p-Tau ≤ 11.8 Leitão et al. 2019 [31]

EEG Classified in physiological vs pathological based on Small World 
for the seven EEG frequency bands using machine learning 
technique

Vecchio et al. 2023 [32] 

FDG-PET Classified in negative and positive (AD-like, other forms) using 
the optimised SPM procedure

Della Rosa et al. 2014 [10], Perani et al. 2014 [11]

APOE- e4 Classified in none, one allele, both the alleles
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analysis will be conducted using the proportional hazard 
Cox model.

To evaluate the performance of the prediction models, 
several measures will be considered. The concordance 
c-index with its 95% CI will be provided as a discrimina-
tion measure and the extensions of binary AUC to sur-
vival analysis proposed by Harrell will be used [40, 41]. 
The Akaike information criterion will be provided as a 
measure of the goodness of fit of the model.

The added value on performance of each biomarker to 
the multivariable model with demographical and clini-
cal variables will be assessed by the category-free Net 
Reclassification Improvement (NRI), which is the net 
proportion of events reclassified correctly plus the net 
proportion of non-events reclassified correctly. The delta 
AUC (difference in c-statistics) will be also provided [41], 
and the likelihood ratio test will be used to assess the sta-
tistical significance of the incremental contribution of 
each biomarker [36, 37].

In addition, to assess the predictive performance of the 
final multivariable model, calibration measures will also 
be reported [38, 42]. A calibration plot will be done by 
plotting the observed outcome proportion (on the y-axis) 
versus the ordered predicted outcome probabilities 
(on the y-axis) by quantile of the predicted risk. Subse-
quently, the calibration intercept and slope and their 95% 
CI will be estimated. There is a perfect calibration when 
the intercept is zero and the slope is one. Moreover, over-
all measures of performance, the Nagelkerke’s R2 and the 
Brier score, will be provided. The Brier score is a compos-
ite measure of discrimination and calibration with lower 
scores indicating improved model accuracy, and it will be 
calculated at a fixed time point (3 years).

Missing data
To contain the number of missing data and patient drop-
out, telephone contact with individuals who missed 
scheduled visits, or their caregivers, was planned offering 
the option of a remote visit if attendance was not feasi-
ble. No missing data will be accepted in the evaluation of 
biomarkers; therefore, it is required that all participants 
have a full evaluation of the biomarkers under study. A 
high level of completeness is expected for the main base-
line characteristics, especially for age, sex and level of 
education. At least 80% of completeness will be required 
to include predictive factors in the analysis and the mul-
tiple imputation techniques by chained equations will 
be applied for dealing with missing data. Missing values 
for continuous normally distributed data will be imputed 
using linear regression, while the predictive mean match-
ing method will be applied for not normally distributed 
data. Logistic regression will be used for binary data 
and ordinal logistic for ordered categorical data [43]. 

All predictors, including socio-demographic and clinical 
variables and biomarkers, will be considered potential 
variables for the imputation model. The outcome vari-
able will be included in the imputation model adding the 
censoring indicator and the cumulative baseline hazard 
function estimated with the Nelson–Aalen method. For 
each variable with missing data to be imputed, candi-
date variables for inclusion in the imputation model will 
be selected based on their association with the missing-
ness indicator. Associations will be assessed using t-test 
for continuous variables and chi-square test for categori-
cal variables, with a p-value threshold of 0.05. If the fre-
quency of missing data is less than 5% for each selected 
predictive variable, the main analysis will be conducted 
using only one imputed value generated according to 
the approach described above using the predictive mean 
imputation with 5 nearest neighbours to preserve vari-
ance and avoid the inflation of associations among the 
variable and predictors. A complete case analysis will be 
performed on this imputed dataset.

Internal validation
The final predictive model will be internally validated 
using the bootstrap technique with 500 bootstrap sam-
ples [38]. The stepwise selection will be repeated in 
the validation process (i.e. stepwise procedure will be 
repeated within each bootstrap sample). Consequently, 
Harrel’s c-index of the predictive model will be adjusted 
to take into account the estimated potential overfitting 
and a corrected c-index will be reported. Apparent and 
corrected calibration measures will be reported [44]. The 
correction will be performed using the shrinkage factor 
calculated with bootstrapping. The shrinkage factor may 
take values between 0 and 1, and a value above 0.90 indi-
cates a small overfitting. As the shrinkage of regression 
coefficients is an important way to reduce overfitting, the 
shrinkage factor will be also applied to regression coeffi-
cients and intercept of the final model [38] to improve the 
prediction ability of the regression model when applied 
to external data. Both the original and shrunken regres-
sion coefficients will be reported.

Sensitivity analysis
As sensitivity, the robustness of the stepwise procedure 
for the selection of variables in the final model will be 
performed by repeating the stepwise selection consider-
ing different levels of p for removal and for re-admission 
and using the Akaike information criterion (p ≤ 0.157). 
Additionally, the least absolute shrinkage and selection 
operator (LASSO) method will be used, and the tuning 
parameter lambda will be chosen by tenfold cross-vali-
dation. The predictive performance of the models will be 
compared.
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A complete case analysis will be performed for the final 
model if the number of missing data will be contained.

Additionally, the competing risk analysis will be per-
formed taking into account death as a competing event 
using Fine and Gray’s semiparametric proportional sub-
distribution hazards model.

Model presentation and risk groups
For each predictive model, the hazard ratios with 95%CI 
and p-value will be reported. For the final predictive 
model, a nomogram will be generated. A nomogram is 
a graphical representation of the statistical predictive 
model. It is a visual tool that translates model numeric 
results into a visual format, making it easier to estimate 
an outcome based on multiple variables. Each variable 
occurrence is assigned a specific score based on its con-
tribution to the overall prediction. The total score from 
all variables is then used to estimate the probability of the 
predicted event (in this case, the conversion to AD at 3 
years) conditioning to the individual characteristics [45]. 
For this purpose, the covariates in the Cox model will be 
centred. Sensitivity and specificity corresponding to dif-
ferent thresholds of the prediction risk score will also 
be provided for the final model. Finally, three or more 
risk categories will be proposed defining low-, medium- 
and high-risk groups based on the predictive risk score 
considering the highest sensitivity corresponding to an 
adequate level of specificity. This category definition will 
help the clinician with the choice to treat individuals with 
MCI based on the likelihood of converting to dementia in 
the following 3 years. Because avoiding the clinical con-
sequence of treating a false positive is a target as impor-
tant as treating a true positive, a rate of false positives less 
than 20% (i.e. specificity of at least 80%) is considered 
acceptable for a medium–high-risk group. We will start 
by inspecting deciles of the predictive score and grouping 
them into homogeneous classes based on levels of sen-
sitivity and specificity. Kaplan–Meier curves will be pre-
sented for each risk group.

Additional analysis
The COVID-19 pandemic occurred while the recruit-
ment was still ongoing. A growing literature has shown 
the impact of restrictive measures adopted during the 
pandemic such as isolation and COVID-19 infection on 
cognitive decline [46–48]. Data regarding COVID-19 
infections, severity of COVID-19 leading to hospitalisa-
tion and requirement of intensive care unit and vaccina-
tion status will be reported. Characteristics of individuals 
enrolled before and during the pandemic period will be 
compared to verify whether the pandemic had an impact 
on the recruitment of participants. Furthermore, the 
association of COVID-19 infection will be evaluated by 

univariate and multivariable Cox model including the 
status variable as time-dependent.

Analysis of secondary clinical endpoints
For secondary clinical endpoints, conversion to AD 
in amnesic patients and conversion to other forms of 
dementia, univariate analysis will be repeated. The final 
multivariable predictive model identified in the primary 
analysis will be applied. The model performance will be 
assessed by Harrel’s C-index, as well as the other perfor-
mance measures specified in the primary analysis.

Discussion
To our knowledge, the INTERCEPTOR study repre-
sents the first publicly funded study to evaluate, through 
a harmonisation process among specialised centres dis-
tributed throughout the Italian territory, a wide set of 
biomarkers aimed at predicting the conversion from 
MCI to AD based over an adequate period of follow-up. 
The strength of this study lies in the inclusion of a broad 
range of biomarkers and the standardised and homoge-
neous collection of these biomarkers. Substantial efforts 
have been made to standardise biomarker acquisition 
and analysis, with specialised centres providing exper-
tise in risk diagnosis classification [8]. The study has 
encountered challenges posed by the COVID-19 pan-
demic, primarily evident in the recruitment slowdown. 
The COVID-19 pandemic occurred when the study 
was in the recruitment phase. For patient recruitment, 
participants needed to undergo multiple visits for clini-
cal assessment and biomarker acquisition, including at 
clinical centres distinct from the recruitment centre. The 
pandemic limited access to certain services necessary for 
clinical visits and biomarker acquisition. The timeline 
for scheduled visits has been impacted, leading to devia-
tions from the protocol, which will be documented and 
appropriately addressed. Despite implementing mitiga-
tion actions aimed at ensuring the completion of the 
INTERCEPTOR study, such as extending the recruit-
ment period and introducing remote visits, we were not 
able to reach the targeted sample size. Although the ini-
tial goal of enrolling 500 individuals with MCI was not 
met, the final sample size is anticipated to provide esti-
mates of accuracy measures with sufficient precision and 
to enable the development of a predictive model incorpo-
rating demographical and clinical information alongside 
biomarkers. The model will undergo internal validation, 
enhancing its reliability. Nevertheless, one major limita-
tion of this study is the lack of external validation, which 
is crucial to assess the generalizability and robustness of 
the model. However, once the model is defined, a com-
parison will be made with existing prognostic models for 
conversion from MCI to AD available in the literature, 
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and the feasibility of conducting an external validation 
using data provided by other studies will be evaluated. 
Furthermore, it is important to note that certain meth-
odological decisions, such as handling non-linearity and 
categorisation of biomarkers, were not strictly guided by 
the best evidence but were made to prioritise the clinical 
interpretability and applicability of the model. This high-
lights a trade-off between model performance and prac-
tical utility in clinical settings. The decision to represent 
the identified predictive model in the form of a nomo-
gram aims to facilitate its interpretability and applicabil-
ity with the final goal of assisting clinicians in assessing 
eligibility for prescribing upcoming new treatments pro-
posed for dementia.

Conclusion
This paper presents the details of the statistical analysis 
to be conducted in accordance with the relevant guide-
lines. The results of the pre-specified analyses will be 
subsequently made available to minimise the outcome 
reporting bias.
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