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Abstract

The boundary between biological cells and the external environment is represented
by a lipid membrane that does not allow the passage of polar molecules such as
ions and water. However, their orchestrated movements are fundamental for the
function of vital organs. For this reason, there are transmembrane proteins called as
“ion channels” that forming pores on the cells allow the ion to flow through these
impermeable membranes.

Normally, an ion channel has three functional states: the open state that is
permeable to ions, the closed state where they can not pass, and the inactivated
state that is structurally similar to the open state but functionally closed. The
mechanisms by which an ion channel switches from the open to the closed state
and vice versa are defined as “activation” and “deactivation” respectively, while the
transition from the open to the inactivated state is defined as “inactivation”. All
these transitions define the so-called “gating” mechanism.

The main features of the biological channels are the selectivity, the sensing and
the regulation of their gating mechanism. The characterization of these properties
gives the possibility to extract the basic principles to design bioinspired artificial
channels that can be used, for example, to study various molecules in confined spaces
and in real time by current measurements. The biomimetic channels are becoming
the focus of attention for bionanotechnology because they offer greater flexibility
in terms of shape and size, robustness and surface properties boosting, in this way,
their fields of application.

In this context, we studied the human ether-à-go-go–related gene channel (hERG,
KCNH2, or Kv11.1) that is a voltage-gated potassium channel involved in the heart
contraction. hERG malfunctions are associated with severe pathologies such as
long QT syndrome type 2 (LQTS2) that can be due to loss-of-function mutations
(congenital LQTS2) or channel blockage induced by unspecific interactions with
medications (acquired LQTS2). These conditions have been described to promote
arrhythmia and sudden cardiac death.

Based on the protein architecture, hERG is a member of the non-domain-swapped
channel family where the sensor of the channel is always connected covalently to
the pore of the same subunit. The gating mechanism of these channels is still not
completely characterized. Due to its importance in human health, we decided to
focus on hERG gating addressing the problem with a theoretical approach based
on Molecular Dynamics simulations. Using a network analysis, we microscopically
identified the kinematic chain of residues that couple the sensor of the channel to
the pore. In general, our results could provide the basis for studying the coupling
mechanisms between sensors and pores in ion channels to explain the origin of
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inherited and induced channelopathies such as LQTS2.
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Chapter 1

Introduction

1.1 Ion channels

Membranes of all living cells are composed by a 3 nm thick lipid bilayer that is
impermeable to polar molecules. However, ions can pass through these hydrophobic
barriers using proteins such as pumps, transporters, and channels. Precisely, proteins
that form pores on membranes and allow the ions to move passively across the
membranes are defined as “ion channels” [79]. They are gated pores because their
opening and closing can be regulated by different stimuli, for example by a ligand
or changes in the voltage gradient across the membrane. Ion channels are found in
animals, plants, and bacteria, and regulate the homeostasis of all the living systems
[7].

CLOSED OPEN

CELL
MEMBRANE

IONS

OUT

IN

IONS

Figure 1.1. Schematic representation of ion channels in the open and closed state.

1.1.1 Role

Ion channels are a special class of proteins that generate holes in the cell membrane
allowing the flow of ions. This is of key importance for the transmission of nerve
signals. The neurons have a star-shaped body called “soma” and a long tail called



2 1. Introduction

“axon”. The membrane of the axon has a negative resting potential. When the
action potential arrives, voltage dependent sodium channels close to the soma open,
allowing sodium ions to flow in (Figure 1.2 point 1). In such a way, the membrane
potential becomes less negative (depolarization). The sodium ions entered into the
axon hillock spread downstream depolarizing the next stretch of membrane (Figure
1.2 point 2). This causes the opening of other voltage dependent sodium channels
and a further inflow of sodium (Figure 1.2 point 3). With this mechanism the
depolarization wave reaches the end of the axon where it induces the release of a
neurotransmitter that binds to ligand-gated channels of the next neuron (called post-
synaptic). The opening of the ligand-gated channels activates the propagation of the
depolarization wave in the next neuron. In this way neuron after neuron the nerve
impulse reaches the actuator organs like the muscles that react contracting. In order
for the neuron to carry other signals, the resting potential of the membrane must be
restored. This is achieved through the closing of sodium channels and the opening
of potassium channels that allow the outflow of potassium ions (repolarization).
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Figure 1.2. Schematic illustration of the onset and propagation of the action potential [79].
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1.2 Permeability

The ion’s flow through an open channel depends on the permeability of the channel.
The direction in which the ions move is governed by the electrochemical gradient
across the membrane that allows ions to move across the membranes without spending
energy.

1.2.1 The electrochemical gradient

The electrochemical gradient is determinant in the ion movements. It is determined
by the ion concentrations on each side of the membrane. To understand its role in
the channel permeation, a container divided into two equal parts by an impermeable
membrane can be imaged. The first compartment contains a high concentration of
positively charged molecules while the other has a very low concentration of the
same molecules. If the membrane becomes permeable to that molecules, they will
move down their concentration gradient from the higher concentration to the lower
one. Moreover, since these molecules have a charge, their movements will be also
influenced by the electric field across the membrane. So, the ions will be attracted
towards a negative charge but repulsed by a positive one. As a consequence of that,
the total force on an ion will therefore be determined by the combined effects of the
chemical and electrical gradients. At the equilibrium potential, the electrical and
chemical forces on ions match and there is no flux.

1.2.2 The equilibrium potential

The potential at which the electrical force on the ions balances the opposing force of
the concentration gradient is known as “equilibrium potential” and it is given by
the Nernst equation [200]. For an ion X, the equilibrium potential EX is:

EX = RT

zF
ln

[X]out

[X]in
(1.1)

where R is the gas constant, T is the absolute temperature, z is the valency of
the ion, and F is the Faraday constant. [X]out and [X]in are the external and
internal concentrations of X, respectively. For example, the equilibrium potential
of potassium (K+) ions is -84 mV because its physiological concentrations are 140
mM inside the cell and 5 mM outside the cell, respectively. This value is close to
the resting membrane potential of most cells that assumes values between -60 to
-100 mV.

Many channels are permeable to more than one ion. In this case, the equilibrium
potential is a function of both the electrochemical gradient for the single ions and
of their relative permeabilities. It is given by the Goldman-Hodgkin-Katz voltage
equation [154]:

E = RT

F
ln

∑n
i PM+

i
[M+

i ]out +
∑m

j PA−
j

[A−
j ]in∑n

i PM+
i

[M+
i ]in +

∑m
j PA−

j
[A−

j ]out

 (1.2)
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where PM+
i

and PA−
j

are the permeabilities for the monovalent positive (M+
i ) or

negative (A−
j ) ionic species, [M+

i ]in or out and [A−
j ]in or out are the intracellular and

extracellular concentrations of that ions.
The relevant ions in living cell processes are sodium (Na+), potassium (K+), cal-

cium (Ca2+), chloride (Cl−), and magnesium (Mg2+). Values of their concentration
and the corresponding equilibrium potentials are summarized in Table 1.1.

Ion Extracellular
Concentration (mM)

Intracellular
Concentration (mM)

Equilibrium
Potential (mV)

Sodium 135-145 12 +66
Potassium 3.5-5.0 140 -93
Calcium 2.25-2.50 10−4 +135
Chloride 115 2.5-50 -42

Magnesium 1.0 0.5 +9
Table 1.1. Concentrations and equilibrium potentials of ions. Extracellular concentrations

refer to the typical range found in human blood while intracellular concentrations are
given for a typical mammalian cell. For calcium ions, the intracellular concentration
refers to free ions. The equilibrium potentials are calculated at physiological temperature
[7].

1.2.3 Selectivity

Ion channels can be classified based on the ions they allow to pass. Some of them
are permeable to both cations and anions while others are selective only to one
type. The main determinant of this property is the diameter of the channel pore
and the size of the ion: large ions are physically unable to permeate small pores. In
this view, ion channels act as molecular sieves [79]. However, in most cases they do
not simply act as pores that allow free passage of ions below a certain size. They
discriminate the ions to permitted to flow. Thus, potassium channels are permeable
to K+ but not to Na+ ions even if the latter have a smaller ionic radius of 0.95 Å.
This behaviour depends on a specific region known as “Selectivity Filter” that selects
ions. In potassium channels it is characterized by a particular signature sequence of
amino acids, TVGYG or SVGFG, that is highly conserved with the exception that
a valine in prokaryotes is often substituted with an isoleucine in eukaryotes [53].
Here, the K+ ions that are moving through the channel encounter spaced layers
of carbonyl oxygen atoms and a single layer of threonine hydroxyl oxygen atoms
that create four K+ ion binding sites numbered 0 to 4 from the extracellular to the
intracellular side. At these sites, K+ ions bind in a dehydrated state surrounded by
eight oxygen atoms from the protein (Figure 1.3). Those oxygen atoms mimic the
hydrated K+ ion’s hydration shell allowing the ions to move through the channel
without large energetic cost [209].
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Out

In

S0
S1
S2
S3
S4

Figure 1.3. Selectivity Filter of potassium channels. Residues that form the ion’s binding
site (S0 to S4) are shown in licorice.

1.3 The gate
Ion channels can be permeable (conductive) or impermeable (non-conductive) to
ions. In other words, they can be functionally open or closed. The transitions
between these states is known as “gating”. However, a condition of metastability
characterizes the behaviour of ion channels because multiple states can exist between
the open and the closed states [102]. For this reason, it is not possible to know a
priori in which state an ion channel is at any time. It is only possible to collect
statistics that describes the probability of an ion channel to be in the open or closed
state, the average duration of each opening or closing event, and the frequency of
the transition between states. Generally, the ion channels remain closed without
an external stimulus. When it occurs, the stimulus increases the probability of a
channel to be in the open state by stabilizing the open state or destabilizing the
closed state. In this way, it determines the channel opening.

Ion channels are classified based on the different stimuli that trigger the channel
to open:

1. Voltage-gated channels where the membrane potential variation determines the
channel opening. These channels are closed at the resting potential of the cell
but when it changes, they undergo a series of conformational changes in the
protein structure that result in the opening of the pore. This voltage-dependent
activation is sometimes followed by another conformational transition, denoted
as inactivation, that occurs very rapidly and blocks the ion passage. The
ion movements determine a modification of the membrane potential that
returning to the initial values allows the channel to move to the initial closed
configuration. Both depolarization and hyperpolarization can activate ion
channels. Most of voltage-gated channels are permeable to potassium and
sodium but there is a little group of chloride channels that is less known;

2. Ligand-gated channels are opened by the binding of extracellular or intracellu-
lar molecules. When the ligand binds the channel, the resulting conformational
changes on the protein structure triggers the channel to open. The most com-
mon extracellular ligands are the neurotransmitters acetylcholine, glutamate
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and glycine while the intracellular ones are AMP, calcium and ATP;

3. Thermosensitive channels are influenced by temperature variations;

4. Mechanosensitive channels that open or close in response to mechanical stimuli
such as stretching or deformation of the cell membranes.

The main property of the gating mechanism is that it can be modulated. The most
common regulators are cytosolic molecules [172].

Hydrophobic gating

Recently, another gating mechanism has been discovered in different ion channels
[5, 73]. It is defined as “hydrophobic gating” because it is characterized by an unusual
behaviour of water in narrow hydrophobic pores (below 14 Å). At the nanoscopic
level, the water molecules exhibit liquid–vapor transitions and randomly switch
between wet and dry states. In this way, the formation of bubbles inside the pore
of the channels stop the ions flow determining the closed state of the channel. The
transition from the closed to the open state is characterized by little modifications
on the protein structure that allow the breaking of the bubble and consequently the
ions to flow. This event can be determined by increasing the diameter of the channel
or the hydrophilicity of the narrowest region of the pore and by the membrane
potential variation across the pore (electro-wetting) [160, 69].

1.4 Potassium channels

Potassium channels are the most prevalent channels in living systems, found in
bacterial, archeal and eukaryotic cells. Mutations on their genes lead to a number
of human diseases that impair the nerve impulse transmission, the heartbeat, and
muscle contraction [115].

1.4.1 Classification

They can be classified in four families based on the stimulus that triggers the pore
opening [16]:

1. Calcium-activated potassium channels (KCa) that open in response to the
presence of intracellular Ca2+. They are divided into two groups [197]: the
first group includes the small and intermediate conductance channels that are
activated only by low concentrations of calcium; the second includes the large
conductance channels that are activated by both membrane depolarization and
cytosolic level of calcium [137]. The latter group includes the BK channels that
regulate the circadian behavioral rhythms and neuronal excitability. They are
composed by four subunits organized in different domains: the Voltage Sensor
Domain that senses the membrane potential variation, the Pore Domain that
opens and closes the channel, and a cytoplasmic C-Terminal Domain with a
calcium bowl that binds Ca2+ ions and triggers the channel to open or close
depending on the calcium concentration [45].
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2. Inwardly rectifying potassium channels (Kir) that pass current more easily in
the inward direction (into the cell) than out of the cell. When the membrane
is hyperpolarized, these channels support the flow of potassium into the cell
pushing the membrane potential back to the resting potential. These channels
consist of four α-subunits containing two-transmembrane segments (M1 and
M2) and a pore loop in between. They participate in many functions such as
the control of the resting potential in astrocytes, coupling of energy metabolism
with membrane excitability, and maintenance of potassium homeostasis [104].

3. Two-pore channels (K2P ) that are normally open or possess high basal acti-
vation, such as the resting potassium channels or leak channels that set the
negative membrane potential of neurons. K2P channels contain α-subunits
consisting of four transmembrane segments and two Pore Domains. They are
important for setting the resting membrane potential and contribute to module
the action potential duration and responsiveness to synaptic stimuli [70].

4. Voltage-gated potassium channels (VGKC or KV ) that open or close in re-
sponse to membrane potential variations [185]. They are characterized by
six or seven transmembrane α-helices and a single pore region where the S4
helix contains positively charged residues that sense the potential variation.
The S1-S3 portion contains negatively charged and aromatic residues that
coordinate the movements of S4 [207]. KV channels play a key role in mem-
brane excitability and duration of the action potential. They include several
subfamilies (KV 1-KV 12) consisting of different α-subunits that associate in a
tetramer configuration. An important example is the Shaker-like KV family
(KV 1-KV 8 subunits) which contributes to hyperpolarize neurons after the
depolarization [185].

1.4.2 Architecture of VGKC structures

In VGKC the membrane potential variation is sensed by charged amino acids called
“gating charges” on helix S4 that is part of a region denoted as Voltage Sensor
Domain (VSD). On the other hand, the pore is located in the Pore Domain (PD),
usually delimited by helices S5 and S6. The coupling of the helix S4 motions to
the opening of the channel pore is the basis of the gating mechanism [19] and since
these portions of the protein are sometimes very distant, the voltage-gated channels
can be considered as allosteric machines [12]. Currently, there are two architectures
identified amongst VGKC [12]:

1. Domain-swapped channels where the peripheral VSD contacts the PD of a
neighboring subunit (Figure 1.4 right). This architecture is typical of the
KV 1-KV 9 Shaker-like channels [89, 119, 119, 181], the voltage-gated sodium
and calcium channels [202, 180] and the Transient Receptor Potential channels
(TRP) [124]. Here, the long α-helical element L45 connects the VSD to the PD
acting as a mechanical lever that pushing onto the S6 helix opens the channel.

2. Non-domain-swapped channels where the VSD contacts the PD from the same
subunit (Figure 1.4 left). This is typical of KV 10 [199] and KV 11 [195] but it
is also present in the Slo1 and SK calcium activated channels [80, 108], the
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sodium-dependent potassium channel Slo2.2 [81] and the HCN1 activated by
hyperpolarization cation channel [113]. Here, the loop L45 is non α-helical
and too short to act as a mechanical lever so an alternative gating mechanism
is to be sought for.

Figure 1.4. Comparison of non-domain-swapped and domain-swapped architectures of KV

channels. Left, hERG (PDB ID: 5VA2) non-domain swapped structure. Right, Kv1.2
(PDB ID: 2A79) domain-swapped structure. Only the transmembrane core domains are
depicted viewed from the membrane plane (top) and from the cytoplasmic side (bottom).
One of the subunits is shown coloured with the pore domain (PD) structures in blue,
the S4–S5 linker in magenta, and the voltage sensing domain (VSD) in black. Orange is
used to mark the position of positively charged residues in the S4 transmembrane helix
of the VSD. Figure from [11].

1.5 The Kv1.2 channel
The KCNA2 gene encodes the Kv1.2 channel, a mammalian voltage-gated K+ channel
featuring up to 80% homology with the Drosophila Shaker channel [178]. It is widely
expressed in mammals by visceral smooth muscle cells [193] and neurons of the
central and peripheral nervous system [140]. Its defections/malfunction are linked
to neuronal deficiency inducing encephalopathies, ataxia, cerebellar atrophy [135],
and especially childhood epilepsy [129].

1.5.1 Structure

Based on the experimental structure [34], the Kv1.2 channel is characterized by
four identical subunits made of six trans-membrane alpha helices each. There are
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three functional domains: the T1 domain at the amino-terminus, the Voltage Sensor
Domain (VSD) that encompasses helices S1 to helix L45 and is sensitive to the
membrane potential variation triggering the channel to open, and the Pore Domain
(PD) delimited by the S5 and S6 alpha helices with the P-Loop and the Selectivity
Filter (SF) (Figure 1.5a). It is a domain-swapped channel where the peripheral
VSDs interact with the PDs of the neighbouring subunit determining the channel
opening [12].

A B

outer
pore
gate

inner
pore
gate

Voltage Sensor
Domain

Pore Domain

T1

SFS6 S4

OUT

IN

Figure 1.5. Side view of Kv1.2 channel. The single subunit (a) is coloured by domain: in
grey, the T1 domain at the N-term; in blue, the Voltage Sensor Domain (VSD) ranging
from helix S1 to loop L45, including the positively-charged helix S4; in red, the Pore
Domain (PD), composed of helix S5, P-Loop, Selectivity Filter, and helix S6. The whole
protein (b) is coloured by subunit: the first subunit in blue, the second in red, the third
in gray and the fourth in green. Note that the color code has a different meaning in the
two sub-figures.

1.5.2 Gating

The Kv1.2 gating is characterized by the transitions between three functional states:
closed, open, and inactivated. The transition open-to-inactivated is defined as
“inactivation” and it is regulated by the membrane potential variation [142, 120].
There are two types of inactivation: the slow C-type inactivation that depends on
structural modification of the SF that closes the outer pore gate and the rapid
N-type inactivation where the N-terminus occludes the intracellular mouth of the
channel [157]. The transitions open-to-closed and closed-to-open are defined as
“deactivation” and “activation”, respectively. Here, the ion permeation is regulated
by the bending of the S6 alpha helices (at the bottom of S6) [118, 53, 48, 119, 88]
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that closes the inner pore gate of the channel. The C-type inactivated state plays a
key role in the kinetic behaviour of the channels because it is reached immediately
after the inner gate opening and, likewise, it allows the channel to close leading the
conformation of the inner gate towards the closed state [134, 44]. Despite its central
role in channels function, the molecular determinants of the C-type inactivation
remain quite elusive. Based on the KcsA studies about the influence of the inner
pore gate on the conformation of the outer pore gate [44], it has been demonstrated
that in Shaker the residue I470 at the bottom of S6 helix plays a critical role in
the C-type inactivation: when the pore opens, this residue modifies its side-chain
orientation and physically makes contact with the SF inducing a constriction capable
of stopping the ion flow [151]. These experimental evidences support the idea of a
different coupling mechanism implicated in the C-type inactivation driven by the
modifications of the S6 helices after the channel opening and not by a direct coupling
with the VSD.

1.6 The human Ether-à-go-go-related gene channel
The KCNH2 gene encodes a voltage-gated potassium channel, the human ether-à-go-
go-related gene channel (hERG), that is involved in the repolarization phase of the
action potential in the heart cells [46, 187]. The impairment of its activity due to
genetic mutations or aspecific interactions with a wide range of chemicals [158, 166]
results in severe channelopathies linked to arrhythmia referred to as Short and Long
QT Syndromes (SQTS and LQTS2, respectively).

1.6.1 Structure

A cryo-electron microscopy structure of the hERG channel was firstly obtained by
Wang and MacKinnon [195] at 3.8 Å resolution (PDB ID: 5VA2). Recently, another
structure has been solved at 3.9 Å resolution in complex with the blocker Astemizole
(PDB ID: 7CN0) [6]. Both of them represent hERG in the open state, indeed
the overall transmembrane domains are similar (Root-Mean-Squared Deviation of
884 Cα atoms is 1.40 Å). However, they present some differences: the VSD are
slightly shifted outward in 7CN0 than in 5VA2; the atom-atom distances between
two diagonally opposed subunits containing carbonyl oxygens in the SF are wider
in 7CN0 than in 5VA2; finally, the K+ density is observed only in 7CN0. However,
these differences may be caused by differences in the detergent used and/or grid
preparation.

hERG is a homotetrameric voltage-gated potassium channel with each of the four
identical subunits consisting of six transmembrane alpha helices (Figure 1.6). They
can be grouped in four domains: the Voltage Sensor Domain (VSD), encompassing
helices S1 to S4, that senses the membrane potential variation and triggers the
channel to open; the Pore Domain (PD), including helices S5 and S6, that forms
the pore of the channel where the ions pass [24]; the N-terminus Domain containing
the PerArntSim (PASD) [27]; the C-terminus Domain (CTD) containing the cyclic-
nucleotide-binding homology domain (CNBHD) [24] along with a distal C-terminal
ER retention signal (RXR) [105] and coiled-coil domain (CCD) [87]. Between the
S5 and S6 helices, there are the extracellular P-Loop and the Selectivity Filter (SF)
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that allow the channel to select for potassium over sodium by thousand-fold [123].
Interestingly, the KCNH2 gene encodes two isoforms of the hERG channel, both of

IN

OUT

SF

PD

C-Term
N-Term

VSD

S4

Figure 1.6. Single subunit of hERG experimental structure [195] (PDB ID: 5VA2) colored
by domain: in orange, the N-term Domain; in gray, the C-term Domain; in blue, the
Voltage Sensor Domain (VSD) ranging from helix S1 to loop L45, including the positively
charged helix S4; in red, the Pore Domain (PD), composed of helix S5, P-Loop, Selectivity
Filter, and helix S6.

which are expressed in human cardiac tissue [93].The most recently solved isoform
was named as hERG-b and it differs from the first-discovered hERG-a isoform in
lacking the entire PASD, being 340 residues shorter [110, 176, 145]. Both of them are
critical for human cardiac repolarization as testified by a hERG-b specific mutation
associated with intrauterine fetal death [92].

1.6.2 Function

The hERG channel is involved in the regulation of cellular excitability in neural,
cardiac, pancreatic and smooth muscle tissues [159, 22, 175]. However, its function is
best known in the case of the cardiac action potential (Figure 1.7a) that is controlled
by different currents, including sodium, calcium and potassium currents, determining
the phenotype of the ventricular action potential that has a duration of 350 ms [166].
It contributes to the QT interval in the ECG trace that describes the heart activity
(Figure 1.7b). The ventricular action potential has five phases (Figure 1.7a): in phase
0 the influx of sodium ions determines the rapid depolarization of the membrane
[167]; in phase 1, the transient outward potassium current and rapid inactivation of
sodium channels lead to the partial repolarization of the membrane [139]; in phase
2, known also as plateau phase, the membrane potential declines slowly under the
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effect of the balance between the influx of Ca2+ ions and the efflux of K+ ions
[57, 94]; in phase 3, the calcium channels close, the potassium channels open and
the membrane potential starts to repolarize [86]; finally, in phase 4 the membrane
potential reaches the resting state [78]. Disruption of the hERG repolarizing current

Time

M
em

b
ra

n
e 

P
o

te
n

ti
al

 (
m

V
)

-100

-50

0

50

4

0

1 2

3

4

P

a b

Q

R

S

T

QT interval

Figure 1.7. Human ventricular myocyte action potential (a) and ECG trace for a single
cardiac cycle (b). The numbers and letters overlaid to the plots highlight the phases of
the action potential (0-4) and ECG trace (P-T).

can dramatically alter the action potential duration and morphology predisposing
individuals to cardiac arrhythmia.

1.6.3 Gating

The hERG channel is involved in phase 3 of the ventricular action potential and
it cycles over 3 different states: closed, open, and inactivated (Figure 1.8). In the
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Figure 1.8. The hERG channel scheme of the gating mechanism. The helix S4 of the VSD
is shown in blue while the PD encompassing S5 and S6 helices is coloured in red.

closed state the pore is closed and the S4 helices are in their resting conformation.
On the other hand, in the open state they are in the activated conformation and
the pore is able to conduct ions. The inactivated state is structurally very similar
to the open state but functionally closed. Currently, no experimental structures
of the closed and inactivated states of hERG are available. However, it has been
suggested that the inactivation depends on a little constriction occurring at the SF
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that blocks the ion’s flow [112]. The transition from the open to the closed state
and vice versa are defined as “deactivation” and “activation”, respectively. The
transition from the open to the inactivated state occurring at the level of the SF
is known as “C-type inactivation”. The channel is closed at negative voltages, for
example -80 mV. Membrane depolarization to potentials more positive than -60
mV slowly opens the channel and allows the outward flux of K+ ions according
to the electrochemical driving force. As the membrane potential is progressively
depolarized to more positive potentials, the inactivation occurs very rapidly and the
channel enters in a non-conductive configuration [112]. When the membrane starts
repolarizing, hERG quickly re-opens recovering from inactivation and favouring the
rapid repolarization that terminates the cardiac action potential [194]. The hERG
gating is different from that of the most other voltage-gated potassium channels:
first of all, the inactivation is much faster than the slow activation and it reduces the
outward conductance at depolarized potentials prolonging the phase 2 of the action
potential; secondly, the recovery from the inactivation is faster than deactivation
[166].

Activation

The activation of the hERG channel is voltage-dependent and occurs very slowly.
It is associated to structural modification of the VSD that senses the membrane
potential variation and moves up and down allowing the channel to open and close.
The helix S4 of the VSD carries five positively charged residues that sense the
voltage changes: K525, R528, R531, R534 and R537. They are separated by a
critical phenylalanine (F463) on helix S2 that acts as the gating charge transfer
centre (GCTC). In the open conformation only two of the five positively charged
residues are below the critical F463 ring (Figure 1.9). It is not clear how many
basic residues must be below the critical F463 in the closed state but using the
limiting slope method the gating charge of the hERG channel was experimentally
estimated to be ∼6.4e [207]. This results in a displacement of S4 helix by one or
two positively charged residues under the F463. Mutations of S4 residues alter the
voltage-dependence of the channel impairing its gating mechanism [206]. Precisely,
mutagenesis experiments showed that mutating K525, R528 and R531 the activation
process is modified because these residues are important in the displacement of
S4. In particular, K525 stabilizes the closed state by non-electrostatic functional
interactions with the GCTC [179, 155]. This residue is peculiar of the hERG channel
and may contribute to the slow activation. The K525R mutation destabilizes the
closed state reducing the rate of deactivation [35]. In the same way, K538 at the
bottom of the S4 helix is unusual and plays a role in stabilizing the closed state of
the channel via interactions with the negatively charged residues on the S2 helix
[35].

Generally, in domain-swapped channels, the motions of the VSD are transduced
to the PD via the helix L45. However, in the non-domain-swapped hERG channel
(Figure 1.4), the loop L45 is non α-helical and too short to induce the pore opening
as a mechanical lever. Nevertheless, several studies showed its crucial role in the
activation of hERG as well as the proximity of the loop to the distal part of the S6
helix [163]. For example, in D540K mutant there is a destabilization of the closed
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Figure 1.9. Gating Charge Transfer Center (GCTC) with the critical phenylalanine F463
(in orange) on S2 helix and the positively charge residues (in blue) on S4 helix in the
open state of the channel.

state at hyperpolarized potentials [163]. Charge reversing and charge neutralizing
mutations of the R665 residue on S6 helix re-established the closed state stability at
hyperpolarized potentials suggesting that the interactions between the L45 and S6
play a role in stabilizing the closed state. Then, G546L determines a stabilization of
the open state favouring the activation process [183]. Recently, it has been shown
that cutting the loop L45 at different points influences the gating of hERG in different
ways: Y545 split channels were able to activate while cutting near the S4-end of the
loop L45 increased the destabilization of the closed state [47].

This evidence suggests that helix S4 and loop L45 are relevant in the activation
mechanism of hERG channel. However, the molecular determinants of the slow rate
of this process remain quite elusive and need to be investigated.

Deactivation

As the activation, the deactivation of the channel is very slow and this is important
for producing the resurgent current during the repolarization of the cardiac action
potential [163]. The regulation of this process is associated to different regions on the
hERG structure. Mutations on the N-term region accelerate the deactivation while
those on the PASD restore the slow deactivation in N-term deleted fast deactivating
channels [27]. This behaviour is influenced by interactions between the PASD and the
CTD [173] and between the PASD and the loop L45 [194, 47]. Therefore mutations
of D460 and D509 on helix S2 destabilize the activated state and accelerate the
deactivation kinetics [116].
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Inactivation

Contrary to other potassium channels, the hERG inactivation occurs very rapidly.
Experimental studies suggest that this mechanism resembles the C-type inactivation
of Shaker channels in terms of sensitivity to K+ ions and to mutations on the P-Loop
[66]. It has been shown that the Shaker C-type inactivation is characterized by
three different steps where the channels assume three different protein conformations
moving from the open to the inactivated state: an initial state that is highly selective
for K+ ions, an intermediate inactivated state that is less permeable to K+ ions
but more permeable to Na+ ions, and a final more stable inactivated state that is
non-conductive [196]. Mutational analyses showed that the hERG rapid inactivation
is characterized by two sequential rearrangements on the protein structure that allow
to distinguish two mechanisms: the initial “P-type inactivation” where the channel
becomes permeable to Na+ ions and quickly reaches a less stable inactivated state
upon depolarization; the “C-type inactivation” where the channel reaches a more
stable inactivated state that is impermeable to all ions [120]. The C-type inactivation
has been shown to be associated to a constriction on the SF at the level of G626
residues [112]. This constriction is stabilized by the F627 side-chain rotation and
the hydrogen bond between Y616 and N629 as key determinants and it is sensitive
to the ion occupancy on the SF [169]. Several mutants have been identified to
reduce the inactivation rate, S631A, N588K and N588E, or completely abolish it,
S620T and G628/S631C [63, 66, 147]. The hERG inactivation is suggested to be
characterized by two different mechanisms that both involve a single gate, with the
P-type inactivation closing the gate and C-type inactivation stabilizing the gate’s
non-conductive conformation. However, the molecular determinants of this process
remain elusive and not completely understood.

1.6.4 Dysfunction and Long QT Syndrome type 2

hERG malfunctions are commonly associated with severe conditions including
arrhythmia diseases such as the Long QT Syndrome type 2 (LQTS2), sudden infant
death syndrome (SIDS) and short QT syndrome (SQTS), as well as various forms of
cancer, epilepsy and schizophrenia [164]. To date, over 600 mutations in the KCNH2
gene encoding the hERG channel have been identified to be the cause of these
channelopathies. Not all of them show a loss-of-function phenotype, suggesting that
some mutations may be benign sequence variants or single-nucleotide polymorphisms
(SNPs) [2, 189].

The majority of the mutations causes the LQTS2 that is characterized by the
prolongation of the QT interval measured by the electrocardiogram signal (Figure
1.7b) [3]. Prolongation of the QT interval and therefore the action potential can
lead to an arrhythmia called “torsade de pointes”, which can further degenerate
into ventricular fibrillation and in extreme cases cause sudden cardiac death. This
channelopathy affects an estimated 1 in 5,000-10,000 people worldwide [166].

The LQTS2-linked mutations can be classified into four groups depending on the
molecular mechanism that is impaired: class 1, abnormal transcription or translation;
class 2, deficient protein trafficking; class 3, abnormal channel gating/kinetics; class
4, altered channel permeability [3]. It has been shown that 62% of mutations are
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missense, 24% are frameshift and 14% are a combination of nonsense mutations,
insertions or deletions and splice site mutants in the gene. Most of these are localized
in the N-term and C-term domains but ∼30% are in the transmembrane domains
(VSD and PD) [20]. In terms of molecular mechanism, the largest part of the
mutations invoke a class 2 mechanism due to protein misfolding and endoplasmic
reticulum-associated degradation. Recent studies identified a small but non-negligible
group of class 3 mutations that affect the gating [3]. They can be found in the N-term
and C-term domains as well as in helix S6 of the pore. The I711V and R835W
mutations alter the hERG gating channel and are localized in cytosolic domain.
They determine a faster deactivation while the inactivation remains unchanged [3].
On the other hand, the G584S mutation is localized on the PD and affects the
inactivation [136]. Similarly, T613A in the P-Loop was found to cause a high effect
on the inactivation [156]. Moreover, mutations impairing the gating mechanism
have been also mapped on helices S1 [152] and S4 [130] where they accelerate the
deactivation process.

1.6.5 Drug interactions

The hERG channel seems to be the only voltage-gated potassium channel that has a
high tropism for external molecules. Indeed, the LQTS2 can also be induced by the
interaction with a wide range of aspecific drugs including anti-arrhythmics, antibiotics,
antihistamines, antidepressants, antimicrobials, anticancers, and antimalarials [165,
158]. The severity of this condition, defined as Acquired LQTS2, is such that
regulatory agencies prescribe the testing of all new drugs for hERG block. In this
context, the FDA and a consortium of other regulatory agencies have promoted
the Comprehensive in Vitro Proarrhythmia Assays (CiPA) [32, 41], a large scale
screening program to test candidate new drugs for cross-reactivity and block of hERG
channel. Consequently, much interest has been raised to identify the structural
basis of this unusual susceptibility to interactions, with approaches ranging from
experimental electrophysiology to in silico modeling.

hERG blockers

In general, hERG is characterized by a large inner cavity where the external molecules
can enter. Experimental studies demonstrated that hERG blockers, such as Cisapride
and Dofetilide [96, 63] sterically block the K+ ions by interacting with residues on
S6 helix (G648, Y652, F656) and residues at the C-term side of the SF (T623, S624,
V625) [95, 109, 133, 148] via π-cation or π-π interactions [59, 177]. Interestingly,
some compounds exhibit a greater affinity depending on the state of the channel. For
example, the BeKm-1 scorpion toxin binds hERG in the closed state [131] but the
majority of blockers exhibit a high-affinity blockade preferentially for the inactivated
state. Nevertheless, the molecular determinants of this behaviour remain quite
elusive [9].

hERG activators

In contrast to numerous hERG blockers, many molecules have been discovered to
increase hERG activity by modulating channel gating. They become of interest
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due to their potential use for people affected by LQTS2 where they can reverse
the disease. The hERG activators can be grouped in four classes depending on the
mechanism of action [164]: (1) drugs that slow the rate of channel deactivation
such as RPR260243 [97], Ginsenoside Rg3 [36] and LUF7346 [162]; (2) molecules
that attenuate the inactivation such as PD118057 [208] and NS1643 [30]; (3) drugs
that determine a negative shift of the voltage dependence of activation such as
Mallotoxin and KB130015 [205, 68]; (4) molecules that increase the channel open
probability such as SB-335573 [52]. Experiments suggest that the activators bind to
a hydrophobic pocket located outside the central cavity between the P-Loop and
helices S5 and S6 of two adjacent subunits by interacting with L553, F557, N658
and V659 as for RPR260243 [150] or with L646 for PD-118057 [150, 149, 71, 67].

In conclusion, the molecular mechanisms by which drugs can interact with
hERG prolonging the QT interval or enhancing its activity are complex and not
completely clear. However, they could potentially cause a paradigm shift in the
clinical management of LQTS2 or perhaps other disorders where hERG channel
function is implicated.
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1.7 Thesis objectives and outline
The objective of this thesis is to elucidate the gating of the non-domain-swapped
hERG voltage-gated K+ channel. The relevance of this work is associated to the
physiological importance of hERG in the generation of the delayed rectifier current
(IKr) that determines the plateau period of the cardiac action potential [163]. To
achieve this goal, we addressed the problem using a combination of Molecular
Dynamics simulations and theoretical network analyses in different steps:

1. First of all, we implemented the network analysis studying the Kv1.2 channel
whose gating has been extensively characterized by experiments. This step
allows to validate our computational protocol since our results show a good
agreement with the experiments. Then, it also enables a comparison between
the gating and inactivation mechanisms of domain-swapped channels (like
Kv1.2) and non-domain-swapped channels (like hERG). This step is described
in sections 3.1;

2. Then, we focused on the hERG channel. Here, since the only experimental
structure of hERG is available in the open state [195], we integrated the
structural data by building a homology model for the closed state of the
channel based on the experimental measurement of the gating charge [207]. It
is described in section 3.2;

3. We reproduced the transition from the open to the closed state of the channel
via Targeted Molecular Dynamics simulations. The contact analysis of these
trajectories allowed us to formulate two hypothetical activation/deactivation
mechanisms involving the loop L45, the C-Linker and helices S5 and S6 that
are consistent with previous experimental works [126, 47, 186]. See section 3.3;

4. We identified the activation and inactivation paths via a network approach
previously used for domain-swapped channels [60, 198]. Interestingly, in both
of them a very similar path that resembles the noncanonical gating path found
in Shaker channels [28, 13] was identified that involves the interfaces S4/S1
and S1/S5. These results are shown in section 3.4;

5. Then, to test the reliability of our results, we simulated some mutants and
split channels [47] that have been experimentally characterized as shown in
sections 3.5 and 3.6;

6. Finally, we described the transition from the open to the closed state focusing
on some macroscopic observables that are relevant in the activation mechanism
as reported in section 3.7.

The main findings and the results of this thesis are discussed in the Discussion and
Conclusions sections.
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Chapter 2

Methods

2.1 Brief overview of Molecular Dynamics
In last years, the recent advances in molecular biology and biochemistry have
provided detailed information about the structure of many molecules essential for
life, including proteins and nucleic acids. Although these structures solved with
high resolution are very useful, they represent a static “photograph” of systems that,
indeed, are flexible entities where the dynamics plays a key role in their function [83].
Molecular Dynamics (MD) simulations have become a widely used tool to investigate
biological and chemical systems [72] allowing to simulate the time evolution of a set
of interacting atoms by integrating the differential equations embodied in Newton’s
second law:

Fi = mi
d2ri(t)
dt2

(2.1)

where mi and ri are the ith atom mass and position, respectively, and Fi is the
force acting on the atom due to the interactions with the others. These equations
are integrated using a finite difference method that introduces a discretization δt
of the temporal axis and given an initial set of positions at time t as well as an
appropriate potential energy function (the force field), the force acting on each
atom is computed. Then, the acceleration is computed to derive the positions and
velocities at t+ δt, where the δt is the time-step of the simulation. The computer
repeats the calculation on each atom for many steps producing an ordered list of 3N
atom coordinates for each simulation time. The resulting output is a trajectory that
contains a set of configurations distributed according to a statistical distribution
function or statistical ensemble that is a collection of various microstates of an
equilibrium macroscopic system as determined by the constraints operating on the
system [98]. In general, MD is a powerful tool that allows to connect the protein
structure to the dynamics and function with an atomic resolution, acting in this way
as a computational microscope [54]. In the context of ion channels, MD simulations
allow to understand the basis of their gating mechanisms. For example, the most
studied channel is KcsA where it has been firstly shown that the opening depends
on the bending of S6 helices that delimited the pore [14]. In the same way, MD
simulations combined with free-energy calculations revealed with atomistic resolution
how the VSD moves during the activation process [49] or the basis of the selectivity
[101].
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2.1.1 General set-up for MD simulation

Nowadays the most used packages in MD simulations are AMBER [29], CHARMM
[25] and NAMD [138]. In all cases, to set up the MD simulation, an initial con-
figuration of particles that form the system is needed. Normally, the structure of
large macromolecules like proteins can be obtained from the Protein Data Bank, a
database where data obtained by X-ray crystallography, the Nuclear Magnetic Reso-
nance (NMR) spectroscopy and cryo-electron microscopy (Cryo-EM) are accessible
on the Internet website https://www.rcsb.org/.

2.1.2 Initialization: the Maxwell-Boltzmann distribution

The initial velocities are generated by sampling the Maxwell-Boltzmann distribution
at the simulation temperature. Considering a single component of velocity, vx, the
probability distribution is:

f(vx)dvx = 1
√

2π
√

kT
m

e
− v2

x

2 kT
m (2.2)

where k is the Boltzmann constant, T the absolute temperature and m the mass.
The higher is the temperature, the higher is the velocity of the atoms. Assuming that
the velocities are equally and independently distributed along the three dimensions
of the space, the probability of a velocity vector (vx, vy, vz) is:

f(vx, vy, vz)dvxdvydvz = f(vx)dvxf(vy)dvyf(vz)dvz (2.3)

that yields:
f(V )d3v = ( m

2πkT )
3
2 e−( mv2

2kT
)d3v (2.4)

where f(V ) = f(vx, vy, vz) and d3v = dvx, dvy, dvz.

2.1.3 Force fields

The main ingredient in MD simulations is the force field as a combination of
mathematical formula and associated parameters that are used to describe the
energy of the system as a function of its atomic coordinates. The interactions
between the atoms that form the system originate forces which act upon them
determining their motion. As the atoms move, their relative positions change and
the forces change as well. Choosing the most appropriate force field is crucial because
it is necessary to computationally reproduce the real behaviour of the molecules
under specific conditions [75]. The potential energy term can be split in two terms
that include bonded interactions referring to covalently bonded atoms (stretching,
bending and dihedral potentials) and non-bonded interactions involving atoms not
covalently connected (Lennard-Jones and electrostatic potentials):

U = Ubonded + Unon−bonded (2.5)

The bonded interactions are intra-molecular interactions that refer to covalent bonds
between atoms in a single molecule:

Ubonded = Ubending + Ustretching + Udihedral (2.6)

https://www.rcsb.org/
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they include the stretching energy Ustretching that describes the oscillations of the
bond length, the bending energy Ubending that refers to the angle variation of two
bonds between three atoms, and the torsional energy Udihedral describing the torsional
rotation of four atoms on a central bond.
On the other hand, the non-bonded interactions refer to intra- and inter-molecular
interactions.They are typically written as:

Unon−bonded = ULJ + UCoulomb (2.7)

ULJ is the Lennard-Jones potential:

ULJ = 4ϵ
[(

σ

r

)12
−

(
σ

r

)6
]

(2.8)

where ϵ corresponds to the depth of the potential well, σ is the distance at which
the particle-particle potential energy is zero, and r is the distance between two
interacting particles. It approximates the Van der Waals dispersion forces.
On the other hand, UCoulomb is the electrostatic potential:

UCoulomb = qiqj

r
(2.9)

where q is the charge of the i or j particle and r is the distance between them.
All these factors contribute to the force calculation of the system.

2.1.4 Integration methods

There are many algorithms of finite difference methods for integrating the equation of
motion used in MD simulations in order to compute the positions and the velocities
at time t+δt. All of them assume that positions r(t), velocities v(t) and accelerations
a(t) can be approximated as Taylor series expansions [107]:

r(t+ δt) = r(t) + v(t)δt+ 1
2a(t)δt2 + 1

6b(t)δt
3 + · · ·

v(t+ δt) = v(t) + a(t)δt+ 1
2b(t)δt

2 + · · ·

a(t+ δt) = a(t) + b(t)δt+ · · ·

(2.10)

The Verlet algorithm [191] is frequently used. It uses the position r(t) and the
acceleration a(t) at time t and the position at the previous step r(t− δt) to compute
the position at time t+ δt and the velocity at time t:

r(t+ δt) = r(t) + v(t)δt+ 1
2a(t)δt2 + · · ·

r(t− δt) = r(t) − v(t)δt+ 1
2a(t)δt2 − · · ·

(2.11)

By summing these two equations, it is possible to compute the position at t+ δt:

r(t+ δt) = 2r(t) − r(t− δt) + a(t)δt2 (2.12)
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and by subtracting them, the velocity at time t is:

v(t) = [r(t+ δt) − r(t− δt)]
2δt (2.13)

This algorithm is fast and has some advantages, for example the modesty of storage
requirements. However, a problem with this Verlet scheme is that the velocities
are not synchronized with the positions and it requires the positions at time t− δt.
This means that at the beginning of the simulation r(t0 − δt) should be known that
can be computed using the initial position and velocity r(t0 − δt) = r(t0) − v(t0)δt.
However, in this case, the computed velocity always lags a step back with respect to
the position.

To solve this problem, several variants of the Verlet algorithm have been developed
[171] such as the leap-frog algorithm that makes use of the velocity at half time
intervals. This is done in two steps. At first, the velocity at time t+ 1

2δt is computed
from a(t) and v(t− 1

2δt):

v(t+ 1
2δt) = v(t− 1

2δt) + a(t)δt (2.14)

then the position at time (t+ δt) is obtained with:

r(t+ δt) = r(t) + v(t+ 1
2δt)δt (2.15)

This algorithm yields more accurate positions because they are calculated using
velocity at closer time.

2.1.5 Time-step and time-scale limitations

Another crucial factor in MD simulations is the time-step. If it is too short the
simulation will explore only a small part of the conformational space around the
initial structure. On the other hand, if it is too long the atom clashes determine
force instabilities. Usually, the time-step assumes values between 1 and 2 fs for
atomistic simulations [55]. Generally, the time-step chosen is equal to one tenth
of the period of the fastest oscillations. If we consider that the C-H bond vibrates
with a period of 10 fs, the typical time-step in MD simulations is 1 fs [99]. A short
time-step is the major bottleneck of the simulation procedure: it implies that MD
simulations are currently limited to nanoseconds or, at most, microseconds, far away
from the time scales of biological processes. Generally, since the chemical bonds
between hydrogen and heavy atoms are represented with holonomic constraints that
eliminate the problem of the high oscillation frequencies, a time-step of 2 fs is often
used.

2.1.6 Constant temperature and constant pressure

Finally, in MD simulations it is necessary to specify the conditions of the simulation.
The natural ensemble is the NV E ensemble where the number of particles N ,
the volume V and the energy of the system E are maintained constant over the
simulation. However, for a biological system, it is useful to regulate the temperature
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T and the pressure P or the volume V , consequently sampling in the so-called NPT
ensemble or the NV T ensemble, respectively.

The temperature of the system is related to the time average of the kinetic energy
[174] and this prompts to easiest way to control the temperature of the system:
rescaling the velocities. If the velocities are multiplied by a factor λ at time t, the
temperature variation is:

∆T = 1
2

N∑
i=1

2
3
mi(λvi)2

NkB
− 1

2

N∑
i=1

2
3
mi(vi)2

NkB
= (λ2 − 1)T (t) (2.16)

In this way, in order to move the current temperature T (t) to the desired value T ∗,
the velocities are multiplied at each time-step by a factor λ:

λ =
√

T ∗

T (t) (2.17)

An alternative way to fix the temperature is to couple it to an external heat bath,
applying the so-called Berendsen thermostat [17]. Here, the change in temperature
is given by:

dT (t)
dt

= 1
τ

(Tbath − T (t)) → ∆T = δt

τ
(Tbath − T (t)) (2.18)

where τ is the coupling parameter between the bath and the system and Tbath is the
temperature of the external bath. Then, the velocities are scaled at each time-step
as follows:

λ =
[
1 + δt

τ

(
Tbath

T (t) − 1
)] 1

2
(2.19)

In the same way, it can be desirable to control the pressure. The system is
immersed in a reservoir and the external pressure may be imposed via a physical
boundary or wall that is present between the system and surroundings. The boundary
sets the system volume and allows the system to fluctuate against the imposed
pressure. In the Berendsen method [17] the system is coupled to a pressure bath,
similar to the heat bath, so the pressure is obtained as follows:

dP (t)
dt

= 1
τp

(Pbath − P (t)) → ∆P = δt

τp
(Pbath − P (t)) (2.20)

where τp is the pressure coupling constant, Pbath is the pressure of the bath and P (t)
is the pressure of the system at time t. Volume is then rescaled by:

λ = 1 − κT
δt

τp
(P − Pbath) (2.21)

where κT is the isothermal compressibility that describes the change of the volume
as response to the pressure.

Another popular thermostat is based on Langevin equation that couples the
system with a heat bath with which it exchanges heat keeping the temperature
constant:

miv̇i = Fi −miγivi +R(t) (2.22)



26 2. Methods

where γi is a friction coefficient quantifying the strength of coupling with the heat
bath and R(t) is a random force modelling collisions with other particles. From
this equation it is clear that the total force miv̇i does not simply coincide with the
interaction term Fi (the negative gradient of the force field), but there are other
contributions deriving from the coupling with the bath.

There are many methods to maintain constant the pressure [43]. NAMD provides
constant pressure simulation using a modified Nose-Hoover method in which Langevin
dynamics is used to control fluctuations in the barostat. This method should be
combined with a method of temperature control, such as Langevin dynamics, in
order to simulate the NPT ensemble. The Langevin piston Nose-Hoover method
is a combination of the Nose-Hoover constant pressure method [128] with piston
fluctuation control implemented using Langevin dynamics [58].

2.2 Computational protocol for Kv1.2 channel

2.2.1 Production of the open state

The initial configuration of Kv1.2 was taken from the experimentally solved open
structure (PDB ID 3LUT) [34]. Using the CHARMM-GUI [90, 91], it was embedded
in bilayers of 880 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine lipids with 65,408
TIP3P water molecules and 0.15 M of KCl to form a simulation box of ca. 150 ×
150 × 175 Å totalling 259,933 atoms. The APBS server [8] was used to analyse the
protonation states of residues: all aspartates and glutamates were ionized; H271,
H378, H486 were predicted to be in the δ protonation state; H264 was assigned to
the ϵ protonation state. Then, the channel was equilibrated in the NPT ensemble
for 100 ns. Mutants were produced from the pre-equilibrated wild type system. At
first, they were equilibrated for 6.5 ns in the NPT ensemble applying a time-varying
harmonic restraint on each mutated residue and on its neighbours within a cutoff
distance of 5.0 Å. The force constant, initially set to 10 kcal/mol/Å2, was decreased
by 2 units every 0.5 ns of this simulation and then they were equilibrated for 50 ns
in the NPT ensemble.

2.2.2 Contact map

The contact map analysis was carried out computing for each couple of residues
the probability to be in contact during the equilibrium simulations. Precisely,
two residues were considered to be in contact when a pair of heavy atoms of the
side-chains was closer than 5.0 Å for at least 75% of the trajectory.

2.2.3 Network analysis

For the network analysis, the protein was represented as a graph [21] where nodes
correspond to residues and edges to interactions between pairs. Edge weights were
calculated using: dij = − log |Corrij| where Corrij is the correlation coefficient, that
is the normalized covariance of Cα positions:

Corrij = ⟨(r⃗i − ⟨r⃗i⟩)(r⃗j − ⟨r⃗j⟩)⟩√
⟨(r⃗i − ⟨r⃗i⟩)2⟩⟨(r⃗j − ⟨r⃗j⟩)2⟩

(2.23)
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where r⃗i and r⃗j are the position vectors of the i and j residues and Corrij assumes
values in the interval [−1, 1]. Spheres of radius 6 Å were centred on two key residues
on S4 and S6 helices and on SF of the neighbouring subunit to identify all residues
inside them for at least 75% of the trajectory defining the source and sink regions.
Shortest paths were computed using the Dijkstra’s algorithm [51]. The betweenness
of each residue was computed with Brandes algorithm [23] as implemented in the
NetworkX library [76].

2.3 Computational protocol for hERG channel

2.3.1 Production of the open and the closed states

hERG open state was produced from the experimentally solved structure (PDB
ID: 5VA2) [195] and the missing loops were modelled using MODELLER [56]. For
the closed state, a homology model was initially produced using as a template the
EAG1 closed channel (PDB ID: 5K7L) [199] featuring ca. 75% sequence identity.
However, the resulting structure was functionally closed but with the VSD in the
open configuration. In order to pull the VSD to the close configuration, Steered
MD simulations [84] were run in the NVT ensemble for 2 ns applying a helix-axis-
orthogonal force on the centre of mass of Cα atoms of each S4 to move it towards
S6 of the same subunit to prevent steric clashes; then a force parallel to the axis
was applied for 4 ns to the centre of mass of helix S4 to move it down. The pulling
velocity was 3 Å/ns and the spring constant of the virtual spring between the dummy
atom and the SMD atom was 10 kcal/mol/Å2. S1, S2, S3, and S5 were fixed and a
helical restraint on S4 was applied with a force constant of 1000 kcal/mol/Å2. Using
the CHARMM membrane builder [90, 201], all systems were embedded in bilayers
of 337 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine lipids with 49,468 TIP3P
water molecules and 0.15 M of KCl to form a simulation box of ca. 125 × 125 × 150
Å totalling 223, 584 atoms. The WHAT-IF server [192] was used to analyse the
protonation states of residues. All aspartates and glutamates were ionized. H5,
H342, H374, H434 and H437 were predicted to be in the δ protonation state; H88,
H95, H165, H181, H190, H277, H290, H306, H334, H365 and H454 were assigned to
the ϵ protonation state.

2.3.2 MD simulations

The production run was carried out in the NPT ensemble for 100 ns. All simulations
were run with NAMD [153] using the AMBER ff14SB force field for the protein [125],
the Lipid17 force field for the lipids [50] and TIP3P water model [127]. Simulations
for the tentative production of the inactivated state were run for 150 ns using the
CHARMM force field PARAM36 for proteins [121, 122, 18], lipids [100] and ions
[15]. Explicit water was described with the TIP3P water model [127]. Pressure was
kept at 1.01325 Bar by the Nosé-Hoover Langevin piston method [128, 58] and the
temperature was maintained at 303.15 K by a Langevin thermostat with damping
coefficient of 1 ps−1. Long-range electrostatic interactions were evaluated with the
smooth Particle Mesh Ewald algorithm with a grid space of 1 Å. For short-range
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non-bonded interactions, a cut-off of 12 Å with a switching function at 10.0 Å was
used. The integration time-step was 2 fs.

2.4 The transition path of the activation mechanism
A first guess of the transition path from the closed to the open state was obtained
via RMSD-biased Targeted Molecular Dynamics (TMD) [168]. At first, we run
TMD simulations for 1 ns in the NPT ensemble using a force constant of 100,000
kcal/mol/Å2 on Cα atoms. Then, we repeated the simulations for 25 ns in the NPT
ensemble using the same force constant. In both cases, the transition paths observed
were the same and the analyses described in the next sections produced similar
results.

The limitations of the time-step make it impossible to reach biologically relevant
timescales of the order of the milliseconds and above using standard molecular
dynamics techniques. This problem led to the development of biased MD techniques
where the force field is supplemented with a biasing potential that lowers energy bar-
riers accelerating biochemical transitions. One such technique is Targeted Molecular
Dynamics, a biasing technique that applies a harmonic bias on the RMSD distance
from the current to the target conformation.

UT MD = 1
2
k

N
[RMSD(t) − ρ(t)]2 (2.24)

In this protocol the target RMSD distance, ρ, decreases linearly and k is the force
constant acting on the N atoms of the system. At each new value of ρ the system
jumps on a hypersphere closer to the target where it can diffuse freely (Figure 2.1).

Figure 2.1. Schematic representation of the TMD algorithm. The simulation starts at
initial conformation xI and at each new value of the center of the harmonic restraint
ρ(t), the system jumps on a hypersphere closer to the target conformation xF [168].

The following analyses were carried out on the TMD trajectories.

2.4.1 Contact maps

The contact map was computed for each frame of the TMD simulation, considering
two residues to be in contact when a pair of heavy atoms of the side-chains was
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closer than 5.0 Å.

2.4.2 Pseudo Potential of Mean Force

Two-dimensional pseudo-PMFs were computed as a function of the geometric ob-
servables monitored during the transition: sliding and rotation of the S4 helices;
bending of the S6 helices; rotation of cytosolic domains (CTD) with respect to
transmembrane ones (PD). Although it has been shown that PMF can be estimated
from out equilibrium trajectories using the Jarzynski equality [184], it is very difficult
to reach the convergence of the forces in simulations of few nanoseconds as in the case
of our 25 ns TMD simulations. For this reason, we used the term “pseudo” referring
to the fact that the PMF were computed during non-equilibrium trajectories where
the convergence was not reached. They are defined as:

PMF(x, y) = −kBT log H(x, y) (2.25)

Where kB is the Boltzmann constant, T is the temperature set at 300.0 K and H(x, y)
is a normalised two-dimensional histogram of the two observables x and y. The
histograms and pseudo-PMFs calculated for each system were: S4 Rotation Angle
vs S4 Displacement; S6 Bending Angle vs S4 Displacement; S6 Bending Angle vs S4
Rotation Angle; PD-CTD Rotation Angle vs S4 Displacement; PD-CTD Rotation
Angle vs S4 Rotation Angle; PD-CTD Rotation Angle vs S6 Bending Angle.

The bending angle θ of each helix S6 was computed as:

θ = arccos
−−→vCT

−−→vCB

|−−→vCT ||−−→vCB|
(2.26)

where −−→vCT is a vector pointing from the middle region of helix S6 (residues 646-650)
to the top of the same helix (residues 635-639). Similarly, −−→vCB is a vector pointing
from the middle to the bottom end (residues 663-667) of helix S6.

The visual inspection of the open structure of hERG channel reveals that the
transmembrane domains (VSD+PD) of non-neighbouring subunits (1-3 and 2-4) are
roughly orthogonal to the corresponding cytosolic domains. During the simulations
the rotation angles, ϕ13 and ϕ24, depart from this value and evolve as a function
of time. They are defined by the following vectors:

−−−→
vij

T MD: vector connecting the
center of mass of the trans-membrane domains (PD+VSD) of chain i with the center
of mass of the trans-membrane domains of non-neighbouring chain j.

−−→
vij

CD: vector
connecting the center of mass of the cytosolic domain (C-Linker + CTD) of chain
i with the center of mass of the cytosolic domain of non-neighbouring subunit j.
Angles ϕ13 and ϕ24 are then computed as:

ϕ13 = arccos
−−−→
v13

T MD

−−→
v13

CD

|
−−−→
v13

T MD||
−−→
v13

CD|
(2.27)

ϕ24 = arccos
−−−→
v24

T MD

−−→
v24

CD

|
−−−→
v24

T MD||
−−→
v24

CD|
(2.28)
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The rotation of helix S4 around its axis was computed as follows. In a perfect
helical geometry, the vector connecting the center of mass of Cα atoms n and n+ 4
with the Cα atom n+ 2 is orthogonal to the helix axis. The angle α between this
vector

−−→
vrot(t) and its counterpart

−−→
vrot(0) in the initial conformation defines the

rotation angle. To account for local deformations of the helical geometry that might
undermine the orthogonality of

−−→
vrot to the axis, the calculation was performed using

the component of
−−→
vrot orthogonal to the axis:

α = arccos
−−→
vrot

⊥ (t)
−−→
vrot

⊥ (0)

|
−−→
vrot

⊥ (t)||
−−→
vrot

⊥ (0)|
(2.29)

Defining −−−→rCOM (t) as the vector corresponding to the center of mass of helix S4, the
displacement of S4 along its axis is:

d = [−−−→rCOM (t) − −−−→rCOM (0)]ĥ (2.30)

where ĥ is the versor aligned along S4 axis.
The displacement and rotation angle of the S4 helices and the bending angle of

the S6 helices were the average over the four subunits. For the rotation angle of
S4 helices, the average of the rotation angles over the four subunits were computed
in the middle and at the bottom of individual S4 helices. Finally, the PD-CTD
rotation angle was computed as the average of ϕ13(t) and ϕ24(t).

2.5 Network analysis
The path communication analysis was carried out representing the protein as a
graph [21] where nodes are protein residues and edges interactions between pairs.
Two metrics have been used to assign weights to graph edges.

Initially, in the same vein of [60] edge weights were calculated using: dij =
− log |Corrij|. Corrij is the correlation coefficient, i.e. the normalized covariance of
Cα positions:

Corrij = ⟨(r⃗i − ⟨r⃗i⟩)(r⃗j − ⟨r⃗j⟩)⟩√
⟨(r⃗i − ⟨r⃗i⟩)2⟩⟨(r⃗j − ⟨r⃗j⟩)2⟩

(2.31)

where r⃗i and r⃗j are the position vectors of the i and j residues and −1 ≤ Corrij ≤ 1.
In building the graph two residues are considered linked by an edge only if their
communication distance dij is below a cutoff dcut =0.40. This means that only pairs
of residues with an absolute value of the correlation coefficient greater than 0.67 are
connected by an arc (see Appendix).

Then, we repeated the network analysis using a more accurate [198] weight
expressed as: wij = − log (CijMij) where Cij is a semi-binary contact map and Mij

is a matrix that quantifies the motion correlation using the Mutual Information.
Here, Cij is a semi-binary contact map that was computed with a truncated Gaussian
kernel (Figure 2.2):

K(dij) =

1, dij ≤ c

e−
(d2

ij
−c2)

2σ2 , dij > c
(2.32)
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Figure 2.2. The Gaussian kernel used in the definition of semi-binary contact maps.

where dij is a distance between the Cα of i and j residues and c is the cut-off
distance set to 7.0 Å. The width σ of the Gaussian kernel was chosen so as to
attain a negligibly small value of the kernel at dij = 10 Å. Specifically, we used
K(dcut) = 10−5 and σ = 1.48. The contact map is computed by averaging the value
of the kernel over all the frames of the trajectory:

Cij = 1
Nframes

Nframes∑
n=1

K(dij(n)) (2.33)

The mutual information Mij of two random variables is a measure of their reciprocal
independence or coupling and was used to quantify the motion correlation of two
residues. Defining di and dj as the displacement of the center of mass of the side-chain
with respect to its average position, the mutual information is:

Mij =
∑
di

∑
dj

P (di, dj)log P (di, dj)
P (di)P (dj) (2.34)

In this work, a normalized mutual information was used as the information quality
ratio M ′

ij = Mij

Hij
where Hij represents the Shannon entropy [103] of the variables di

and dj .
As shown in Figure 2.3, in both analyses, spheres of radius 7 Å were centred on

two key residues on helix S4 or loop S4-S5 and on S6 of the same or n+ 1 subunit to
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identify all residues inside them for at least 70% of the trajectory defining the source
and sink regions. Shortest paths were computed using the Dijkstra’s algorithm [51].

source

sink

S4 S5 S6

L45
Comm. Paths

Figure 2.3. Schematic representation of the application of Dijkstra’s algorithm to the
calculation of VSD-PD communication paths in hERG channel.

The Centrality Index (CI) was computed as the fraction of minimal paths a residue
sits on. The betweenness centrality (B) of each residue was computed with Brandes
algorithm [23] as implemented in the NetworkX library [76]:

B(v) =
∑

s ̸=v ̸=t

σst(v)
σst

(2.35)

where v is a node, σst is the number of minimal paths that connect nodes s to t,
and σst(v) is the number of minimal paths that passing through the node v connect
nodes s to t.

2.6 Statistics and reproducibility
The variability of the network weights dij and wij was determined using a block
analysis [64, 85]. The simulations were split into NB subtrajectories of 25 ns, long
enough to consider the weights computed in the different blocks as uncorrelated mea-
surements. The standard deviation for each element of the matrices was computed
as:

σ(xij) =

√√√√ 1
NB(NB − 1)

NB∑
B=1

(xB
ij − x̄B

ij)2 (2.36)

where xB
ij is the value of the weights (dij and wij) computed in block B while x̄B

ij is
the average over all blocks.
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Results

3.1 Inactivation paths in Kv1.2 channel

Using the network-theoretical approach, we identified two different families of paths
for the motion propagation (Figure 3.1) joining the VSD and SF and the PD and
the SF, respectively. Since these paths reached the SF excluding the L45 known to
be involved in the activation/deactivation of the channel [12], it can be hypothesized
that they are both involved in the channel inactivation. In the first case, the motion
from the top of helix S4 went down and jumped onto helix S5 of the neighbouring
subunit at the level of the residues V301 and S344; at the same time, from the bottom
of helix S4 it went up and passed to helix S5 of the neighbouring subunit with I304
and L341. Then, through the P-Loop it reached the SF (red arrows in Figure 3.1a)
where the motion of Y377 could affect the dynamics of its counterpart Y377 on the
SF of the subunit where the path was originated. The VSD-SF path length averaged
for the four subunits was ca. 1. This value is expressed by the sum of the arc lengths
(weights) dij that are traversed along a path of minimal length connecting residues
i and j. Arc weights are computed according to equation dij = −log|Corrij| where
Corrij is the correlation coefficient that measured how efficiently the information was
transferred from one residue to the other (see Methods). Considering the logarithmic
nature of this metric, the length value is a pure number which is zero only for perfect
correlation. Values in the range 0 < dij < 2 typically mean that there is a high
correlation of the motion of each pair of residues on the path. In the same way,
we saw a direct connection between the inner and the outer pore gates (PD-SF
coupling) involving the residues I402 and T373 of the same subunit with an average
path length of ca. 1.10. (blue arrows in Figure 3.1a).

The centrality index (CI) and the betweenness (B) of each residue implicated
in the paths are shown in Table 3.1: high values correspond to residues that act as
hubs in the communication paths and thus are expected to play a key role in the
motion propagation.

The microscopic characterization of the inactivation paths was done computing a
contact map that highlighted all the conserved interactions formed between residues
of the same or the neighbouring subunits. Figure 3.2 represents the contact map of
the whole protein and of a single subunit where black dots are the formed interactions
between residues for at least 75% of the equilibrium trajectory. The contact pattern
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Figure 3.1. Inactivation paths of the wild type Kv1.2 channel. (A) Arrows describe
the preferred routes of motion propagation: red arrows refer to S4→S5→P-Loop→SF
route; blue arrows refer to the S6→SF route. (B) Side and top-down views of residues
implicated in the paths at the interfaces S4\S5, S5\P-Loop, P-Loop\SF and S6\SF.

shown in the whole protein map confirmed the presence of interactions between
helices S4 and helices S5 of the neighbouring subunit (red box in Figure 3.2a).
Besides, the contacts formed between helices S5 and the P-Loop and helices S6 and
the SF of the same subunit (blue box in Figure 3.2b) supported the second part of
the paths that we identified in Figure 3.1a.
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3.1.1 Inactivation paths in Kv1.2 mutants

The network approach allowed to identify two routes of the motion propagation as
the molecular bases of a VSD-SF and PD-SF coupling mechanisms. The residues
that connect the interfaces S4\S5, S5\P-Loop, P-Loop\SF, and S6\SF are strongly
coupled in the equilibrium dynamics of the open state. Many of them have been
already demonstrated to influence the Shaker or Kv1.2 inactivation if mutated includ-
ing L361R, L366H and W366F [203, 146, 44, 42, 13] but a microscopic interpretation
of the effects of the mutation is still elusive. Moreover, it was hypothesized that the
VSD-SF coupling depends on the volume of the residues that lay along the inacti-
vation path [13]. For this reason, in order to describe the microscopic role of each
residue implicated in the paths, we applied the same network-theoretical approach to
mutated channels and then we computed a contact map to identify the effects of the
mutations on the contact formation. In some cases, we reproduced computationally
experimental mutants whose effect on the inactivation was already characterized in
Shaker channels, e.g. L361R, L366H, W434F. In order to further characterize the
role of key residues lying along the paths coupling the VSD and the PD to the SF
and for which an experiment was not available, we produced a computational model
of Kv1.2 with non-conservative mutations obtained by replacing individual residues
by an alanine. All the path lengths of Kv1.2 mutants are shown in Table 3.2.

At first we focused on the VSD-SF coupling path, starting from residues of the
voltage sensor helix S4: L293R, L298H, V301A, I304A. In all cases the coupling
paths for the inactivation were qualitatively similar to the wild type but with a
different path length. The greatest effects were observed mutating L293 on the top
of S4 helix, with the average path length reaching values of ca. 10 in the L293R
mutant. It probably depended on the introduction of a new positively charged amino
acid that influenced the sensitivity to the membrane potential variation. Considering
the logarithmic nature of this metric, a difference of two units in the path length
corresponds to a difference of one order of magnitude in terms of correlation, meaning
that the path is effectively hindered in the mutant. These results are in agreement
with the experiments on Shaker where L361R channels activated and inactivated at
much more hyperpolarized membrane potentials, implying that the inactivation was
not preserved [203].

In the L298H channel the VSD-SF coupling was extremely weak. The contact
map analysis revealed the formation of new contacts between helix S4 and helices S1
and S2 (Figure 3.3). More precisely, in the mutant, the new histidine maintained
the hydrophobic interaction with F348 on helix S5 but its larger steric clash induced
a displacement of helix S4 by 3 Å towards helices S1 and S2. We hypothesize
that the rearrangements of helix S4 is at the origin of the modification of the
inactivation paths. These computational evidences seem to be in agreement with the
experimental Shaker double mutant L366H:W434F where the currents show a decay
under sustained voltage-clamp depolarization reminiscent of C-type inactivation,
suggesting this process has not been eliminated but rather mitigated. Indeed,
L366H relieves the W434F effect of the inactivation increased speed, converting a
non-conductive channel in a conductive one [13].

In the I304A channel the efficiency of the information transfer from VSD to SF
became weaker than the wild type. The missing hydrophobic interaction between
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A304 and L341 on helix S5 is probably the main cause of the loss of inactivation.
Interestingly, we identified a new route that from helix S4 reached helix S5 jumping
onto helix S1 of the same subunit at the level of R300-F180 contact but this path
had a length greater of ca. 3 (see Table 3.2). Consequently, in I304A channel the
inactivation seems to be delayed or completely abolished.

For both V301A and S344A mutants we saw a path qualitatively and quan-
titatively (length ca. 1) similar to the wild type, meaning that the inactivation
would not be affected by the alanine substitutions. Indeed, the contact map analysis
revealed that the hydrophobic interactions at the S4\S5 interface were preserved.
These results agree with the thesis that the VSD-SF coupling depends on the volume
of the residues involved in the inactivation path [13].

Residue F342 on helix S5 plays a central role in the inactivation path connecting
the VSD to the SF. Indeed, it is characterized by a very high centrality index.
To further dissect its role in this path, we introduced an alanine substitution in
each subunit. The mutated channel F342A had a loss of this coupling mechanism.
Interestingly, we saw that the F342-A368 interaction was completely broken by the
alanine replacement probably due to the the smaller size of the hydrophobic region
of the residue.

On the other hand, in the W366F channel we identified the same VSD-SF path
as in the wild type but with a lower average length of ca. 0.60. Here, the efficiency
of the information transfer was greater than the wild type suggesting the presence
of an enhanced and faster inactivation in agreement with the experimental results
on Kv1.2 channel [42] and on the corresponding W434F of Shaker [146]. However,
the contact map analysis did not reveal new broken or formed interactions.

Finally, we focused on the PD-SF coupling mechanism where we performed the
mutations T373A and I402A. In both mutants there was an increase of the path
length meaning that the information transfer was generally less efficient than in
the wild type. No interactions were detected between these residues in the contact
map analysis, which suggests that the PD-SF coupling breaks. These results are
supported by Cuello and coworkers where strong van der Waals interactions were
observed between these residues in the pore-helix of the same subunit [44].

It is noteworthy that the mutation of a residue implicated in one of the two
paths that defined the VSD-SF or the PD-SF couplings did not influence the other
mechanism. However, the experimental studies showed that mutating a residue
along one of the two paths [203, 146, 44, 42, 13] determined the disruption only of
that path which is sufficient to impair inactivation. This evidence suggests that
the two communication paths are not inter-changeable and both play a role in the
C-type inactivation mechanism.
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Residue Centrality Index (CI) Betweenness
L293 0.10 ≤ CI ≤ 0.15 Low
R294 0.10 ≤ CI ≤ 0.15 Low
V295 0.10 ≤ CI ≤ 0.20 Low
I296 0.20 ≤ CI ≤ 0.25 Low
R297 0.30 ≤ CI ≤ 0.35 Low
L298 0.30 ≤ CI ≤ 0.45 Medium
V299 0.40 ≤ CI ≤ 0.55 Medium
R300 0.50 ≤ CI ≤ 0.60 Medium
V301 0.70 ≤ CI ≤ 0.80 High
F302 0.70 ≤ CI ≤ 0.80 High
R303 0.70 ≤ CI ≤ 0.80 High
I304 0.80 ≤ CI ≤ 0.90 High
F305 0.70 ≤ CI ≤ 0.85 Medium
K306 0.70 ≤ CI ≤ 0.80 Medium
L307 0.60 ≤ CI ≤ 0.70 Medium
S308 0.40 ≤ CI ≤ 0.55 Medium
R309 0.40 ≤ CI ≤ 0.55 Medium
H310 0.10 ≤ CI ≤ 0.20 Low
S311 0.10 ≤ CI ≤ 0.20 Low
L341 CI ≥ 0.90 High
F342 CI ≥ 0.90 High
S343 CI ≥ 0.90 Medium
S344 0.50 ≤ CI ≤ 0.70 Medium
F365 0.75 ≤ CI ≤ 0.85 High
W366 CI ≥ 0.95 High
W367 0.90 ≤ CI ≤ 0.95 High
A368 CI ≥ 0.95 High
T373 CI ≥ 0.95 High
T374 0.90 ≤ CI ≤ 0.95 High
V375 CI ≥ 0.95 High
G376 0.80 ≤ CI ≤ 0.90 Medium
Y377 CI ≥ 0.95 High
C394 0.10 ≤ CI ≤ 0.15 Low
A395 0.10 ≤ CI ≤ 0.20 Low
I396 0.20 ≤ CI ≤ 0.25 Low
A397 0.20 ≤ CI ≤ 0.30 Medium
G398 0.30 ≤ CI ≤ 0.45 Medium
V399 0.50 ≤ CI ≤ 0.60 Medium
L400 0.70 ≤ CI ≤ 0.85 Medium
T401 0.80 ≤ CI ≤ 0.90 High
I402 CI ≥ 0.95 High
A403 0.80 ≤ CI ≤ 0.90 High
L404 0.70 ≤ CI ≤ 0.80 Medium
P405 0.40 ≤ CI ≤ 0.50 Medium
V406 0.20 ≤ CI ≤ 0.40 Medium
P407 0.20 ≤ CI ≤ 0.35 Medium
V408 0.10 ≤ CI ≤ 0.20 Low
I409 0.10 ≤ CI ≤ 0.20 Low
V410 0.10 ≤ CI ≤ 0.20 Low

Table 3.1. Centrality Index (CI) and betweenness of each residue implicated in the paths.
Legend Betweenneess (B): low 0 < B ≤ 1; medium: 1 < B ≤ 4; high: 4 < B ≤ Bmax.
Residues whose mutations are implied in epileptic encephalopathy are shown in bold.
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Mutation VSD-SF path length PD-SF path length
WT 0.97 1.12

L293R 9.79 2.78
L298H 5.44 1.36
V301A 1.72 1.31
I304A 3.01 1.50
F342A 5.61 1.49
S344A 1.58 1.37
W366F 0.62 1.71
T373A 1.06 2.32
I402A 1.37 4.77

Table 3.2. Comparison of the average paths length for the Kv1.2 WT and the mutants.
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Figure 3.3. Conserved interactions formed between helix S4 and S1, S2, S3 and S5 helices
of the same or neighbouring subunits in the wild type (a) and in the mutated L298H
channel (b).
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3.2 Structure of hERG closed state

The open state of hERG was produced from the experimentally solved structure
(PDB ID: 5VA2) [195] and the missing loops were modelled by MODELLER [56]. In
the structure of the open state a very long fragment (residues 132-397) connecting
the PAS domain with the VSD was not experimentally resolved. Since this fragment
was too long to be reliably modelled using state of the art bioinformatic tools, the
whole N-terminal region (residues 1-397) was not included. The structure studied
in this work therefore approximately corresponds to the hERG1b isoform [145,
110, 176] which lacks the entire PAS/Pas-cap domains (it is 340 residues shorter
than hERG1a). The hERG1b isoform was recently found to be critical for human
cardiac repolarization as testified by a hERG1b-specific mutation associated with
intrauterine fetal death [93, 92]. For the closed state no experimental structure
was available. A homology model was initially produced using as a template the
EAG1 closed channel (PDB ID: 5K7L) [199] but the resulting system inherited
from the template a VSD in the open configuration. More in detail, the open or
closed conformation of helix S4 depends on its relative position with respect to a
critical phenylalanine (F463) on helix S2 that acts as the gating charge transfer
centre (GCTC). In the open conformation only two of the five positively charged
residues of helix S4 are below the critical F463 ring. It is not clear how many basic
residues must be below the critical F463 in the closed state. Using the limiting
slope method the gating charge of hERG channel was experimentally estimated
to be ∼6.4e [207]. The fact that the technique relies on the ability to measure
open probabilities close to zero, however, introduces a strong uncertainty on the
experimental measurements that must be considered as a lower bound of the true
value. Assuming a 20% underestimation, Zhang et al suggested a corrected value
of 8.0e. The variability of the experimental estimates of the gating charge suggests
the opportunity to simulate molecular systems with different displacements of helix
S4. In particular, in the spirit of Ref. [10], each VSD in the closed state was moved
down via Steered Molecular Dynamics simulations [84] producing three isoforms
of the closed state with different Qg values: 4e with the four S4 helices displaced
downwards by a single basic residue, 8e with all S4 helices displaced downwards
by two basic residues, and 6e with S4 helices of subunit I and III displaced by one
residue and the remaining ones by two residues (Figure 3.4). During the SMD
simulation helices S1, S2, and S3 were kept fixed because no experimental evidence
exists of their motion during the dynamics of the VSD [114].

Stability of the closed structures

At first, the stability of the closed state models was assessed through analysis of
the Root Mean Square Deviation (RMSD). After a modest increase following the
SMD run, RMSD remains roughly constant during the 100 ns of the production run
(Figure 3.5).

Then, we focused on interactions that are experimentally known to characterize
the closed state of the channel: D411-K538 [206], D456-K525 [206]; E544-R665 [163,
126]. The different patterns of charge pairings enable the discrimination of closed
and open states. Indeed, these studies date back to the period when no experimental
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Figure 3.4. S4 configuration in closed states after Steered MD simulations. The positive
charged residues (R+) on helix S4 (K525, R528, R531, R534 and R537) are coloured in
blue while the F463 on helix S2 that acts as the gating charge transfer centre is coloured
in red. Arrows refer to the number of positive charge residues (R+) displaced from the
from the open configuration to produce the closed systems.

structure of hERG was available and specific salt bridges provided spatial constraints
for homology modelling. In particular, charge reversal mutagenesis experiments
by Zhang et al [206] revealed that the K525D and K538D mutations significantly
accelerated hERG activation suggesting these lysines could be involved in salt
bridges stabilizing the closed state. This hypothesis was confirmed by a mutant
cycle analysis showing that D411 (which is peculiar of the EAG family) at the inner
end of S1 interacts with K538 at the inner end of S4, while D456 (conserved among
Kv channels) at the outer end of S2 interacts with K525 at the outer end of S4.
Interactions between charged residues in the trans-membrane segments of hERG
may be important for the known slow activation rate of this channel. In fact, it
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Figure 3.5. The root-mean-square deviation (RMSD) during the 100 ns equilibrium
simulations after the Steered MD simulations. The RMSD plot of the open state was
computed using as a reference conformation the experimental structure of hERG (PDB
ID: 5VA2). For the RMSD profiles of closed states we used as reference structure, the
homology model generated from the template EAG1 (PDB ID: 5K7L). The superposition
of the current and reference conformations was performed using all backbone atoms.

can be speculated that the strong salt bridges stabilizing the closed state might
be the cause of the slow movement of S4 [155] during membrane depolarization.
As shown in Figure 3.6 and in Table 3.3, in all of the hERG closed states we
generated, using a distance cutoff of 5.0 Å between the ϵ-Nitrogen of the lysines
and the δ-Oxygen of the aspartates, we could identify both salt bridge D456-K525
and D411-K538. Another group of contacts stabilizing hERG closed states are
those between the S4-S5 loop and the C-terminal end of helix S6. In particular,
Sanguinetti and coworkers [163] showed that the D540K mutation endowed the
hERG channel with the ability to open in response to membrane hyperpolarization.
This unusual behaviour was shown to stem from the breakdown of the D540-R665
salt bridge and the electrostatic repulsion between the lysine placed in position 540
and R665. Another critical residue located on the S4-S5 loop is E544. While the
mutation to lysine of this residue does not cause hyperpolarization-induced channel
re-opening [163], the E544L mutation significantly enhances the pharmacologic
response to hERG activator NS1643 (see [74] and references therein). Based on this
evidence, Guo et al designed a set of powerful hERG activators with binding pocket
in the neighborhood of D544. The efficacy of these drugs suggests that they prevent
the formation of a critical salt bridge between E544 and a basic residue on helix S6.
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This mechanism is also supported by the observation [126] that covalently binding,
through a disulfide bridge, a peptide mimicking the S4-S5 linker to the channel
S6 C-terminus completely inhibits hERG. It is notable that in these experiments
the disulfide bond was introduced between E544C and L666C, suggesting that in
physiologic conditions a salt bridge is established between E544 and R665. Indeed,
as illustrated in Figure 3.6 and in Table 3.3, salt bridge E544-R665 could be observed
in all of our hERG closed states. These results show that all the three isoforms
produced are good template for hERG in the closed state.

D456-K525 D411-K538 E544-R665

Qg = 8

Subunit I 6.16 Å 6.95 Å 3.99 Å
Subunit II 4.91 Å 6.01 Å 3.61 Å
Subunit III 4.82 Å 6.22 Å 4.26 Å
Subunit IV 4.65 Å 5.38 Å 4.02 Å

Qg = 6

Subunit I 3.77 Å 4.48 Å 4.21 Å
Subunit II 5.35 Å 6.89 Å 3.61 Å
Subunit III 4.52 Å 4.69 Å 4.69 Å
Subunit IV 4.77 Å 6.29 Å 4.57 Å

Qg = 4

Subunit I 5.23 Å 3.07 Å 3.27 Å
Subunit II 4.38 Å 5.58 Å 3.65 Å
Subunit III 6.09 Å 4.40 Å 5.34 Å
Subunit IV 4.32 Å 5.84 Å 5.29 Å

Table 3.3. Distances for the salt bridges in hERG closed systems averaged for the four
subunits. For D456-K525 and D411-K538 the values refer to the distance between the
ϵ-Nitrogen of the lysines and the δ-Oxygen of the aspartates; for E544-R665 the values
refer to the distance between the ϵ-Oxygen of the glutamates and the ϵ-Nitrogen of the
arginines.
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3.3 Contact analysis
The opening/closing of hERG was induced by Targeted Molecular Dynamics (TMD)
simulations [168] using RMSD to drive the system from the open to all closed state
isoforms. By computing a contact map for each frame of the TMD trajectories
it was possible to follow the sequence of contact breakdown and formation events
(Figure 3.8). The identification of conserved, formed or broken interactions in all
subunits allowed us to formulate two hypothetical activation/deactivation mech-
anisms (Figure 3.7). The first mechanism is an intra-subunit one based on the

+
+
+
+
+

INTER-SUBUNIT HYPOTHESIS

+
+
+
+
+

INTRA-SUBUNIT HYPOTHESIS

Figure 3.7. Illustration of the two activation/deactivation hypotheses displaying the
relevant conserved interactions in the closed states.

conserved interactions between helices S5 and S6 of the same subunit (orange box
in Figure 3.8): L553-S654, L550-I655, V549-N658, and A547-I662. The contact
pattern suggests that helix S5 might directly push onto helix S6 of the same subunit
causing its straightening and consequently the pore closure. By analysing the contact
maps of the whole protein, a set of conserved bonds between loop L45 of subunit n
and the C-Linker of subunit n+ 1 could be observed (green boxes in Figure 3.8):
D540-N702, R541-E699, and E544-R681. In this case, it was hypothesized that the
pressure exerted by loop L45 would induce a rotation of the C-Linker resulting in
the straightening of helix S6 of subunit n+ 1 and the pore closure. This mechanism
is therefore inter-subunit.
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Figure 3.8. Contact maps computed during the transition from the open to closed state of
the systems with Qg = 8e, Qg = 6e, and Qg = 4e. Panels (a), (b), and (c) refer to the
systems with Qg = 8e, Qg = 6e, and Qg = 4e, respectively. The black dots represent
the contacts in the initial open conformation while the coloured symbols indicate the
contacts formed or broken at different times t during the TMD simulation. Conserved
interactions between the loop L45 of subunit n and the C-Linker of subunit n+ 1 are
highlighted in green boxes while those between helices S5 and S6 of subunit n are
highlighted in orange boxes. For simplicity, for each system the first subunit contact
maps are reported as single subunit maps.
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3.4 Network analysis

3.4.1 Activation and deactivation paths

In order to discriminate the most realistic mechanism between those hypothesised
from the contact analysis, the propagation of conformational changes inside the
channel was studied employing a network approach (see [74, 60] for biophysics
applications). In particular, the protein is represented as a graph where nodes
correspond to protein residues and edges to interactions between pairs. Edges were
assigned a weight based on the information distance dij = −log|Corrij|, Corrij being
the correlation coefficient, that measured how efficiently information was transferred
from one residue to the other. Using Dijkstra’s algorithm [51], the minimal paths
between source and sink regions were computed that were chosen to be centred on
helix S4 or loop L45 and on helix S6, respectively.

a Subunit I: inter-subunit Subunit II: intra-subunit

Subunit III: intra-subunit / inter-subunit Subunit IV: intra-subunit
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Figure 3.9. Activation/deactivation paths of the closed system with Qg = 8e. Paths
identified in subunits I (a), II (b), III (c), and IV (d). Panel e schematises the main
families of gating paths identified in all systems. Arrows describe the preferred routes
of motion propagation: blue arrows refer to S4→L45→S6 route; red arrows refer to
the L45→S6 route; green arrows refer to S4→S1→S5→S6. Black dots correspond to
residues on the path with CI> 0.15; yellow circles refer to the pathological mutation
R531Q/W [130] known to alter the gating of the channel inducing the LQTS2. The
mutations W410S, Y420C, and T421M impair both the trafficking and the gating [152].
Average minimal path lengths ⟨dmin⟩ are also reported.

Two main families of paths that could be either intra- or inter-subunit (Figure 3.9)
were identified. In the first family, the motion was propagated downwards along helix
S4 and then along loop L45. From there, the motion was propagated directly to helix
S6 either belonging to the same or to the neighbouring subunit (Figure 3.9a-b-c-d);
this mechanism resembles the intra-subunit activation/deactivation hypothesis in
Figure 3.8b. In the second family of paths, motion was propagated upwards along
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helix S4 before moving to S1 and S5 of the same subunit (Figure 3.9b-c). From there,
the path reached the helix S6 of the same subunit. This mechanism corresponds to
the noncanonical path identified also in domain-swapped potassium channels [28].
The two identified paths are not mutually exclusive but can coexist in the same
channel molecule; they were identified also in the systems with gating charge 6e and
4e (Figure 3.10)

Some interesting differences among the systems, however, were also detected.
In the system with Qg = 4e, there is an asymmetry between the paths originating
from side S4 and side S5 of loop L45. In one of the four subunits the paths starting
from side S5 followed the L45→S5→S6 route while those starting from side S4
followed the L45→S4→S1→S5→S6 route. In the other three subunits, all the paths
originating from loop L45 were qualitatively similar regardless of their starting point.
In all of the four subunits, however, the paths originating from side S5 of L45 were
significantly shorter than those starting from side S4, typically accounting for a more
effective propagation of motion. This trend was also confirmed in the systems with
gating charge 8e and 6e. These results show a functional asymmetry between the
ends of loop L45 that is in agreement with experiments on hERG split channels [47].
It is to remark that in the system with Qg = 4e, the S4→L45→S5→S6 path was
always much shorter than S4→S1→S5→S6 such that the latter is expected to play
a minor role in the dynamical coupling between S4-L45 and S6. Surprisingly, in the
system with Qg = 6e the information transfer was generally less efficient than in
the other systems. In particular, in the second and third subunits paths of average
minimal length ⟨dmin⟩ ≈ 4 in contrast with ⟨dmin⟩ ≈ 2 in the other systems were
found. Considering the logarithmic nature of this metric, a difference of two units in
dmin corresponds to a difference of one order of magnitude in terms of correlations
suggesting that in this system the S4-S6 coupling should be extremely weak. As
a final remark, it was noted that none of the most efficient communication paths
involved the C-Linker of the neighbouring subunit which disproved the hypothetical
inter-subunit mechanism (Figure 3.8b).
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Figure 3.10. Activation/deactivation paths of the closed system with Qg = 6e and
Qg = 4e. Arrows describe the preferred routes of motion propagation: blue arrows refer
to S4→L45→S6 route; red arrows refer to the L45→S6 route; green arrows refer to
S4→S1→S5→S6. Black dots correspond to residues on the path with CI> 0.15; yellow
circles refer to the pathological mutation R531Q/W [130] known to alter the gating of
the channel inducing the LQTS2. The mutations W410S, Y420C, and T421M impair
both the trafficking and the gating [152]. Average minimal path lengths ⟨dmin⟩ are also
reported.
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3.4.2 Tentative production of the inactivated state

To clarify the role of the noncanonical path that has been suggested to play a
role in the inactivation mechanism of Shaker channels [13], we tried to produce an
inactivated state of hERG to analyze with the same network-theoretical approach.
No experimental structure is available for hERG in the inactivated state. However,
the paper by J. Li et al. [112] reveals a possible inactivated state of hERG produced
via MD simulations. In this case, the system was initialized without ions inside the
Selectivity Filter (SF) and was simulated for over 2 µs using the CHARMM force field
[121, 100, 15]. They showed that the system, starting from the open configuration,
spontaneously reaches a state characterized by an asymmetrical constriction of the
SF measured at the level of G626 residues of two opposite subunits. Since this
constriction was observed also in other Kv channels [44, 111], they suggested that
this state could correspond to the inactivated state of hERG. Generally, experimental
and theoretical evidences predict an average occupancy of 2 K+ or 1 K+ in the SF of
potassium channels when they are open or inactivated, respectively [82, 79, 209, 4, 33].
In this context, to produce a more representative structure of hERG in the inactivated
state, we tried to reproduce the system simulated by J. Li et al., [112]. We simulated
the following systems:

1. System with 0 K+ inside the SF

2. System with 1 K+ inside the SF

3. System with 2 K+ inside the SF

For each of them, simulations of 150 ns using the AMBER and CHARMM force
fields were run. Moreover, since we were focusing on the inactivation that occurs
at positive voltages, in the same vein of [132] we decided to simulate each system
at 0 mV and +750 mV. The use of a potential much greater than physiological one
is a common practice in computational biophysics to speed up equilibration (e.g.
[132, 141]). We also simulated an extreme case where the channel has 2 K+ inside
the SF, applying an electric field of +900 mV to see further possible effects. As
shown in Figure 3.11, each system reaches a structural stability based on the RMSD
analysis.

Then, we compared the K+ ion positions inside the SF in the starting config-
uration and at the end of the production run. Figure 3.12 shows that AMBER
systems reached an inactivated configuration of the SF, defined in terms of K+

occupancy where only one K+ is present in the SF at the level of the S4 binding as
suggested by Roux et al [112], only when the system is initialized with 1 K+ inside
the SF and positive electric field is applied. When no voltage is applied, only the
system with 0 K+ inside the SF had a K+ ion at the S4 binding site. A different
situation was observed in CHARMM systems, as described below. When systems
were initialized with 2 K+, the system simulated with 0 mV electric field reached
a possible inactivated configuration referring to the K+ positions: the ion at S1
moved to the extracellular side while the ion at S3 moved to the S4 binding site.
Moreover, when the systems were initialized with 1 K+ inside the SF, only with a
positive electric field applied, the S4 binding site was occupied. Finally, with no ions
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inside the SF at 0 mV no ion occupancy events were observed while at +750 mV the
S4 binding site was occupied by a K+ ion.

These results show that the ion occupancy associated to an inactivated config-
uration is reached only when an electric field is applied to the system. The only
exception is represented by the AMBER system started with 0 K+ inside the SF
that reaches an inactivated configuration at 0 mV. Anyway, the CHARMM systems
suggested by Li et al. [112] were not obtained.

Finally, we focused on the geometrical descriptors suggested by Li et al. [112]
to see if the systems reached the inactivated asymmetrical constriction of the SF.
As shown in Figure 3.13, the AMBER systems maintained an open SF while those
simulated with CHARMM and initialized without ions inside the SF reached the
suggested constriction. Anyway, also in these latter cases, the values of the distances
between G626 of two opposite subunits were not the same as predicted by Li et al.
[112] (green dashed lines).

Since the predicted inactivated state by Li et al. [112] was not obtained by our
simulations and considering the heterogeneity of the results, we decided to compute
the inactivation paths in the open state because it is the only experimental available
structure and it is expected to be very similar to the inactivated state [195].
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Figure 3.11. The root-mean-square deviation (RMSD) during the 150 ns equilibrium
simulations of AMBER and CHARMM systems. The reference conformation is the
starting configuration of each system before the equilibration. The superposition of
the current and reference conformations was performed using all backbone atoms. The
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Figure 3.12. Ion occupancy in AMBER and CHARMM systems at the end of the 150 ns
production runs. Arrows describe the movements of ions during the production runs
with respect to the initial configuration.
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3.4 Network analysis 55

3.4.3 Inactivation paths

The inactivation path was computed analyzing the open state trajectory of hERG. As
described before, the protein was represented as a graph and a weight was assigned
to edges wij = −log(CijMij) which, in this case, quantifies the electromechanical
coupling in terms of contacts between residues and correlations of their motion. In
the same way, Dijkstra’s algorithm [51] was used to determine the shortest paths
between S4-SF (see Methods). The source region was set on helix S4 because it
appears that the inactivation is intrinsically voltage-sensitive [61]. In the same way,
the sink region was centered on the SF because many evidences show that the C-type
inactivation is associated to conformational changes of the SF [112]. A path following
the S4→S1→S5→P-Loop→SF route was obtained suggesting to be involved in the
C-type inactivation of hERG channels. The motion propagates from helix S4 passing
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Figure 3.14. Molecular basis for the noncanonical inactivation path in the hERG channel.
Panels (a) and (b) show the intramembrane and extracellular views of the open state
from MD simulations of the wild type colored by domains: VSD in blue and PD in
red. Panel (c) schematizes the noncanonical paths involved in the inactivation (yellow
arrows) that couple S4-SF. Average minimal path length ⟨dmin⟩ is also reported as the
mean over the four subunits.

through S1 and S5 following the same noncanonical route as previously described
for the closed trajectories involved in the activation paths (Figure 3.9). Then, via
the P-Loop, it reaches the SF determining the constriction relevant in the C-type
inactivation.
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3.4.4 The role of residues in the gating paths

The role of each residue in the predicted activation and inactivation paths was quanti-
fied by computing a Centrality Index (CI) and performing betweenness centrality [23]
calculations on the wild type open and closed states. They correspond to the fraction
of minimal paths in which a residue is present and express the importance of it in the
transfer of motion. The Centrality Index (CI) assumes values in the interval [0, 1]
and if CI = 1 it means that the residue plays a key role in the communication path.
Since in the calculation of the Centrality Index only one minimal path is considered
between two residues, we also performed betweenness (B) centrality calculations
[23] using the NetworkX software [76] where all the minimal paths connecting two
residues are considered (see Methods). B assumes values in the interval [0, Bmax]
and higher values of B correspond to a more important role in the communication
path. As shown in Table 3.4, higher values of CI correspond to higher values of B
showing a good agreement between these quantities.

Activation InactivationResidue CI B CI B
A408 CI ≥ 0.95 4.11 ± 0.1 CI ≤ 0.15 0.17 ± 0.1
W410 CI ≥ 0.95 4.95 ± 0.2 CI ≤ 0.15 0.23 ± 0.1
D411 CI ≥ 0.95 4.48 ± 0.2 CI ≤ 0.15 0.56 ± 0.1
V418 CI ≥ 0.95 3.95 ± 0.2 0.25 ≤ CI ≤ 0.45 0.85 ± 0.1
Y420 CI ≥ 0.95 4.74 ± 0.2 0.35 ≤ CI ≤ 0.45 1.13 ± 0.2
T421 CI ≥ 0.95 4.05 ± 0.1 0.35 ≤ CI ≤ 0.45 1.90 ± 0.1
A422 CI ≥ 0.95 4.12 ± 0.3 0.85 ≤ CI ≤ 0.95 2.25 ± 0.2
T425 CI ≥ 0.95 3.60 ± 0.2 CI ≥ 0.95 4.58 ± 0.2

S1

P426 CI ≥ 0.95 8.29 ± 0.2 CI ≥ 0.95 6.60 ± 0.4
L524 0.25 ≤ CI ≤ 0.45 1.12 ± 0.2 0.25 ≤ CI ≤ 0.45 1.20 ± 0.1
A527 0.55 ≤ CI ≤ 0.65 1.49 ± 0.2 CI ≤ 0.15 0.19 ± 0.1
R528 0.85 ≤ CI ≤ 0.95 4.14 ± 0.5 0.85 ≤ CI ≤ 0.95 4.08 ± 0.2
L529 0.85 ≤ CI ≤ 0.95 2.60 ± 0.2 0.25 ≤ CI ≤ 0.45 1.81 ± 0.1
L530 CI ≤ 0.15 2.45 ± 0.3 CI ≤ 0.15 0.40 ± 0.1
R531 0.55 ≤ CI ≤ 0.65 2.97 ± 0.1 0.55 ≤ CI ≤ 0.65 3.04 ± 0.2
L532 0.55 ≤ CI ≤ 0.65 2.10 ± 0.2 0.85 ≤ CI ≤ 0.95 3.00 ± 0.1
R534 0.35 ≤ CI ≤ 0.45 2.16 ± 0.2 0.35 ≤ CI ≤ 0.45 1.74 ± 0.3
V535 0.25 ≤ CI ≤ 0.45 2.53 ± 0.1 CI ≤ 0.15 1.14 ± 0.1

S4

A536 0.85 ≤ CI ≤ 0.95 3.10 ± 0.1 CI ≤ 0.15 0.12 ± 0.1
R537 CI ≥ 0.95 5.58 ± 0.2 0.20 ≤ CI ≤ 0.35 0.18 ± 0.1
K538 CI ≥ 0.95 6.01 ± 0.1 0.20 ≤ CI ≤ 0.35 0.13 ± 0.1
D540 CI ≥ 0.95 7.19 ± 0.3 CI ≤ 0.15 0.11 ± 0.1
R541 CI ≥ 0.95 7.54 ± 0.2 CI ≤ 0.15 0.00
Y542 CI ≥ 0.95 7.17 ± 0.2 CI ≤ 0.15 0.00
S543 CI ≥ 0.95 7.41 ± 0.1 CI ≤ 0.15 0.00
E544 CI ≥ 0.95 6.54 ± 0.1 CI ≤ 0.15 0.00

L45

G546 CI ≥ 0.95 9.14 ± 0.2 CI ≤ 0.15 0.00
L552 CI ≥ 0.95 7.59 ± 0.1 CI ≤ 0.15 0.00
L553 0.85 ≤ CI ≤ 0.95 3.94 ± 0.2 CI ≤ 0.15 0.00
F557 0.85 ≤ CI ≤ 0.95 3.91 ± 0.1 CI ≤ 0.15 0.00
A558 0.70 ≤ CI ≤ 0.80 3.98 ± 0.1 CI ≤ 0.15 0.11 ± 0.1
L559 0.70 ≤ CI ≤ 0.80 3.92 ± 0.1 CI ≤ 0.15 0.15 ± 0.1
H562 CI ≥ 0.95 7.30 ± 0.1 0.70 ≤ CI ≤ 0.80 2.50 ± 0.1
W563 0.70 ≤ CI ≤ 0.80 3.75 ± 0.3 CI ≤ 0.15 0.35 ± 0.2
L564 0.70 ≤ CI ≤ 0.80 3.79 ± 0.2 CI ≤ 0.15 0.51 ± 0.1
A565 0.85 ≤ CI ≤ 0.95 4.00 ± 0.1 0.45 ≤ CI ≤ 0.55 2.25 ± 0.3



3.4 Network analysis 57

I567 0.70 ≤ CI ≤ 0.80 3.84 ± 0.2 0.70 ≤ CI ≤ 0.80 3.1 ± 0.1

S5

W568 CI ≥ 0.95 5.90 ± 0.2 CI ≥ 0.95 5.40 ± 0.2
A614 CI ≤ 0.15 0.79 ± 0.1 0.70 ≤ CI ≤ 0.80 2.75 ± 0.4
L615 0.70 ≤ CI ≤ 0.80 1.54 ± 0.2 CI ≥ 0.95 3.94 ± 0.2
Y616 0.70 ≤ CI ≤ 0.80 3.50 ± 0.1 CI ≥ 0.95 5.05 ± 0.2
F617 CI ≤ 0.15 3.50 ± 0.1 CI ≥ 0.95 4.95 ± 0.2

P-Loop

T618 CI ≤ 0.15 2.50 ± 0.3 0.65 ≤ CI ≤ 0.75 1.75 ± 0.3
G626 CI ≤ 0.15 0.00 CI ≥ 0.95 10.31 ± 0.2SF F627 CI ≤ 0.15 0.00 CI ≥ 0.95 7.90 ± 0.1
E637 0.75 ≤ CI ≤ 0.85 1.65 ± 0.1 CI ≤ 0.15 3.65 ± 0.3
F640 0.70 ≤ CI ≤ 0.80 1.25 ± 0.1 CI ≤ 0.15 0.80 ± 0.4
V644 0.70 ≤ CI ≤ 0.80 3.37 ± 0.1 CI ≤ 0.15 0.42 ± 0.2
M645 CI ≥ 0.95 4.11 ± 0.3 CI ≤ 0.15 0.19 ± 0.1
I647 CI ≥ 0.95 7.31 ± 0.1 CI ≤ 0.15 0.23 ± 0.1
L650 CI ≥ 0.95 14.62 ± 0.2 CI ≤ 0.15 0.10 ± 0.1
M651 CI ≥ 0.95 9.46 ± 0.1 CI ≤ 0.15 0.00
S654 0.45 ≤ CI ≤ 0.55 8.00 ± 0.3 CI ≤ 0.15 0.01 ± 0.1
F656 0.75 ≤ CI ≤ 0.85 10.15 ± 0.1 CI ≤ 0.15 0.00
N658 CI ≥ 0.95 8.50 ± 0.1 CI ≤ 0.15 0.00
I662 CI ≥ 0.95 8.16 ± 0.2 CI ≤ 0.15 0.00

S6

I663 CI ≥ 0.95 9.01 ± 0.1 CI ≤ 0.15 0.00
Y673 CI ≥ 0.95 8.95 ± 0.2 CI ≤ 0.15 0.00C-Linker H674 CI ≥ 0.95 7.49 ± 0.2 CI ≤ 0.15 0.00

Table 3.4. Centrality Index (CI) and betweenness (B) values of each residue implicated in
the activation and inactivation paths.

For the activation, residues on the loop L45 and on helices S1 and S6 have
the highest values of CI and B while for the inactivation helices S1, S5 and the
P-Loop play the most important role in the path. Interestingly, we found that the
interfaces S4/S1 and S1/S5 are involved in both the activation and inactivation paths
suggesting a dual role of the noncanonical path in non-domain-swapped channels
such as hERG. For this reason, we focused on the noncanonical paths that in the first
part follow the same route, comparing the B values of residues that lay on them with
the free-energy perturbation computed by electro-physiological experiments. This
part of the work was done in collaboration with the group led by Prof. Bezanilla
from the University of Chicago that realized all the electrophysiological experiments.
In particular, from their experimental measurements the free-energy perturbation is
obtained. It corresponds to ∆∆G = ∆Gmutant−∆Gwt = (zV0.5F )mutant−(zV0.5F )wt

where z is the apparent charge of the activation or inactivation expressed in multiples
of elementary charge, V0.5 is the voltage for 50% of the maximal conductance and
F is the Faraday constant. From the plots shown in Figure 3.15, it is possible
to appreciate correlations between the betweenness centrality with the free-energy
perturbation. Higher effects on the gating are determined by mutations of residues
that were predicted to have a higher B value.
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Figure 3.15. Scatter plots comparing the betweenness centrality of residues along the
noncanonical paths against the free-energy perturbation of activation (∆∆GG) (a) and
of inactivation (∆∆GI) (b).



3.5 Simulations of mutants 59

3.5 Simulations of mutants
The reliability of our results was tested producing computational mutants that
have been experimentally identified to impair the gating mechanism of hERG. For
instance, mutants T421M [152] and R531Q [130] are known to traffic normally while
they are characterized by a depolarizing or hyperpolarizing shift of the half-maximal
activation voltage V1/2, indicating an impairment of the activation or deactivation
processes. In both cases activation/deactivation follow qualitatively similar routes
as compared to the wild type but their length is significantly increased of two
orders of magnitude, underscoring that the VSD-PD coupling becomes weaker. As a
negative control we also simulated two random mutants not lying along the predicted
communication paths, A505V and F627A. Indeed, these mutations appear not to
affect either the communication paths or their length that remain unchanged as
compared to the wild type.

Then, we focused on the noncanonical activation and inactivation paths. Precisely,
in collaboration with the group by Prof. Bezanilla from the University of Chicago,
we mutated computationally and experimentally residues T425, P426, A527, H562,
W563, A565, W568, A614, Y616, F617, and T618 to leucine to perturb the identified
chain and assess their role in the paths. Moreover, mutations of residues on the S4
helix (L524R, L529H, and L532H) were produced as they had already been identified
to affect the Shaker noncanonical gating mechanism [13]. Finally, A614 was mutated
into glycine because bulkier residues such as valine or leucine did not experimentally
exhibit constructs able to generate currents. Due to the lack of expression in
the experiments, we were not able to characterize the following mutants: P426L,
H562L, A565L, A614L. We analyzed 150 ns simulation of each mutant with the same
network theoretical approach using the more accurate metrics wij = −log(CijMij)
that consider both the contacts and the correlation of motion between residues.
To relate the computational and the experimental data, we plotted the mutational
variation of the average minimal noncanonical path length (∆dmin) against the
free-energy perturbation of activation (∆∆GG) and of inactivation (∆∆GI). From
the plots shown in Figure 3.16, correlations were observed between ∆dmin with
∆∆GG for activation and ∆∆GI for inactivation. These plots highlight that lower
efficiency in the motion propagation (higher ∆dmin) correlates increasing impairment
of the activation/inactivation mechanisms (higher ∆∆G). Similarly, a more efficient
transfer of motion (lower ∆dmin) correlates with enhanced mechanisms measured
by experiments (lower ∆∆G). These data demonstrate a fair agreement between
computational and experimental results reinforcing that the residues identified are
part of the noncanonical electromechanical coupling in hERG.
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Figure 3.16. Scatter plots comparing the ∆dmin of mutations along the noncanonical
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3.6 Simulations of split channels

In order to further clarify the activation/deactivation mechanisms and confirm
the role of the L45 loop that plays a key role in the gating of domain-swapped
channels [26], the split channels of Ref. [47] were reproduced in silico, which shows
that cutting the L45 loop near the S4 helix a destabilization of the closed state
is caused while channels split near the S5 helix open and close like the wild type.
Starting from the pre-equilibrated closed states, two split channels were produced
introducing a disconnection before D540 and after G546, respectively (Figure 3.17).
In agreement with the literature [47], no communication path was detected in

S4 S1 S5 S6 SF S4 S1 S5 S6 SF

L539

D540 G546

A547

a b

L45
L45

Figure 3.17. Split channels disconnected before D540 (a) and after G546 (b).

channels split before D540 (Figure 3.17a), while those cut after G546 exhibited
the same activation/deactivation paths as in the wild type (Figure 3.17b). More
specifically, in the G546-split system, the canonical path S4→L45→S6 followed the
same route as in the wild type and have approximately the same length. Moreover,
the noncanonical path S4→S1→S5→S6 was also qualitatively similar to that of the
wild type, but somewhat longer. In the D540-split channel, no path was identified.
Unexpectedly, a noncanonical activation/deactivation path could not be found, which
does not pass through the L45 loop (green line in Figure 3.9e). This result could be
justified observing that in the G546-split channel the S4-S1 distance matched that
of the close state in the wild type, whereas in the D540-split construct the S4-S1
distance was larger than that of the wild-type closed state reaching values close to
that of the open state at the bottom of the two helices (Table 3.5). These results
confirm the difficulty of the D540 split channel to reach the closed state highlighted
in the experiments [47] and rationalize the pattern in terms of an interruption of
both communication paths.
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Open WT Closed WT Split D540 Split G546
S4-S1 distance (Å) 12.0 7.0 10.0 7.5
S1-S5 distance (Å) 8.5 9.0 11.0 8.5

Table 3.5. Average distances between S4-S1 and S1-S5 in WT and split channels.

3.7 Pseudo Potential of Mean Force
Useful mechanistic insights in the hERG activation/deactivation mechanisms are
provided by a few geometrical observables that were monitored during the transition
(Figure 3.18a-b): displacement and rotation of helices S4; bending of helices S6;
rotation of the cytosolic domains with respect to the transmembrane ones. Since
the TMD simulations were run out of equilibrium, the calculation of a Potential of
Mean Force (PMF) is, strictly speaking, not possible. The driving speed is however
sufficiently slow to allow to compute the pseudo-PMF graphs shown in Figure 3.18,
see Methods for details. In Figure 3.18c the rotation and displacement of helix S4
proceed simultaneously almost throughout their entire range of values. However,
when the roto-translation process is almost completed, the low free energy region of
the PMF shows a decrease in slope which means that rotation continues even after
the translation has come to an end. Near the point of slope change a discontinuity
indicates the presence of a PMF barrier, probably depending on steric clashes that
slowed the rotation. In the systems with gating charge Qg = 6e and Qg = 4e the
change in slope tends to occur earlier and the discontinuity is more pronounced
(Figure 3.19 and Figure 3.20). Figure 3.18d-e shows that helix S6 bending and
the roto-translation of helix S4 also proceed simultaneously for a large part of their
range of values. However, after helix S6 bending has reached its maximum value, the
roto-translation of helix S4 continues. This observation confirms our intra-subunit
activation/deactivation hypothesis: since helix S4 is close to helix S5, a small initial
motion of helix S4 is sufficient to induce a correspondingly small motion of helix
S5 that pushes onto S6 inducing its bending. The function of helix S4, however,
is not limited to the propagation of motion to helix S6. The ongoing motion of
helix S4 after the bending of helix S6 is completed is probably finalized to the
establishment of contacts (with a possible regulatory function) between L45 and the
C-linker and/or the CTD. This pattern is also displayed by the systems with gating
charge Qg = 6e (Figure 3.19b-c) and Qg = 4e (Figure 3.20b-c).
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Figure 3.18. Pseudo-potential of Mean Force for hERG closed state with Qg = 8e as a
function of geometrical descriptors, relevant for the O→C transition. The geometrical
observables are: displacement and rotation of helices S4 and bending of helices S6
(a); rotation of the cytosolic domains with respect to the transmembrane ones (b).
Pseudo-PMF maps as follows: S4 rotation vs S4 displacement (c); S6 bending vs S4
displacement (d); S6 bending vs S4 rotation (e); PD-CTD rotation vs S6 bending (f);
PD-CTD rotation vs S4 displacement (g); PD-CTD rotation vs S4 rotation (h). Dashed
lines are a guide to the eye. Bin widths are as follows: S4 displacement: 1.0 Å; S4
rotation: 2◦; S6 bending: 1◦; PD-CTD rot: 1◦. Free energies were expressed in kcal/mol.
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Figure 3.19. Pseudo-potential of Mean Force for hERG closed state with Qg = 6e as a
function of geometrical descriptors, relevant for the O→C transition. The geometrical
observables are: displacement and rotation of helices S4 and bending of helices S6
(a); rotation of the cytosolic domains with respect to the transmembrane ones (b).
Pseudo-PMF maps as follows: S4 rotation vs S4 displacement (c); S6 bending vs S4
displacement (d); S6 bending vs S4 rotation (e); PD-CTD rotation vs S6 bending (f);
PD-CTD rotation vs S4 displacement (g); PD-CTD rotation vs S4 rotation (h). Dashed
lines are a guide to the eye. Bin widths are as follows: S4 displacement: 1.0 Å; S4
rotation: 2◦; S6 bending: 1◦; PD-CTD rot: 1◦. Free energies were expressed in kcal/mol.
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Figure 3.20. Pseudo-potential of Mean Force for hERG closed state with Qg = 4e as a
function of geometrical descriptors, relevant for the O→C transition. The geometrical
observables are: displacement and rotation of helices S4 and bending of helices S6
(a); rotation of the cytosolic domains with respect to the transmembrane ones (b).
Pseudo-PMF maps as follows: S4 rotation vs S4 displacement (c); S6 bending vs S4
displacement (d); S6 bending vs S4 rotation (e); PD-CTD rotation vs S6 bending (f);
PD-CTD rotation vs S4 displacement (g); PD-CTD rotation vs S4 rotation (h). Dashed
lines are a guide to the eye. Bin widths are as follows: S4 displacement: 1.0 Å; S4
rotation: 2◦; S6 bending: 1◦; PD-CTD rot: 1◦. Free energies were expressed in kcal/mol.
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Chapter 4

Discussion

The main object of this thesis was to characterize the gating paths of the hERG
channel. To achieve this goal, a combined simulations/network theoretical approach
was used. Before focusing on the elusive mechanism of hERG, we applied the network
analysis on the Kv1.2 channel, a Shaker-like channel that has been extensively
characterized by experimental works. Here, the analysis allowed us to identify two
routes of motion propagation that occur during the inactivation. In particular, our
results revealed that the constriction of the SF is coupled to the VSD displacement
i) through helix S5 and the P-Loop and ii) through a direct connection with the PD.
In the first path, the inactivation starts from helix S4, which is the only part of the
channel that responds to changes in the membrane potential. From here, the motion
propagates to helix S5 of the neighbouring subunit using two bridges in the middle
helix, corresponding to residues V301 and I304 respectively. By mutating residues
on the top of the helix we noticed an impairment of inactivation, in agreement with
the experimental results obtained in Shaker channels [203, 13]. It is noteworthy
that this path encompasses residues L293 and F302 whose mutations into histidine
and leucine, respectively, are known to modify the inactivation of Kv1.2 leading to
epileptic encephalopathy [129, 143]. Moreover, a second communication path was
identified coupling the SF to the PD excluding the VSD. In this case the starting
point of the motion propagation is represented by the bending region on helix S6
whose movements, after the channel opening, are transferred to Y377 on the SF
through the contact between I402 and T373. Interestingly, residue P405 lays on this
path and it is correlated to slight changes in the inactivation if mutated into a leucine:
similar to L293H and F302L, mutation P405L has been shown to induce epilepsy
[182]. Finally, in order to support our computational results, we mutated some
residues implicated in the paths whose effects have been demonstrated to modify the
inactivation in Shaker channels. The computed changes in the path lengths account
for a delayed inactivation in the majority of cases while an acceleration occurs for
W366F, see Tab. 3.2; these results yield microscopic insights into experimental results
[203, 146, 44, 42, 13], in particular on the allosteric mechanism of inactivation. The
good agreement between our computational results and the rich body of experimental
data on Kv1.2 available in the literature [203, 146, 44, 42, 13] represents a strong
validation of our computational protocol in view of the application to the study of
hERG about which experimental data were more scarce.
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Once the theoretical procedure was set, we focused on the hERG channel. The
first challenge in this investigation was the lack of an experimental structure of the
closed state. A homology model based on a template with high sequence identity
(EAG1, [199]) was built and the S4 helix from the experimental conformation
was subsequently pulled down by Steered MD simulations to reach the closed
conformation. Using this approach, three systems were generated with gating charge
Qg = 4e, 6e, and 8e that differ in the number of S4 basic residues displaced below
the GCTC. This choice was motivated by the uncertainty of the experimental value
of the gating charge. Indeed, as already discussed, the value Qg = 6.4e deriving from
the limiting slope value is likely an underestimate of the true value and even if an
empirical correction yields a more likely value Qg = 8e, we considered more prudent
to explore multiple gating scenarios. As a matter of fact, the analysis of gating
paths revealed communication to be more efficient in the system with gating charge
Qg = 8e than in the system with gating charge Qg = 6e. Our simulations thus, are
in agreement with the assumption that the limiting slope method underestimates
the gating charge by 20% [207, 170, 204]. However, an ultimate answer on the
conformation of the closed state of hERG will have to wait until an experimental
structure (or structures) is resolved. In particular, consensus has not been reached
concerning even the number of open and closed states. Experimental evidence seems
to suggest that a series of non-permeant structures exists, see, e.g., Liu et al [117]
and Wang et al [194]. These authors, performing tail current analysis, were able to
study the time course of hERG activation excluding the complicating effect of fast
inactivation. A substantial sigmoidal deviation from single-exponential activation
was reported, which suggests the existence of multiple closed states. They also showed
a voltage-independent step preceding activation which is a unique feature among
potassium channels. Indeed, the study of deactivation tail currents also suggested
that the open state may act as an aggregate conducting state, i.e., an ensemble of
inter-converting conformations. Despite this evidence from electrophysiology and
kinetic modelling studies [145], the structural differences between these multiple open
and closed states remain elusive, calling for more experimental and computational
studies.

Aside for the intriguing issue of the coupling between pore domains and trans-
membrane domains, the activation/deactivation mechanisms of hERG, like that of
all non-domain-swapped potassium channels, remained to date elusive. In domain-
swapped channels the long helical L45 linker acts as a mechanical lever pushing
onto the neighbouring S6 helix and thus closing the pore. In hERG, however, the
L45 loop is too short to exert a force and the experiments on split channels show
that mutants with an interrupted L45 have nearly normal activation and deacti-
vation. Our contact analysis suggested two possible mechanisms of activation: in
the inter-subunit mechanism loop L45 of subunit n pushes onto the C-Linker of
subunit n+ 1 causing a straightening of helix S6 and closure of the pore. Conversely,
in the intra-subunit mechanism, loop L45 and helix S4 push onto helix S5 that
transmits the pressure across its extensive interface with helix S6. The inter-subunit
mechanism corresponds to the experimentally observed mode of action of KAT1
channel from Arabidopsis thaliana [39]. This kind of mechanism was also proposed
for EAG1 channel [199]; the authors hypothesized that the downward displacement
of helix S4 during hyperpolarization could play a role similar to the binding of
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calmodulin which was found to induce the rotation of the C-Linker. On the other
hand, the hypothetical intra-subunit mechanism of activation was supported by
experiments on split channels [47], showing that a covalent connection between VSD
and PD is not necessary for the electromechanical coupling that can instead rely on
the extensive network of anti-parallel non-covalent interactions between helices S5
and S6 and on the contacts established by the intracellular end of S4 and S5.

Network theoretical techniques allowed us to validate the hypothetical mecha-
nisms by quantitatively assessing all possible communication paths between helices
S4 and S6. The choice to predict the activation path on the closed state of hERG
relies on a large body of experimental evidence suggesting that the open state is
intrinsically more stable than the closed state [1, 62, 77, 190]. It has been shown
that the VSD must exert work to close the pore [190, 106, 37, 38] and when no
electric field is applied the channel “falls” into the open state [144]. These results
suggest that the communication paths for activation are not present in the open state,
and they gradually build as the channel approaches the closed state. Determining
the weights of the protein network from simulations of the closed state therefore
seems the best strategy to capture the feature of a fully developed communication
network. The analysis revealed two families of activation paths with the residues
characterized by the highest value of the centrality index and the betweenness
(Table 3.4). The first essentially corresponds to the hypothetical intra-subunit
mechanism and involves helices routes S4→L45→S5→S6 and S4→L45→S6. The
second family, S4→S1→S5→S6, is similar to the noncanonical path identified in
Ref. [60] in their study of the domain-swapped Kv1.2/2.1 chimera. The latter is also
reminiscent of the noncanonical path recently discovered by Carvalho-de Souza and
Bezanilla [28] in the Shaker-like channel Kv1.2 and it explains the seamless function
of the channel without a covalent interaction between the voltage sensor and the
pore gate [47]. The analysis also highlighted an asymmetry between the routes
originating from the opposite ends of loop L45 with the paths starting from the S5
side being significantly shorter. This asymmetry was confirmed by simulations of the
C state of split channels with a cut in the S4-S5 linker. When the interruption was
introduced after G546 (S5 end) paths similar to those of the wild type were obtained.
However, when the cut was placed before D540 (S4 end), no communication path
could be found. Surprisingly, also the upper path was indirectly affected by the D540
cut because of the increased separation of helices S4-S1 and S1-S5. These results
are consistent with experiments on split channels [47], which showed an increasing
difficulty to reach the closed state as the split point was moved closer to the S4 end.
Based on the simulations, these results can be interpreted as a greater impairment
of both communication paths when the cut point is close to the S4 end.

On the other hand, the network weights for the computation of the inactivation
paths were derived from equilibrium simulations of the open state because the struc-
ture of hERG inactivated state is currently rather elusive. A recent computational
work [112] has suggested a mechanism of constriction of the SF as the basis of the C-
type inactivation. In this view, we tried to reproduce the proposed inactivated state
via MD simulations. As described in the Results, the inactivated state simulated by
Li et al. [112] was not obtained by our simulations. It is true that the systems were
reproduced under the same conditions but, on the other hand, we need to precise
that our simulations were shorter than those shown in Li et al. [112]. However, it
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is reasonable to believe that our results are reliable since the constriction events
reported in that paper were observed in the first nanoseconds of the simulations
that correspond to our simulation time. Anyway, a very similar constricted state
was obtained only when the system was simulated with CHARMM force field and
initialized without ions inside the SF. This suggests that the starting configuration
of the system associated with the specific force field can represent a bias for this
result. Indeed, there are previous works showing that the force field is an important
determinant of little structural modifications on proteins, for example as occurred
in the inactivation. Precisely, it has been shown that in KcsA, the CHARMM force
field favors a fast collapse of the SF toward an occluded state when it has no ions
inside. On the other hand, using AMBER no major deviations from the experimental
structure are recorded [65]. Moreover, it has been observed that the initial conditions
influence the stability of the selectivity filter. In TRAAK channels, when the 2 K+

configuration is chosen to start with, the SF undergoes a constriction only with the
CHARMM force field. Then, the conduction is virtually suppressed if the starting
configuration is with 2 K+ with a water molecule between them [141]. This is a clear
indication that AMBER and CHARMM force fields behave differently, highlighting
an incipient instability of the SF when the CHARMM force field is considered. For
this reason, since an experimental validation of this constricted model is still missing
and the structure of the inactivated state may be very similar to that of the open
state [195], we thought that using the open state to predict the inactivation path was
the safest approach. The basis of this choice is that the open state is the only struc-
ture that has been experimentally solved [195] and other structures associated with
a very elusive state such as the inactivated state are speculative. Here, we identified
a kinematic chain of residues that electromechanically mediates the movements of
VSD and the constriction of the SF following the S4→S1→S5→P-Loop→SF route
relevant for the C-type inactivation. First of all, it is interesting to note that this
inactivation path is very similar to the one we identified in Kv1.2. This suggests that,
despite different molecular architectures, domain-swapped and non-domain-swapped
potassium channels make use of similar inactivation routes, exploiting sequences of
highly conserved residues optimized by evolution.

The importance of residues in the electromechanical activation and inactivation
couplings was quantified computing the Centrality Index (CI) and the betweenness
(B) centrality of each residue. We showed that residues on L45 involved in the
S4→L45→S5→S6 route have high CI and B values. This result confirms the
experimental evidence that mutations on the loop L45 impair the gating of hERG
[163, 188, 26] and suggests that it is crucial in the VSD-PD coupling not only for
domain-swapped channels but also for non-domain-swapped channels such as hERG.
More interestingly, we identified residues on helix S1 to play a key role in both
activation and inactivation. We demonstrated the presence of an alternative path
that excludes the loop L45 and that resembles the noncanonical path found firstly in
the Shaker-like channels [60, 28, 13]. These results agree with previous studies where
it has been shown that mutations impairing the gating mechanism were mapped
to helices S1 [152], S4 [130] and S5 [61] confirming the role of the S4/S1 and S1/S5
interfaces in the VSD-PD coupling also in non-domain-swapped channels.

The analysis of pseudo-PMFs revealed that hERG dynamics can be described in
terms of a few geometric variables. This approach, however, also raised a number of
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issues that will require extensive computational and experimental testing. A clue on
the role of the rotation of cytosolic domains may be provided by the plot PD-CTD
rotation vs S6 bending (Figure 3.18f). The alignment of this graph along the diagonal
suggests a possible auxiliary mechanism whereby the rotation of cytosolic domains is
propagated to the C-Linker and from here to S6 helices. This trend, however, is only
partially followed by the systems with gating charge 6e (first part of the trajectory;
Figure 3.19d) and with gating charge 4e (last part of the trajectory; Figure 3.20d),
so that more experimental validations are required. PMF results, for instance, pose
the following question: what is the need for a long roto-translation of helix S4 if
the extension of helix S6 is rapidly concluded? The contact analysis suggests that
the motion of S4 is finalized to the establishment of contacts between loop L45
of subunit n and the C-Linker of subunit n + 1 (Figure 3.8b). This leads to the
tempting speculation of a coupling between the motion of helix S4 and the rotation
of the cytosolic domains with respect to the transmembrane ones. This hypothesis
is tested analysing the pseudo-PMFs PD-CTD rotation vs S4 displacement and
PD-CTD rotation vs S4 rotation: Figure 3.18g-h and Figures 3.19e-f and 3.20e-f
clearly show that the rotation of the cytoplasmic domains ended before the motion
of helix S4 was completed. As a result, it cannot be the motion of helix S4 that
causes the rotation of the cytosolic domains that still remains unclear. Concluding,
the work excludes a causal role of S4 motion, so that the binding of the intrinsic
ligand might play a role, possibly acting as a secondary voltage sensor [40]; at this
stage, however, other factors cannot be ruled out.

Finally, we collaborated with the experimental group led by Prof. Francisco
Bezanilla from the University of Chicago. The electrophysiological analysis of
mutants laying on the computationally predicted activation and inactivation paths
provided a sound experimental validation of our simulation/network-theoretical
approach. Indeed, the scatter plots of Figure 3.15 show that the betweenness
of the wild type systems captures all the relevant information needed to guide
experimental mutagenesis. Residues with high betweenness centrality in simulations
affect prominently the gating mechanism also in experiments. Indeed, the greater
the betweenness centrality, the higher the absolute values of ∆∆G (measured
experimentally) for activation and inactivation.
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Chapter 5

Conclusions

In this thesis, we have used MD simulations combined with a network theoretical
approach to reveal the hereby unknown gating mechanism of hERG, a cardiac
ion channel which plays a crucial role in the heart mechanics. Alterations in the
opening of the channel are linked to serious cardiac diseases, including the Long
QT syndrome type 2 (LQTS2) that affects an estimated 1 in 5,000-10,000 people
worldwide and may lead to sudden cardiac death [166]. The disease can also be
induced by the unspecific interactions between hERG and a wide range of drugs
such as anti-arrhythmics, antibiotics, and antihistamines [158]. The severity of these
conditions is such that regulatory agencies prescribe the testing of all new drugs for
hERG block. For this reason, the FDA and a consortium of other regulatory agencies
have promoted the Comprehensive in Vitro Proarrhythmia Assays (CiPA) [32, 41],
a large scale screening program to test candidate new drugs for cross-reactivity
and block of hERG channel where in silico steps are included with the objective of
expediting and making cost-effective the screening of new drugs.

In this context, we microscopically identified the electromechanical paths between
the sensor (Voltage Sensor Domain) and the actuator (Pore Domain) of the channel
as the chain of residues that with their interactions transmit the motion from the
sensor to the pore. For the first time, we shared with the community three different
models of the closed state of the channel, whose experimental structure has not been
solved yet. Moreover, on the methodological side, mutagenesis experiments by the
group of Prof. Francisco Bezanilla from the University of Chicago guided by insights
from our simulations on the wild type, suggested a time and cost-effective approach
to analyze gating mechanisms in ion channels.

To sum up, our results shed new light on the elusive gating mechanism of the
hERG channel which might serve as the basis for studying the origin of LQTS2.
They clarify the gating mechanism of the non-domain-swapped family of channels
characterized by a close contact between the sensor and the actuator of the same
subunit. The identified paths resemble the gating paths previously identified in other
potassium channels [12, 60, 28, 13]. Moreover, our work extends the scope of CiPA,
by providing molecular-level computational tools [161] useful for fast and inexpensive
screening of new drugs [31]. Similar to the current CiPA approach, we also applied
mathematical modeling but we moved from the cellular to the molecular level with
the possibility not only to identify molecules with undesired side effects but also
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to rationally design specific and safe drugs targeting a channel whose impairment
might have a lethal effect.
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Chapter 6

Future directions

Due to the severity of the acquired LQTS2 induced by the blockage of hERG by
unspecific drugs, we are currently focusing on the interactions between the channel
and the RPR260243 molecule. Precisely, RPR260243 is a recently discovered molecule
that activates hERG increasing its probability to be in the open state. For this
reason, it is considered as a candidate to treat LQTS2 in the future. Mutagenesis
studies showed that mutating residues L553, F557, V659, N658, and I662 reduced
the gating effects of RPR260243 while mutating V549, L550 and L666 prevented
the slowing of deactivation [150]. This evidence suggests a putative binding site for
RPR260243 at the VSD/PD interface, between helices S5 and S6. However, more
studies need to be done to confirm this prediction. Interestingly, many of these
residues lay on the canonical activation path and have high betweenness centrality
values (as shown in Table 3.4). In this context, in collaboration with the group
led by Prof. Matteo Masetti from the University of Bologna, we are studying the
binding mode of RPR260243 with a combination of docking methods and molecular
dynamics simulations.

To date, the molecular determinants of the high tropism of hERG for drugs raised
a lot of interest. However, this research line opens new questions that need to be
solved. The main one is connected to the lack of structural information on the hERG
inactivation since most drugs preferentially interact with the inactivated state. This
structure has not been solved. Recent studies suggest that the hERG inactivation
is similar to that of the Shaker-family channels where there is a constriction of
the Selectivity Filter that stops the ion flow [112]. On the other hand, it has been
proposed that hERG can be characterized by a different mechanism where the
potassium flow is blocked by the increase of sodium permeability [66]. It is possible
that these mechanisms can be part of the same process but more studies are needed.
In our simulations, we were not able to reproduce the constriction of the Selectivity
Filter but we noticed that in the extracellular portion it became wider than the wild
type. These observations allow to speculate on a new mechanism of inactivation
that, however, will need further experimental and computational validation.





77

Chapter 7

Appendix

7.1 Role of the dcut parameter in the network analysis

In the network analysis the critical parameter is represented by dcut, the communica-
tion distance cutoff below which two nodes of the protein graph are connected by an
arc. It differs from the physical distance between two residues (used in the contact
map analysis) that comes into play only in a second stage, when the communication
paths computed through the network approach must be validated. Indeed, it may
happen that two residues lie next to each other on a path (because their motion is
highly correlated) but they are physically very far from each other, so that motion
cannot be propagated from a residue to the other. The distance between two residues
therefore determines whether a path is accepted or discarded but has no influence
on the length and route followed by the path. These features instead depend on the
dcut parameter that is related to the minimal correlation coefficient required for two
residues to be considered linked by an edge in the protein graph: dcut = −log|C|cut.
In the network analysis we used dcut=0.40 that corresponds to a minimum correlation
|C|cut=0.67. In order to show the role of the dcut parameter, we repeated the path
analysis with two values higher than 0.40 and two values smaller than 0.40 (dcut =
0.16, 0.28, 0.69, 1.20).

As dcut decreases two residues will be connected by an edge only if their correlation
is very high. As a result the number of arcs of the network decreases. Consequently
the number of paths connecting a given source node and a given target node is also
expected to decrease. Consistently with this scenario when dcut=0.16 no path can be
detected in any of the closed structures we produced. If dcut is increased to 0.28 no
path can be observed in 3 out of 4 subunits of the systems with gating charge 6e and
8e while in the fourth subunit we observe a path that is much longer and qualitatively
different with respect to the path computed with dcut=0.4. Interestingly, in the
system with gating charge 4e the paths computed with dcut=0.28 are qualitatively
similar and of comparable length as compared to the paths computed with dcut=0.4.
It is thus likely that the edges lying along the minimal paths computed with dcut=0.4
connected pairs of residues with such a highly correlated motion that they were not
removed when dcut was decreased from 0.40 to 0.28.

Conversely as dcut increases, a smaller and smaller correlation is required for two
residues to be linked by an edge in the graph. As a result, the number of edges
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of the network increases and also the number of paths connecting given end states
is expected to grow. However, the minimal paths between a source and a target
node tend to proceed along the shortest edges, i.e., those connecting the pairs of
residues with the most correlated motion. As a result, minimal paths should to some
extent be retained even in the face of an increase of dcut, even if the presence of a
greater number of edges allows shortcuts that decrease the length of the path. This
is exactly what can be observed with dcut=0.69 and dcut=1.20: in most cases the
minimal paths are qualitatively similar and their lengths are comparable or slightly
shorter than those of the paths computed with dcut=0.40. A few paths however, are
qualitatively different from those computed with dcut=0.40.

In hindsight, this analysis shows that the value dcut=0.40 used in the article
corresponds to the maximum value of correlation compatible with the establishment
of efficient communication paths. The paths computed with this value of dcut are
qualitatively retained up to dcut=1.20 even if some alternative route starts to appear.
The number of these alternative routes is expected to increase at even higher values
of dcut. The reliability of the results attained using a graph with edges connecting
even weakly correlated pairs of residues, however, is highly questionable.
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