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ABSTRACT

Neural models based on hypercomplex algebra systems
are growing and prolificating for a plethora of applica-
tions, ranging from computer vision to natural language
processing. Hand in hand with their adoption, parameter-
ized hypercomplex neural networks (PHNNs) are growing
in size and no techniques have been adopted so far to con-
trol their convergence at a large scale. In this paper, we
study PHNNs convergence and propose parameterized hy-
percomplex identity initialization (PHYDI), a method to
improve their convergence at different scales, leading to more
robust performance when the number of layers scales up,
while also reaching the same performance with fewer itera-
tions. We show the effectiveness of this approach in different
benchmarks and with common PHNNs with ResNets- and
Transformer-based architecture. The code is available at
https://github.com/ispamm/PHYDI.

Index Terms— Hypercomplex neural networks, identity
initialization, residual connections, hypercomplex algebra,
neural networks convergence

1. INTRODUCTION

Although the largest part of deep learning models is de-
fined following the rules of real-valued numbers and algebra
R, such a choice is not always the best one for multidi-
mensional data. Therefore, an increasing number of works
are exploring the possibility of defining models with differ-
ent underlying algebras that better fit the problem of study.
Among these, Clifford, Cayley-Dickson, and hypercomplex
algebras have been widely adopted. More recently, Parame-
terized hypercomplex neural networks (PHNNs) have trans-
formed the wide research field of neural models defined over
such hypercomplex algebras. This happened thanks to their
flexibility and malleability that allow users to make use of
hypercomplex-based networks without developing ad-hoc
architectures or seeking the proper algebra domain that best
fits the specific task. Indeed, PHNNs grasp algebra rules di-
rectly from data and therefore they can be employed for any

Corresponding author’s email: eleonora.grassucci@uniroma1.it. We ac-
knowledge financial support from PNRR MUR project PE0000013-FAIR.

0 5 10 15 20 25
Epochs

50

60

70

80

Ac
cu

ra
cy

PHResNet50
PHResNet50 + WKP
PHResNet50 + PHYDI

Fig. 1. The proposed PHYDI initialization speeds up the con-
vergence of parameterized hypercomplex neural networks in
which it is employed.

n-dimensional data without modifications to architectural lay-
ers. For that reason, the already ample field of hypercomplex
models based on complex [1], quaternion [2], dual quater-
nion [3, 4], and octonion [1] numbers has been permeated
by PHNNs. These networks have been defined with differ-
ent known backbones such as ResNets [5, 6], GANs [7, 8],
graph neural networks [9], and Transformers [10], among
others [11, 12]. So as with any neural model, their expres-
siveness increases with deeper representations, also due to
the fact that for high values of the hyperparameter n, which
also affects the number of parameters reducing them to 1/n,
PHNNs may be defined with very few parameters even if the
number of layers is large.

However, any convergence study or regularization and
normalization strategies have been proposed for improving
PHNNs training stability and convergence when the number
of layers increases. Indeed, PHNNs behavior with a large
number of layers is still unknown, as well as it is not clear
how the parameters reduction driven by the hyperparameter
n affects the learning of very deep networks and whether
intra-layer parameters and overall parameters are balanced
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during training.
In this paper, therefore, we first conduct a study on

PHNNs convergence in large-scale training, discovering that
very deep architectures have convergence issues, and found-
ing that the hyperparameter n is related to the convergence.
In order to address these issues, we propose parameterized
hypercomplex identity initialization (PHYDI), a method to
help PHNNs converge fast and improve large-scale model
learning motivated by the dynamical isometry that has been
proved a clear indicator of trainability [13]. We propose to
initialize each parameterized hypercomplex multiplication
(PHM) or convolution (PHC) layer, that represent the core of
PHNNs, as an identity function. The proposed initialization
is carried out by adding a residual connection and a train-
able zero-initialized parameter that multiplies the actual layer
parameters, as introduced for real-valued models [14].

We prove that PHYDI improves very deep ResNets- and
Transformer-based PHNNs convergence in different bench-
marks even when standard PHNNs diverge, therefore improv-
ing the learning ability of large architectures. Furthermore,
the proposed method leads to faster convergence of each
PHNN we test, both in image and language datasets.

In summary, our contributions are: i) We conduct, to the
best of our knowledge, the first study on the convergence of
PHNNs in large-scale training, showing that this is also re-
lated to the key hyperparameter n. ii) We propose PHYDI,
a method to avoid divergence of very deep PHNNs, which
also fastens the convergence of convolutional- and attention-
based PHNNs in multiple benchmarks, allowing the learning
of large-scale networks with fewer iterations.

The rest of the paper is organized as follows. The back-
ground on PHNNs is developed in Section 2, the proposed
method is presented in Section 3, while the experimental eval-
uation is performed in Section 4. Finally, conclusions are
drawn in Section 5.

2. PARAMETERIZED HYPERCOMPLEX NEURAL
NETWORKS

Although the largest part of neural models is defined over the
set of real numbers R, this configuration does not always per-
fectly fit every task. In the case of multidimensional data,
such as objects in the 3D space, multichannel audio signals,
or color images, real-valued models break the multidimen-
sional nature of the input and their learning may fail. For this
reason, recently, several works are considering other numeri-
cal domains with stronger algebraic and geometry properties
that better model the multidimensional structure of the data.
Among these domains, the complex (one imaginary unit) and
the quaternion (three imaginary units) ones have been the
most cited due to their 2D and 4D nature and their algebraic
properties that can be leveraged during the learning phase.
Indeed, the so-called Hamilton products of quaternions allow
a parameter reduction up to the 75% and, most importantly,

Fig. 2. A simple PHM formulation for the proposed method
with n = 2. The PHM layer builds the weights matrix H
as a sum of 2 Kronecker products that are multiplied by the
PHYDI learnable parameter α, initialized to 0 so as to ensure
the identity function brought by the inserted residual connec-
tion. Note that the matrices A1 and A2 are learnable during
training, exactly as the classical weights matrix F1 and F2.

the parameters sharing within the layer. This feature enables
the model equipped with such algebra to preserve local rela-
tions and correlations among the input dimensions, building
a more accurate view of the multidimensional data. How-
ever, such models are limited to domain dimensionality and
therefore arduous to apply when data does not fit the domain-
specific dimensions, such as 2 for the complex domain or 4
for the quaternion one. For this reason, parameterized hy-
percomplex neural networks (PHNNs) have been introduced
in the literature [5]. The family of PHNNs comprises neural
models defined over various domains by means of hypercom-
plex layers parameterized by the user. The core operation of
these networks is the parameterized hypercomplex (PH) layer
that builds the weight matrix as a sum of Kronecker products
as follows:

H =

n∑
i=1

Ai ⊗ Fi, (1)

where the hyperparameter n defines the domain in which the
model operates (e.g., n = 2 complex domain, n = 4 quater-
nion domain, and so on), and, most importantly, it can be
set to any integer value even though the algebra regulations
are not known. That is possible thanks to the matrices Ai

that learn the algebra rules directly from data, and the ma-
trices Fi representing the parameters (or filters for convolu-
tional layers). Thanks to their flexibility, PH layers can then
be involved in several common neural architectures such as
ResNets [5], transformers [10], and graph neural networks
[9], just as a replacement for standard real-valued layers. Al-
though PHNNs show outstanding results in several tasks, such
models are tremendously new in the literature and their con-
vergence behavior has not been studied yet.

3. PHYDI: PARAMETERIZED HYPERCOMPLEX
IDENTITY INITIALIZATION

The proposed parameterized hypercomplex identity initializa-
tion (PHYDI) for PHNNs is easy to be involved in any pre-
existing PHNN as it consists of a slight modification to the
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Fig. 3. The proposed PHYDI formulation for PHTransformer
layers compared with common PostNorm [15] and PreNorm
[16] architectures.

hypercomplex architecture to perform the identity operation.
Through identity, we can ensure initial dynamical isometry
that has been proven to be a clear aspect of well-trainable net-
works [13]. In practice, to simplify the gradient propagation
at the initialization, the signal should not propagate on the PH
layer F{H}, but rather on its residual connection x. To do
that, a parameter α is set to multiply the PH layer and initial-
ized to 0, so that only the residual connection remains active
during the first iteration. More formally, the j+1-th PH layer
with PHYDI formulation becomes:

xj+1 = x+ αjF{H}(x), (2)

whereby α is a learnable parameter initialized to 0 at the be-
ginning of the training. A visual representation is shown in
Fig. 2, where the Kronecker product blocks that build the PH
layer are then summed and multiplied by the PHYDI learn-
able parameter α. In the next subsections, we formally define
two of the most common vision and language PH architec-
tures with the proposed PHYDI method, which are PHRes-
Nets and PHTransformers.

3.1. Initialization of Hypercomplex ResNets

PHResNets have already been defined with residual connec-
tions, so no architectural changes are needed except for the in-
sertion of the PHYDI parameter α that initializes the network
to perform the identity operation. Therefore, the PHResNet
layer will be defined exactly as (2), where instead of generic

layers, the function F(x, {Hj}) comprises parameterized hy-
percomplex convolutional (PHC) layers:

F(x, {Hj}) = PHC (ReLU (PHC(x))) . (3)

Although this formulation is already based on residual
connections, we will demonstrate that the identity initializa-
tion due to the α parameter gives PHResNets a faster conver-
gence, especially in very deep networks.

3.2. Initialization of Hypercomplex Transformers

PHTransformers also have a residual connection structure in-
side their layers. However, its composition is more complex
than PHResNets one and a more detailed study has to be per-
formed for the identity initialization. Indeed, a standard PH-
Transformer layer can be described by

xj+1 = LayerNorm{xj + PHM(

LayerNorm(xj + PHAtt(xj))},
(4)

that is, a post-normalization of the sub-layer modules (Param-
eterized hypercomplex multi-head attention (PHAtt) and Pa-
rameterized hypercomplex multiplication (PHM)). Following
the literature suggestion [14], in order to initialize the layer
as the identity function, we can remove the layer normaliza-
tion and insert the PHYDI parameters as multipliers for the
sub-layers as follows:

xj+1 = xj + αjPHM(xj + αjAtt(xj)). (5)

Note that the learnable parameter αj is the same within
the PHTransformer layer and it is initialized to αj = 0 to
ensure the identity operation. Figure 3 shows the three dif-
ferent PHTransformer configurations we test in our experi-
ments, namely PostNorm [15], PreNorm [16], and PHYDI
(proposed).

4. EXPERIMENTS

In this Section, we present the experimental validation of our
theoretical claims. We conduct experiments on two common
tasks such as image classification and sequence-to-sequence
prediction. Therefore, we involve different ResNets back-
bones (ResNet18, ResNet50, and ResNet152) for the first
task, and a Transformer-based model varying the number of
layers for the second task.

4.1. Comparison methods

For convolutional networks, no previous initialization or fast-
convergence method have been proposed for PHHNs, so we
compare our proposal with standard PHResNets with clas-
sical initialization [5]. Additionally, we experiment with
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Table 1. PHResNets with standard, WKP, and PHYIDI ini-
tialization for different values of the hyperparameter n in the
CIFAR10 dataset. Metrics M1: Epochs to 80% Acc, M2: #
Epochs to beat one w/ PHYDI. The uncertainties correspond
to standard error.

Model n M1↓ M2

PHResNet18 2 6.00 ± 0.58 2
+ WKP 2 5.75 ± 0.25 2
+ PHYDI 2 6.00 ± 0.00 -

PHResNet50 2 10.67 ± 1.20 3
+ WKP 2 10.67 ± 0.67 2
+ PHYDI 2 7.00 ± 0.58 -

PHResNet152 2 32.67 ± 2.03 4
+ WKP 2 29.80 ± 3.68 4
+ PHYDI 2 6.33 ± 1.33 -

PHResNet18 3 6.33 ± 0.33 2
+ WKP 3 6.00 ± 0.00 1
+ PHYDI 3 5.00 ± 0.58 -

PHResNet50 3 8.67 ± 1.20 2
+ WKP 3 9.0 ± 0.58 2
+ PHYDI 3 6.33 ± 0.67 -

PHResNet152 3 26.67 ± 1.76 4
+ WKP 3 20.00 ± 2.12 4
+ PHYDI 3 4.67 ± 0.33 -

PHResNet18 4 3.75 ± 0.48 1
+ WKP 4 5.67 ± 0.67 2
+ PHYDI 4 4.50 ± 0.50 -

PHResNet50 4 8.33 ± 0.88 2
+ WKP 4 9.33 ± 0.88 2
+ PHYDI 4 7.00 ± 1.15 -

PHResNet152 4 22.67 ± 3.71 3
+ WKP 4 20.60 ± 1.60 3
+ PHYDI 4 5.33 ± 0.33 -

Fixup initialization [17], but we note that it required a sense-
less number of epochs for reaching the 80% of accuracy
with PHResNets18 and almost damaged the final accuracy
performances for deeper PHResNets. Moreover, identity ini-
tialization methods have been already proven to be better
than Fixup for real-valued models [14]. For these reasons,
we do not report Fixup scores in Table 1. We further val-
idate PHYDI against a weighted non-identity initialization
of the Kronecker products. We insert a learnable weight
α initialized to 1 in each PH layer product in order to let
the network learn the proper weighting mechanism for each
Kronecker multiplication, and therefore, for each input di-
mension. However, the weighted Kronecker product (WKP)
does not ensure identity initialization.

Regarding transformers, we compare PHTransformers
with different layer normalization positions, such as the
original real-valued Transformer PostNorm [15], the newer

PreNorm [16], and the proposed PHYDI initialization without
normalizations.

4.2. Results on faster convergence

Table 1 shows the image classification results for different
PHResNets with and without the proposed PHYDI method.
We conduct experiments with three different ResNets back-
bones with an increasing number of layers (18, 50, 152) and
for different configurations of the hyperparameter n. We train
all the models following the recipe of the original real-valued
ResNet paper [18] that the PHResNet paper has proved to
work well also in hypercomplex domains [5]. We just edit
the batch size, using a value of 64. We experiment on the
image classification task with the CIFAR10 dataset in order
to test the method on a standard benchmark. We evaluate
the performances of our initialization method according to
two metrics, namely the number of epochs the models re-
quire to reach the 80% of accuracy (M1), and the number
of epochs to beat a model with the proposed approach (M2).
PHYDI ensures faster convergence in every test we conduct,
lowering the number of epochs to obtain the 80% of accu-
racy. Furthermore, the advantages of our approach are shared
among the most common choices of the hyperparameters n,
proving that PHYDI PHResNets are robust across architec-
tural changes. Moreover, the effect of the proposed method
is more evident with the increase of model layers. Indeed,
while PHResNets152 suffers from slow convergence, endow-
ing such networks with PHYDI initialization drastically fas-
tens the convergence, lowering the number of epochs by more
than 20 in some cases. This is clear evidence of the incoming
results regarding PHYDI ability in allowing improved learn-
ing of large-scale models.

4.3. Results on large-scale models

The signal and gradient propagation in real- as well as in
hypercomplex-valued neural networks becomes much more
difficult as the model depth increases. Therefore, proper for-
ward and backward flows are crucial for the effective learn-
ing of a neural model. In this subsection, we focus our ex-
periment on the sequence-to-sequence PHTransformers [10]
on the WikiText2 dataset. As in the previous tests, we ex-
periment PHNNs with different values of the hyperparameter
n = 2, 3, 4. We train all models for 50 epochs with a batch
size of 64 and optimize them with Adagrad and a step learning
rate scheduler that progressively reduces it from its original
value of 0.01. We experiment with different encoder depths
and a number of layers in the set [12, 16, 24, 32, 48, 64, 96].
Similar to previous experiments, we set up a metric to prove
the fast convergence: we consider the number of epochs to
reach a value of perplexity equal to 200.

Figure 4 shows the results of our experiments for different
n settings. The first consideration we can draw is that the orig-
inal Transformer architecture defined in hypercomplex do-

Authorized licensed use limited to: Universita degli Studi di Roma La Sapienza. Downloaded on December 06,2023 at 14:50:02 UTC from IEEE Xplore.  Restrictions apply. 



12 16 24 32 48 64 96
Number of encoder layers

2

4

6

8

10

12

N
um

be
r o

f e
po

ch
s

n = 2

12 16 24 32 48 64 96
Number of encoder layers

n = 3

12 16 24 32 48 64 96
Number of encoder layers

n = 4
PostNorm
PreNorm
PHYDI

Fig. 4. Number of epochs to reach a perplexity value ≥ 200 in the WikiText2 dataset for PH Transformers with increasing
depth of the encoder model from 12 to 96. The three plots refer to different values of the hyperparameter n = 2, 3, 4. Vertical
standard error bars are shown too, computed over multiple runs. The PH Transformer equipped with PHYDI preserves the
performance even in large-scale models while standard and PostNorm models diverge.

mains with PostNorm diverges as the number of encoder lay-
ers increases. This result extends real-valued results already
proven in [14]. However, this configuration seems linked to
the number of parameters of the model and, consequently, to
the choice of the hyperparameter n in PHNNs. Indeed, it is
interesting to note that while for n = 2 the PostNorm con-
figuration diverges with just 48 layers, acceptable results are
instead obtained up to 64 layers when setting n = 4. There-
fore, the gradient is better propagated with fewer parameters
and model convergence does not depend only on the depth of
the model itself.

The PreNorm method performs better than the original
PostNorm, providing stabler performances even when the
depth increases. Additionally, this method performs best
for small encoders with 12 or 16 layers, exceeding also the
proposed approach. However, PHYDI clearly improves PH-
Transformer convergence and robustness when the architec-
ture becomes very deep, especially from 32 layers up to the
maximum of our experiments. The PHTransformer equipped
with PHYDI initialization still requires just 2 epochs to reach
a perplexity value of 200 even with 96 encoder layers, proving
that the proposed approach improves the learning of large-
scale PHNNs. Overall, it is important to note that PHYDI
improves large models stability and it also provides robust re-
sults also for unfavorable configurations, e.g. small networks.

4.4. Robustness to hyperparameters settings

We perform additional experiments with different hyperpa-
rameters settings further to validate PHYDI and its robustness
to various configurations. In detail, we conduct tests varying
the learning rate, considering both 0.01 and 0.1, and changing
the batch size (from 64 to 128), since this usually affects con-
vergence speed. Table 2 shows the results of the experiments
with PHResNets18 and PHResNets50 with the same evalua-
tion metrics as Table 1. It is evident that PHYDI improves
results under different settings too, being robust to various
hyperparameters configurations.

Table 2. PHResNets results with different initialization meth-
ods and learning rate configurations. The batch size is differ-
ent from previous experiments. Results show that PHYIDI is
robust across various settings, improving convergence speed.

Model n btc-sz lr M1↓ M2

PHResNet18 2 128 0.1 21.86 ± 3.14 3
+ WKP 2 128 0.1 17.17 ± 3.35 3
+ PHYDI 2 128 0.1 10.00 ± 1.22 -

PHResNet50 2 128 0.01 24.33 ± 2.19 3
+ WKP 2 128 0.01 12.67 ± 1.67 2
+ PHYDI 2 128 0.01 8.67 ± 0.88 -

PHResNet18 3 128 0.1 20.50 ± 5.08 3
+ WKP 3 128 0.1 12.83 ± 1.68 3
+ PHYDI 3 128 0.1 8.00 ± 0.58 -

PHResNet50 3 128 0.01 11.25 ± 2.56 2
+ WKP 3 128 0.01 12.80 ± 3.89 2
+ PHYDI 3 128 0.01 10.75 ± 2.25 -

PHResNet18 4 128 0.1 21.40 ± 3.22 3
+ WKP 4 128 0.1 20.67 ± 2.78 2
+ PHYDI 4 128 0.1 8.80 ± 1.24 -

PHResNet50 4 128 0.01 22.33 ± 8.67 2
+ WKP 4 128 0.01 11.00 ± 0.58 2
+ PHYDI 4 128 0.01 10.00 ± 1.00 -

5. CONCLUSION

In this paper, we study the convergence of common PHNNs,
proposing parameterized hypercomplex identity initialization
(PHYDI), a method that, with very few architectural changes,
improves convergence in speed and learning depth. We ex-
periment with PH convolutional and transformer models on
known benchmarks and we prove that PHNNs endowed with
PHYDI gain convergence speed and a better gradient propa-
gation when the number of layers increases.
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