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ABSTRACT Physical Unclonable Functions (PUFs) and True Random Number Generators (TRNGs) are
both needed in the Privacy PreservingMutual Autentication (PPMA) protocol, often used in IoTApplications
to generate and secure cryptographic keys. Since to guarantee security of IoT nodes in an untrusted setting,
the PPMA key and encrypted data must be located on the same chip, the concept of integrating both a PUF
and a TRNG on the same device has emerged as a new security paradigm. Up to now only a few designs for
achieving PUF and TRNG simultaneously on field programmable gate array (FPGA) platforms have been
presented in the technical literature, and most of them show sub-optimal performance for one of the two
cryptographic primitives. This paper presents a re-configurable design that is able to operate as an FPGA-
compatible PUF+TRNG primitive, and relies on the Delay-Difference-Cell (DD-Cell) as the basic entropy
source. A theoretical model of the DD-Cell explaining the PUF and the TRNG behaviour of the DD-Cell
which highlights the effects of the routing connections on the FPGA on the performances is presented. The
proposed solution has been implemented on the Artix-7 FPGA platform, and an extensive measurement
campaign involving 32 FPGA boards has been carried out. Measured performances of the proposed PUF
and TRNG primitives have been compared against state of the art PUFs and TRNGs, showing performances
in line with the state of the art. The comparison against the PUF+TRNGdesigns available in the literature has
shown that the proposed solution exhibits the best trade-off among PUF and TRNG performance, providing
the most compact PUF and the highest throughput TRNG.

INDEX TERMS Physical unclonable function (PUF), true random number generator (TRNG), metastability,
field programmable gate array (FPGA), hardware-security.

I. INTRODUCTION
In today’s digital age, security has become a crucial aspect of
our lives.With the increasing amount of sensitive information
being stored and transmitted over networks, there is a
growing need for robust security mechanisms. Cryptographic
algorithms needed to safeguard user data privacy rely on
cryptographic keys to ensure data protection. The current
standard practice for securing mobile systems involves
storing a confidential key in nonvolatile memory. However,
over the past two decades, several tampering techniques,
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such as micro-probing, focused ion beam, glitch attacks,
and side-channel attacks, have exposed vulnerabilities in
the traditional approach of storing keys in cryptographic
hardware devices [1], [2]. These attacks raise concerns
about the security of stored keys and their susceptibility
to exploitation by adversaries. To enhance security, hard-
ware cryptographic operations like digital signatures and
encryption are employed. Nevertheless, this approach has
its drawbacks, including increased design area and power
consumption, leading to higher costs [1]. Additionally, the
vulnerability of nonvolatile memory to invasive attacks
necessitates the continuous use of active tamper detection and
prevention circuitry, consuming power [2], [3].
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Over the past decade, Physical Unclonable Functions
(PUFs) have emerged as a crucial hardware-based protec-
tion mechanism for generating identification strings and
cryptographic keys. PUFs leverage the unique physical
properties of devices to generate unique and unclonable
keys. These PUFs have been harnessed in various secu-
rity protocols, such as key establishment protocols [4], [5],
authentication protocols [3], [6], [7], [8], anti-counterfeiting
protocols [9], [10], [11], and tamper detection protocols
[12], [13], to enhance hardware security. Another essential
hardware cryptographic primitive used in these protocols
is the True Random Number Generator (TRNG). TRNGs
generate truly random numbers, crucial for cryptographic
applications. Furthermore, TRNGs find widespread usage
in password generation [14], gaming [15], [16], [17], cloud
computing [18], and SSL/TLS encryption, where random
numbers serve as keys for encrypting application data
through a symmetric cipher [19]. Due to their necessity in
various securitymechanisms, TRNGs have gained significant
attention in recent years.

The Privacy Preserving Mutual Autentication (PPMA)
protocol utilizes both PUF and TRNG as security primitives
to safeguard privacy, resulting in a simple solution for
generating and securing keys [20], [21]. Since to ensure
security of IoT nodes in an untrusted setting, the PPMA
key and encrypted data must be located on the same
chip, the concept of integrating both PUF and TRNG
on the same device has emerged as a new security
paradigm.

PUF and TRNG primitives can be integrated on Appli-
cation Specific Integrated Circuits (ASICs) or implemented
in Field Programmable Gate Array (FPGA) platforms. Both
PUF and TRNG primitives with high performance and low
silicon area footprint have been successfully integrated on
ASICs [22], [23], [24], [25], [26], exploiting a full-custom
or a semi-custom design flow in which the adopted devices
and/or the place and route of the standard cells can be
optimized by the designer [27], [28]. A very simple approach
to implement both a PUF and a TRNG in a single device
(PUF+TRNG) is based on the usage of SRAM blocks [29],
[30], [31].

Referring to the FPGA design flow, the elementary blocks
are pre-placed and routing connections are pre-defined.
Therefore, the FPGA implementation of PUFs and TRNGs
faces a major challenge in terms of hardware resources usage
and statistical performances, also because the designer has
less degrees of freedom both in terms of devices selection and
routing connections. Indeed TRNG and PUF performances
can still be optimized by appropriately selecting the hardware
resources and the routing strategy, and several FPGA-based
PUF and TRNG designs have been proposed in the literature
[32], [33], [34], [35], [36], [37].

Due to the low non-recurrent costs, the short time-to-
market, and the availability of third party IPs, FPGAs are
the chosen platform for many applications such as medical
devices, remote sensing, military and aerospace, government

systems, automotive and consumer electronics, industrial
control systems and so on [38].
Up to now only a few designs for achieving PUF and

TRNG simultaneously on field programmable gate array
(FPGA) platforms have been presented in the technical
literature, and most of them show sub-optimal performance
for one of the two cryptographic primitives [21], [39], [40].

This paper presents a re-configurable design that is able
to operate as an FPGA-compatible PUF+TRNG primitive.
The proposed re-configurable design exploits the Delay-
Difference-Cell (DD-Cell) as the basic entropy source. The
DD-Cell has been already proposed to implement a PUF
primitive in [41], and the idea to exploit the DD-Cell also
as a TRNG so to implement a PUF+TRNG circuit has been
outlined in [42]. This work is an extension of the conference
paper [42], and several contributions are added to the previous
study, as listed in the following:

• a theoretical model of the DD-Cell explaining the PUF
and the TRNG behaviour, which allows to gain insight
into the effects of the routing connections on the FPGA,
is presented for the first time;

• an optimized excitation sequence which allows to
drastically improve the throughput of the TRNG, while
guaranteeing high reliability for the PUF is exploited in
this work;

• the results of NIST tests and AIS tests, considering
the typical condition and also temperature and supply
voltage variations, are presented for the first time;

• the characterization of the TRNG performances
over 32 FPGA devices is presented for the first time;

• the performances of the proposed re-configurable design
are evaluated and compared with respect to the state of
the art of PUFs and TRNGs.

The paper is structured as follows. Section II reviews the
state of the art of PUF, TRNG and PUF+TRNG architectures.
Section III provides a detailed analysis of the DD-Cell as an
entropy source suitable to implement both PUF and TRNG
primitives. Section IV describes the FPGA implementation
of the DD-Cells, and in particular of the 4-bits macro.
Section V summarizes the evaluation metrics and statistical
tests adopted for the characterization of PUF and TRNG
circuits. Section VI reports the results of the measurements
carried out on 32 FPGA boards. Finally, a comparison against
the state of the art and some conclusions are reported in
Section VII and in Section VIII respectively.

II. BACKGROUND
A. REVIEW OF PREVIOUS TRNG ARCHITECTURES
The randomness performance and the resource usage of a
TRNG are strongly affected by the physical phenomenon
exploited as entropy source. There are several sources of
entropy which can be exploited to develop a TRNG, and
one of the most used is the Jitter accumulation [43], [44],
[45]. Another approach to extract entropy relies on the
usage of the Coherent Sampling (CS) technique, which
involves measuring the Jitter from two mutually prime
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oscillators [46]. Other popular TRNG architectures, are those
based on Ring-Oscillator (RO) configurations [39], [44],
[47]. The main drawback of such architectures is that they
often suffer from low throughput, which has become a more
and more hard to guarantee requirement. To improve the
throughput of RO-based TRNGs, several techniques have
been proposed in the recent literature. The first one is
based on modulating the oscillation frequency of ROs by
exploiting delay-lines control [43] or the effect of different
frequencies in beat frequency detection (BFD) operation
for digital clock manager (DCM)-based TRNGs [48], [49].
Another approach relies on a Multi-Stage-Feedback Ring
Oscillator (MSFRO) TRNG which employs feedback to
implement high-frequency ROs [50]. Other approaches take
into account the fast carry logic, the DCM and PLLs
of Xilinx’s FPGAs to enhance the frequencies of ring
oscillators, thus improving the throughput. It has to be
pointed out that, even if these approaches can provide high
throughput, they may require high power consumption, and
it is good to keep in mind that a trade-off between speed,
power consumption and resources usage has always to be
satisfied. Indeed, high throughput TRNGs typically require
a significant amount of power, which can be a limiting factor
in certain applications. Furthermore, the quality of bitstreams
generated by high-throughput architectures can be sensitive
to environmental variations, and in many cases, particular
care must be taken to ensure sufficient robustness of the
TRNG primitives [48], [49].

Lightweight architectures, such as those based on Latched
Ring Oscillators (LROs), have been proposed to drastically
reduce the usage of hardware resources [45], but they may
generate bitstreams that are not able to meet randomness
requirements. In these cases, design strategies aimed at
improving bitstream quality, such as post-processing tech-
niques [51], or feedback strategies for changing the excitation
time of metastable architectures [45], must be considered.
Consequently, intricate computations are necessary to iden-
tify the optimal parameters for these types of TRNGs [49].
Also the MSFRO TRNG may present limitations in terms of
entropy, and parity filters should be considered to improve
the bias of the bitstream [50]. Metastable cells are a valuable
alternative to ROs for the implementation of TRNGs with
limited hardware resources and power consumption, and
allow the implementation of TRNGs with higher throughput
than RO-based ones [52], [53]. A metastable cell is a circuit
that can produce unpredictable output when stimulated with
an input that violates its setup or hold time requirements.
By intentionally violating these requirements, the circuit
can produce random output bits that can be used as a
source of entropy. Therefore, TRNGs based on metastable
cells exhibit several advantages over traditional TRNGs.
Requiring less hardware resources and consuming less power,
they are excellent candidates to be implemented on heavily
constrained components, such as sensors and IoT devices.
Additionally, being faster than other TRNGs, are suitable also
for applications that require large amounts of random data.

Indeed, despite their advantages, metastable TRNGs exhibit
some limitations. In fact, they are more susceptible than other
types of TRNGs to environmental noise and external factors
that can affect the stability of the stimuli signals. In addition,
in some cases, tuning and/or calibration could be required to
ensure good statistical performances [54].

Thermal, shot and flicker noise can also be used as a source
of entropy by measuring the random fluctuations in voltage
or current in a resistor or transistor [52], [53], [55]. This
approach is commonly used in hardware implementations of
TRNGs, where the noise is amplified and filtered to extract
the randomness [56].

B. REVIEW OF PREVIOUS PUF ARCHITECTURES
In the existing literature, there is a distinction between
two important subtypes of PUFs: strong PUFs and weak
PUFs [8]. Strong PUFs are characterized by a large number
of possible challenges, making it practically impossible to
determine or measure all challenge-response pairs within a
limited time frame. On the other hand, weak PUFs have
a limited number of challenges, sometimes even just one
fixed challenge [57], [58]. The responses generated by weak
PUFs are used to derive a classical binary secret key,
which is then processed by the embedding system in a
standard manner, serving as a secret input for classical
cryptosystems. This similarity to non-volatile key storage
makes weak PUFs more difficult to read out invasively
compared to common non-volatile memory technologies
like EEPROM. Moreover, weak PUFs leverage inherent
manufacturing variations to individualize hardware without
requiring costly, dedicated individualization steps during
production. This work focuses on weak PUFs in order to
generate keys which can be further exploited in Cryptography
protocols such as key establishment protocols [4], [5] and
authentication protocols [3], [6], [7], [8].

In [59] the butterfly PUF was introduced as an
FPGA-amenable architecture to generate keys. The butterfly
PUF exploits a metastable architecture to generate an
unique and unpredictable response to a stimulus, relying on
physical properties of the silicon and on mismatch variations.
A plenty of physical phenomena have been exploited in
literature to extract a unique key from physical variations.
For example, in [60] a key is generated by comparing
the oscillation frequency of two nominally identical ROs.
However, since the performance of the PUF strongly relies
on the physical implementation, RO-based PUFs typically
suffer of poor Uniqueness [61], [62]. Indeed, long delay
lines and inverter inter-connections can systematically affect
the delay differences between the two compared ROs,
so that the bits extracted from the comparison can result
deterministic [62], [63].

The SRAM-based PUF reported in [64] is much more
compact and exhibits better Uniqueness than RO-based
implementations [32], [62], [65]. This is due to the fact
that differences in a metastable SRAM cell come just from
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two main sources: the delay of the interconnections and the
propagation delay of the logic gates. SRAM-based PUFs
generate the key leveraging on small asymmetries between
the two symmetrically and nominally identical branches that
compose the cross-coupled cell. Since the sign of the delay
difference, which determines the value of the output bit, can
change under environmental variations, these kind of PUFs
are sensitive to supply voltage and temperature variations and
the reliability of the key is poor with respect to RO-based
PUFs.

In the last decade, several PUF solutions exploiting
metastability have been proposed in the literature, such as
the PUF based on the NAND latch [66], [67], the PICO-PUF
[34], [62], [68], the Meta-XOR PUF [65] and so on,
nevertheless resulting in lower reliability but also lower
resources usage than those based on ROs, such as [60] and
[62]. Indeed, in the FPGA implementation of the NAND latch
or of other metastable cells, the typical values of the logic
cells delay and of the intra-connections delay, give rise to a
transient effect [69], [70], [71], similar to the one reported
in the transient effect ring oscillator (TERO) PUF [72],
which mainly consists in transient oscillations whose duty
cycle progressively decreases (increases) till the output
reaches a stable logic ’0’ (’1’). It is worth noting that these
metastability-based PUFs are different from the TERO-PUF,
both for the FPGA implementation (the TERO-PUF require
many resources for one bit extraction), and for the working
principle. Indeed, TERO-PUF extracts the bit from the
comparison of the number of oscillation which two nominally
identical circuit branches have performed before reaching
the steady state, whereas the other metastability-based PUFs
extract the final state information [41].
Recently, a technique to enhance the reliability of

metastability-based PUFs has been presented in [32], [41],
and [42], which is based on a novel excitation sequence to
collect a stable and reliable PUF response after an optimal
number of clock cycles.

C. REVIEW OF PREVIOUS PUF-TRNG ARCHITECTURES
A very simple approach to implement both a PUF and a
TRNG in a single device (PUF+TRNG) is based on the
usage of SRAM blocks. In this solution, the SRAM bit cells
with a stable startup value are used for the PUF, whereas the
cells with unstable value are used for the TRNG. Previous
research has explored this unified approach using dif-
ferent gate-level implementations, including cross-coupled
inverters commonly adopted to implement SRAM cells
[29], [30], [31].

On the other hand, some PUF+TRNG solutions based on
ROs and suitable to be implemented on FPGA platforms
have been presented in [21] and [39]. In [39], the PUF
key is extracted by comparing the oscillation frequency of
pair-wised ROs excited with the same challenge, whereas
the extraction of the random sequence relies on the Jitter
of ROs. More in detail, the outputs of several ROs are

XOR-ed together, and the output of the XOR is sampled
by a D-Flip-Flop. The sampled values are then collected in
a FIFO and then a post-processing technique (e.g. the Von
Neumann encoding) is applied to obtain the output bitstream.
With respect to the study of [39], in [21] a separation method
between unique key extraction and random bit collection is
introduced. The main idea is to exploit a conventional RO
PUF which can be programmed to behave as a TRNG. With
this aim, a Von Neumann corrector and a XOR operation
are applied at the output of each pair of ROs. In addition,
a real-time control which discards ROs which doesn’t exhibit
enough entropy is introduced, thus improving the statistical
performances at the price of limiting the overall throughput.
This solution is effective and the obtained random sequence
is able to pass National Institute of Standards and Technology
(NIST) [73], [74] tests also under environmental variations.
An Universal TERO-based (UTERO) structure consisting of
a TERO loop and a PUF/TRNG bit extraction logic has been
presented in [75]. In detail, the number of oscillations of
the metastable waveform [76], due to the delay difference
among the two symmetrical paths [77] is exploited to generate
a TRNG response. For what concerns the PUF behavior,
the stable output of the oscillation is used to generate the
PUF response, such as in other metastable-based PUFs. All
the experiments were performed on a Microsemi (former
Actel) FPGA. Also in this case, being the output bit of the
TRNG collected after a large number of clock cycles, the
throughput is limited to about 0.9 Mbit/s which, if compared
with other TRNGs, is very low. Recently, another approach to
extract random bits from two pairs of ring oscillators has been
presented in [40]. This technique relies on the usage of one
of the two ring oscillators (RO1) as a reference circuit. The
oscillation is started by a common signal called init which
is leaved high until RO1 reaches a selected number (Nref )
of oscillation periods. When RO1 reaches the given number
of oscillations, the init signal goes low, and both RO1 and
RO2 are stopped. The number of oscillation periods of RO2
(counted by a N bit counter) is exploited to extract a PUF
key and a random sequence. In detail, the less significant
bits (LSBs) of the RO2 counter are used to extract Jitter
noise from the RO, whereas, a post-processing on the count
value is employed to extract the bits of the PUF. Each
pair of oscillators is enabled sequentially: this improves the
randomness and reduces the power consumption, but strongly
impacts the throughput which is limited to 24.1 kb/s.

III. THE DD-CELL AS A METASTABILITY-BASED
ENTROPY SOURCE
A. THE OPERATING PRINCIPLES
The block scheme of DD-Cell exploited in this work as
a metastability-based entropy source is reported in Fig. 1.
It is made up of two D-type latches L1 and L2, with an
asyncronous reset input (R), and two inverter gates IV1
and IV2. In this metastable cell, the delay tp1 from the input
of IV1 to the output of L1, is nominally identical to the delay

VOLUME 11, 2023 86181



R. D. Sala, G. Scotti: Exploiting the DD-Cell as an Ultra-Compact Entropy Source

FIGURE 1. Block scheme of the DD-Cell exploited as a
metastability-based entropy source.

tp2 from the input of IV2 to the output of L2. If mismatches
between the propagation delay of the logic cells L1, L2, IV1
and IV2, and between the two routing paths are taken into
account, the delay difference ∆tp = tp2 − tp1, has to be
considered a random variable.

Referring to Fig. 1, the signal R allows to force the D-type
latches L1 and L2 in a reset condition, whereas the signal S,
which controls the gate (G) pin of the latches, is exploited
to start a race condition and to sample a metastable or stable
value depending on the time instant in which the sampling
occurs. The excitation sequence needed to properly stimulate
the DD-Cell is described as follows:

• R = 1 and S = 0, Reset Condition: the outputs Q1 and
Q2 of the latches L1 and L2 are forced to logic ′0′ thus
setting the inputs D1 and D2 of L1 and L2 to logic ′1′,
due to the inverters IV1 and IV2;

• R = 0 and S = 1, Start Condition: the latches L1
and L2 become transparent and follow the variations
on their respective D inputs, hence a race condition is
triggered and, depending on the delays’ mismatch of
the two branches composed by L1, IV1 and L2, IV2,
a final state is reached after an amount of time which
is also dependent on the value of the delay difference
∆tp, as will be better detailed in the following.

• R = 0 and S = 0, Sampling Condition: L1 and L2 are
forced in the hold state and the outputs Q1 and Q2 are
latched.

Considering the FPGA implementation of the block
scheme reported in Fig. 1, the delay of the routing
interconnections is not negligible and plays a key role in
determining the behaviour of the circuit. Indeed, considering
the typical values of logic cells delay and of interconnections
delay for the FPGA implementation, the DD-Cell exhibits
an oscillating behaviour similar to the one obtained in the
TERO PUF, (i. e., oscillations with progressively decreasing
or increasing duty cycle) [69], [70], [71]. The final state
reached by the DD-Cell depends on delay asymmetries of the
architecture [41], [42]. Fig. 2 shows the typical waveforms
obtained from a DD-Cell when the above excitation sequence
is used. The PUF zone and the TRNG zone are highlighted in
the figure.

Experimental results have confirmed that the number
of oscillations required to reach the steady state after the
triggering condition increases if the ∆tp = tp2 − tp1 tends
to 0. If the oscillating waveform at the output of the DD-Cell

is sampled after a long time (i.e., after a large number of clock
cycles), a stable state is always collected, and the final bit
value depends on the sign of the delay difference sign(1tp ).
Thus, the unpredictability of the PUF key depends on the
overall mismatch between the propagation delays and on the
number of clock cycles that the cell lets itself ring.

On the other hand, if the oscillating waveform at the output
of the DD-Cell is sampled during the oscillating phase (i.e.,
a few clock cycles after the triggering condition), a steady
state has not yet been reached and a metastable state is
collected. This meta-stable state can be exploited to collect
random output bits that, due to Jitter, process variations and
mismatches can randomly be ’0’ or ’1’.

B. THEORETICAL MODEL OF THE DD-CELL CONFIGURED
AS PUF
The propagation delay of a generic logic gate is affected
by process (i.e., die to die) variations and follows a Normal
distribution withmean valueµprc and standard deviation σprc:

Tprc ∼ N (µprc, σ
2
prc) (1)

The propagation delay is also affected by mismatch (i.e.,
whithin die) variations which follow a Normal distribution
with mean value µmm and standard deviation σmm:

Tmm ∼ N (µmm, σ 2
mm) (2)

The generic delay can be therefore written as:

TDi = Tprc,i + Tmm,i (3)

and follows a multivariate Normal distribution. If a single
realization of the manufacturing process is considered, Tprc
is a constant whose value is denoted as τD. Then, the generic
propagation delay can be written as:

TDi = Tmm,i + τDi (4)

In order to develop a theoretical model of the architecture
in Fig. 1, the block scheme of the DD-Cell highlighting the
different delay contributions reported in Fig. 3 is considered.
In Fig. 3, TD1 and TD3 denote the propagation delay of IV1 and
L1 respectively, and TD5 represents the routing delay between
the output of L1 and the input of IV2, whereas TD2 and
TD4 denote the propagation delay of IV2 and L2 respectively,
whereas TD6 represents the routing delay between the output
of L2 and the input of IV1.
By using the above notation, the delay difference between

the two paths can be expressed as:

1T = −

6∑
i=1

(−1)i(Tmm,i + τDi) (5)

which, if the different delay contributions are assumed
as uncorrelated between each other, follows a Normal
distribution with mean value

E[1T ] = −

6∑
i=1

(−1)iτDi (6)
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FIGURE 2. Initialization sequence of the DD-Cell.

and variance:

Var[1T ] =

6∑
i=1

σ 2
mm,i (7)

It has to be remarked that, since nominally the two inverters
IV1 and IV2 and the two D-latches L1 and L2 are identical to
each other, if the delay of the routing paths TD5 and TD6 are
also nominally identical to each other (or if their value can
be neglected with respect to the other propagation delays),
it can be concluded that E[1T ] = 0. Obviously the perfect
matching between the delays TD5 and TD6 of the two routing
paths is not easy to achieve on FPGA implementations, as will
be better discussed in the following.

Focusing on the PUF zone in Fig. 2, the value of the output
bit, can be expressed as:

X =
1 + sign{1T }

2
(8)

and its expected value is:

E[X ] = E
[
1 + sign{1T }

2

]
=

1
2

+
E

[
sign{1T }

]
2

(9)

Thus, according to Eq. 9 the output bit of the PUF follows
a Bernoulli distribution whose mean value is related to the
expected value of the sign of 1T .

The expected value of the sign{1T } can be written as:

E[sign{1T }] = 1 · P(1T > 0) − 1 · P(1T < 0) (10)

where P(A) denotes the probability of the event A.
Under the hypothesis that P(1T > 0) = P(1T < 0)

(i.e.perfectly matched routing paths) it follows that:

E[X ] = 0.5 (11)

which is the optimum value for an entropy source.
Considering the architecture of FPGA devices, the delay

of routing interconnections can not be neglected and the
matching between the two routing paths is not easy to
achieve. Indeed, referring to AMD/Xilinx FPGA platforms,
connections among Slice elements pass through the Switch
Matrix, which manages intra-Slice and inter-Slice connec-
tions. Furthermore, it can be assumed that LUTs on the same

FIGURE 3. Block scheme of the DD-Cell highlighting the different delay
contributions.

Slice perform identically with respect to the propagation
delay (this is true if one consider LUTs with same input port
(e.g. the input 3) and same output port (i.e.O5 orO6 )). Thus,
considering a realistic FPGA implementation, the mean value
of the sign of 1T can be expressed as:

E[sign{1T }]

= 1 · P(1T > 0) − 1 · P(1T < 0)

= 2 · P(1T > 0) − 1 (12)

Then, assuming that 1T follows a Normal distribution with
mean value µ1T = τ6D − τ5D and variance as reported in
Eq. 7, it can be derived that:

E[sign{1T }] = −erf
(

τ6D − τ5D√
2 ·

∑6
i=1 σ 2

mm,i

)
(13)

and thus:

E[X ] =
1
2

−
1
2
erf

(
τ6D − τ5D√
2 ·

∑6
i=1 σ 2

mm,i

)
(14)
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Eq. 14 clearly shows that if the designer is able to guarantee a
goodmatching among the two routing delays, enough entropy
can be extracted and no bias given by the deterministic
intra-Slice connection difference will be extracted. Thus
the routing strategy adopted in the FPGA implementation
is crucial to achieve good performances and it is strictly
recommended to guarantee that the intra-Slice connections
are as symmetric as possible in order to extract the maximum
entropy.

C. THEORETICAL MODEL OF THE DD-CELL CONFIGURED
AS TRNG
In order to derive a theoretical model of the DD-Cell
configured as TRNG, the block scheme of the DD-Cell
reported in Fig. 3, and the same notation adopted in
section III-B are considered. According to the excitation
sequence of the DD-Cell described in section III-A, the
oscillating waveform is sampled (latched) in a time instant
belonging to the TRNG zone in Fig. 2, and the probability to
sample a logic ‘1’ (‘1’ event probability in the following) is
equal to the duty cycle (DC) of the transient-effect oscillating
waveform [78].

Since in TRNG configuration the most important contribu-
tion to delay variations comes from Jitter variations, a single
realization of the manufacturing process and of the mismatch
process can be considered, and the generic delay contribution
TDi in Fig. 3 can be expressed as:

TDi ∼ N (0, σ 2
ti ) + tD,i (15)

where σ 2
ti denotes the variance of the time Jitter, and tD,i is the

value of the delay for the considered process and mismatch
realizations. Under these hypotheses, the period T of the
oscillating waveform produced by the DD-Cell (see Fig. 2)
can be expressed as:

T ∼ N (0, σ 2
T ) +

6∑
i=1

tD,i (16)

where:

σ 2
T =

6∑
i=1

σ 2
ti (17)

The duty cycle of the oscillating waveform decreases at
each period of a quantity related to the delay difference1T as
shown in Fig. 4 [78]. The Duty Cycle of the waveform in the
first oscillation period is depicted in Fig. 4a: 1T is affected
by Jitter, and its standard deviation is denoted as σ 2

1T . The
σ 2

1T can be computed as follows:

σ 2
1T =

6∑
i=1

σ 2
ti (18)

and thus it is equal to σ 2
T .

The Duty Cycle of the waveform at the M-th oscillation
period is depicted in Fig. 4b and can be written as:

DC =
1
2
−M ·

1T
T

(19)

FIGURE 4. Graphical representation of the DC of the proposed TRNG at
the first clock cycle a) and at the M-th clock cycle.

showing how the Jitter is accumulated over M oscillation
periods.

However, being T and 1T two correlated random vari-
ables, also DC is a random variable whose expected value
can be computed as:

E[DC] =
1
2
−M · E

[
1T

T

]
(20)

And the variance can be written as:

VAR
[
DC

]
= M2

· VAR
[
1T

T

]
(21)

From equations 20 and 21, exploiting the mathematical tools
reported in [79], the expected value and the variance of the
ratio 1T /T can be derived as:

E
[
1T

T

]
≊ µ1T /µT + σ 2

Tµ1T /µ3
T − ρσTσ1T /µ2

T

(22)

VAR
[
1T

T

]
≊ σ 2

Tµ2
1T

/µ4
T + σ 2

1T
/µ2

T − 2ρσ1T σTµ1T /µ3
T

(23)

where ρ denotes the correlation coefficient between 1T and
T , µT is the mean value of the oscillation period T , and µ1T

denotes the mean value of the delay difference 1T . Finally,
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it can be concluded that the DC follows a normal distribution
that can be as a first approximation written as:

DC ∼ N
(
1
2

−M · (µ1T /µT +σ 2
Tµ1T /µ3

T −ρσTσ1T /µ2
T ),

M2
·
(
σ 2
Tµ2

1T
/µ4

T +σ 2
1T

/µ2
T −2ρσ1T σTµ1T /µ3

T
))
(24)

From the above expressions it is evident that achieving a
stable condition (i.e., mean value of DC equal to 0 or 1)
requires larger values of M if µ1T is low (i.e., tD,6 is
close to tD,5), showing again the importance to match the
routing paths within the FPGA device. It is also evident
that the standard deviation of DC increases linearly with M
due to Jitter accumulation, and therefore a good matching
between the two paths leads to a greater variance, which in
turns decreases the correlation between multiple instances.
To maximize jitter accumulation, the sampling instant should
be placed towards the end of the TRNG zone in Fig. 2,
by keeping an adequate margin to sample an oscillating
waveform also considering PVT variations. It has to be noted
however that, even if a sampling instant placed close to the
end of the TRNG zone maximizes the variance of the DC of
a single DD-Cell, this choice is not the optimal one, when
the outputs of several DD-Cells have to combined. In this
last case the sampling instant has to be chosen as a tradeoff
between the variance of DC and the number of unstable cells
in a given array, as will be better discussed in the following.

IV. FPGA IMPLEMENTATION OF THE DD-CELL
The proposed DD-Cell has been integrated on the Xilinx
Artix-7 XC7A100T FPGA, using Vivado 2021.2. An ad-
hoc strategy to improve paths’ symmetries has been adopted,
trying to achieve the best balanced design, thus increasing
entropy for TRNG and PUF applications and at the same
time to improve the Uniqueness of the PUF. With this aim,
the FPGA architecture has been carefully managed according
to [27], [32], [41], and [45]. Xilinx FPGAs are organized
as Configurable Logic Blocks (CLBs), each CLB has two
Slices and each Slice has eight Flip-Flops, four of which
can be configured as Latches. Each Slice contains also four
Look Up Tables (LUTs) which can be programmed through a
64’bits init value to perform five inputs two outputs functions
or six inputs one output functions. Further details about
the Xilinx architecture and Slice elements can be found in
referenceXilinxmanuals [80], [81], [82]. As outlined in [41],
the DD-cell can be mapped in just half-Slice, by exploiting
two Flip-Flops programmed as Latches and by configuring
LUTs as NOT gates. By using this approach, a single CLB
can generate 4 bits, thus attaining a very lightweight entropic
macro.

It is worth noting that, as pointed out in the previous
section, it is crucial to assure that the FPGA implementation
of the DD-Cells results as symmetric as possible. With this
aim, in the design of the 4 bits macro, we spent a great effort

TABLE 1. Delay of routed interconnections.

to minimize nominal paths’ delays, thus reducingmismatches
at design routing level. The Vivado View of the 4 bits macro
is reported in Fig. 5. The 4 instantiated DD-Cells have been
highlighted, and, as it can be observed, LUTA and LUTD have
been coupled with FFA and FFD to generate the first two bits
of the first two Slices (red and cyan colors). We denote as
τDi,A the routing delays of intra-Slice connections (i = 5, 6
refers to the upper or lower Slice of the CLB), from the output
of FFA to the input of LUTD, whereas we denoted as τDi,D
the interconnection delay from the output of FFD to the input
of LUTA. The same kind of notation is used for τDi,B and
τDi,C . The routing delay for each Slice intra-connection and
the relative delay difference for the 4 DD-Cell instances are
reported in Table 1. As it can be observed, the worst case
routing delay difference results to be about 5 ps, and this
confirms that a very well balanced design has been achieved.
It has to be pointed out that, even if we used the Vivado tool
to match the routing delays in the Artix-7 device, a similar
approach can be used also on different FPGA types such as
for example Intel FPGAs in which the Quartus Prime tool
can be exploited. The DD-Cell macro has also been designed
on the Spartan-6 platform by using the ISE design tool and
achieving a good matching among routing delays [41].

V. EVALUATION METRICS AND FIGURES OF MERIT
A. PUF METRICS
Since PUFs are utilized as a secure solution in several
authentication protocols, such as Challenge Response authen-
tication, it is imperative to evaluate their performances using
standard and well assessed metrics. These metrics also
facilitate the comparison between different PUF architectures
and implementations. The most frequently employed metrics
for PUF performance evaluation are Uniformity, Random-
ness, Uniqueness, and Reliability. These metrics are briefly
reviewed in the following of this Section.

To ensure that PUF-generated keys are suitable for
cryptographic purposes, it is essential to guarantee high
entropy. The entropy is maximized (Shannon entropy equal
to 1), if the number of 0s and the number of 1s, in a PUF-
generated key, are equal to each other. In the general case,
the number of 0s over the total number of bits of the key,
is referred to as the Uniformity or the Bias of the response,
and is ideally equal to 0.5.

TheUniqueness of a PUF is based on the inherent random-
ness generated by manufacturing variability in the physical
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FIGURE 5. Vivado View of the 4 bits macro of the DD-Cell.

structure. Each PUF instance on silicon is unique to the
device due to variations associated with the manufacturing
process of the integrated circuit. Therefore, Uniquenessmust
be quantified across different implementations of the same
PUF circuit on various devices (FPGAs or chips). To do
this, the same design must be physically implemented on
different devices and excited with the same stimuli under the
same environmental conditions. Next, the unique identifier
(i.e., the collected response to a given challenge) has to be
extracted from each device. Then, the average value of the
sum of inter-class Hamming Distance (HDinter) between each
possible pair-wise response couple has to be computed. The
inter-class HD is defined as:

Uniqueness = HDinter =
2

k
(
k − 1

) k−1∑
i=1

k∑
j=i+1

HD
(
Ri,Rj

)
n

(25)

where k denotes the number of devices under test, n is
the number of response bits, and (Ri) refers to the i-th
response obtained from the i-th PUF implementation under
test. To ensure the unpredictability of each PUF fingerprint,
applying the same challenge to n PUF implementations
should result in different responses. Consequently, the
optimal inter-class Hamming Distance between n chips
should be 50%.

The Reliability of a PUF is determined by its ability to
consistently produce the same response for a given stimulus
across various sessions and environmental conditions (i.e.,
different temperatures and supply voltages). In some cases,
certain bit-cells within the PUF array may exhibit variations
in their output when subjected to noise, voltage fluctuations,
or temperature changes. These cells are referred to as
Unstable Cells and directly impact the Reliability of the

PUF. It is important to note that a PUF bit-cell is considered
unstable if, in a set of measurements, generates at least one
output which results different from the others. The Reliability
is assessed by selecting a reference challenge-response pair,
known as the Golden-Key (GK), extracted under nominal
conditions. This reference pair is then compared to new
challenge-response pairs generated using stimuli in different
operating conditions. Specifically, the intra-class Hamming
Distance (HDintra) is calculated between the GK and k
responses collected under their respective power supply
voltages andworking temperatures, typically within±10%of
the nominal VDD and T ranging from 0◦C to 80◦C. In details,
the Reliability is defined as follows:

Reliability(V ,T ) = 1 − HDintra =
1
k

k−1∑
i=0

HD(Rref ,R
V ,T
i )

n

(26)

where Ri denotes the i-th response generated under a specific
power supply voltage and temperature, while Rref represents
the reference GK response.

The Bit-Error-Rate (BER), defined as:

BER = HDintra (27)

is another important metric used to evaluate PUF perfor-
mance, especially when voltage and temperature variations
are taken into account. However, it is worth noting that the
value of the Reliability can be inferred from the information
of the Bit Error Rate (BER) under a specific condition, as indi-
cated by Equation 26. Consequently, in PUF evaluation, the
BER is commonly utilized instead of directly assessing the
Reliability. Additionally, it should be emphasized that each
PUF has a nominal BER (BERTyp) associated with transient
noise variations that introduce noise into the excitation
sequence of the PUF.
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B. PUF FIGURES OF MERIT
Several Figures ofMerit (FOMs) which allow the comparison
between different PUF architectures and implementations
have been introduced in [32]:

FOMHD =
1√

HD2
intra + (0.5 − HDinter )2

FOMBERV ,T =
1√(

BERwcV
1V /Vtyp

)2

+

(
BERwcT
1T /Ttyp

)2

+BER2Typ

(28)

ˆFOMHD =

(
bits
Slice

)
√
HD2

intra + (0.5 − HDinter )2

ˆFOMBERV ,T =

(
bits
Slice

)
√(

BERwcV
1V /Vtyp

)2

+

(
BERwcT
1T /Ttyp

)2

+BER2Typ

(29)

The first FOM, FOMHD, evaluates the Reliability and
Uniqueness of a PUF design based on the intra-Hamming
distance (HDintra) and inter-Hamming distance (HDinter ).
The second FOM, FOMBERV ,T , evaluates the Reliability of
a PUF design with respect to transient noise, voltage vari-
ations and temperature variations, based on the worst-case
bit error rate (BER) measured under different operating
conditions. In particular, BERtyp is the BER measured in
typical conditions, while 1V and 1T denote the maxi-
mum range of voltage and temperature variations assumed
in the measurements. The BERwcV ,T is the worst-case
BER measured under voltage and temperature variations,
respectively.

Both FOMs have a normalized version, ˆFOMHD and
ˆFOMBERV ,T , which takes into account the resources usage in

terms of bits per FPGA Slice (bits/Slice denotes the number
of PUF-bits that can be implemented in a single FPGA
Slice).

Overall, higher values of FOMHD and ˆFOMHD indicate
better performance in terms of Uniqueness and Reliability,
whereas higher values of FOMBERV ,T and ˆFOMBERV ,T

indicate better Reliability in the face of environmental
variations. Lower BER values lead to higher FOM values.

C. TRNG METRICS AND TEST SUITES
To quantify the speed performance of a TRNG the most
important metrics are throughput (TP) and operating fre-
quency (OF), whereas the resources usage is quantified in
terms of FPGA Slices or silicon area footprint for ASIC
implementations. To assess the statistical quality of TRNG
bitstreams, test suites such as NIST SP 800–22 [73], NIST
SP 800-90B suite [74] and AIS-31 (Algorithmic Test Suite
for Random Numbers) tests [45], have to be performed both
in typical conditions and for different values of operating
temperature and supply voltage.

FIGURE 6. Testbench for the validation of the DD-Cells as PUF+TRNG.

D. TRNG FIGURES OF MERIT
A FOM which combines throughput (TP) performance,
operating frequency (OF) and hardware resources usage (in
terms of FPGA Slices) has been defined in [45] as:

FOMT =
TP

OF · Slices

[
bits
Slice

]
(30)

A more complete FOM (FOME ) which considers also the
bistream quality in terms of entropy has been recently
introduced in [27] as:

FOME =
FOM
8 − H8

=
TP

O.F . Slice
·

1
8 − H8

(31)

where H8 is the byte entropy estimated through the T8 test of
the AIS-31.

It has to be pointed out that cryptographic primitives
tested only in typical conditions may underestimate the
resources usage, because the extracted bitstream may not be
sufficiently random to pass NIST and AIS-31 tests when
considering PVT variations. In fact, PVT variations can
affect the bitstream behavior in a deterministic way, requiring
additional resources to mask this effect.

VI. MEASUREMENTS
A. TEST-BENCH
In order to characterize the DD-Cell as an entropy source,
128 DD-Cell instances have been placed on the Artix-7
XC7A100T by consuming only 32 CLBs and 64 Slices.
The testbench used to validate the proposed PUF+TRNG
primitive is depicted in Fig. 6. An FT-232H SPI interface
has been engaged to provide the excitation sequence and
the excitation time was modulated through custom Python
Scripts. Control signals S and R are sent by a finite state
machine (FSM) which also allows to collect the outputs of
the 128 DD-Cells through the SPI interface. In order to test
the performance of the DD-Cell under voltage variations,
a reference board has been modified so that the FPGA’s
core supply voltage can be externally set through a Teledyne
T3PS43203P programmable power supply unit.
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B. CONFIGURABLE PERFORMANCE
The characterization of the DD-Cells exploits the approach
previously presented in [42] to investigate the main PUF
performances under stimuli variations. Differently than what
done in [42], two reference clocks at two different frequencies
have been used in this work. The high frequency clock
clkH has a frequency fclkH equal to 450 MHz, whereas
the low frequency one clkL has a clock frequency fclkL
equal to 50MHz. The performance of the DD-Cell has been
investigated when the output signal is sampled at different
times, defined here in terms of the number of clock cycles
(NCLK ) of the high frequency clock clkH . The availbility
of the high frequency clock allowed us to characterize the
DD-Cell with a much lower time resolution with respect to
the previous study in [42], and a time range from from 2.22 ns
to about 5.1 µs with a time resolution of only 1/fclkH (i. e.,
about 2.22 ns) has been analyzed in this work. The results
of the characterization in terms of unstable cells (denoted as
UCs in percentage),HDintra in percentage, average bias trend
(on a bitstream extracted from 1000 iterations and 128 sites),
and the Shannon Entropy, are reported in Fig. 7 as a function
of NCLK .
Results in Fig. 7 have been exploited for the design of the

TRNG. In particular the optimum value of NCLK has been
chosen as the one which guarantees the maximum number
of UCs and thus the maximum value of HDintra. In this
way, the uncorrelation of different bit-cells is maximized
and the bitstreams extracted from several different bit-cells
can be XOR-combined as in [27], in order to extract a
single slower bitstreamwith good entropy and good statistical
performances, as will be better detailed in the following.

C. DD-PUF CHARACTERIZATION
The PUF characterization was carried out by means of the
test-bench of Fig. 6 and, according to [41], the stable bits are
sampled after 128 clock cycles of the low frequency clock
clkL (i.e., NCLK =

450
50 · 128 = 1152). With referring to the

proposed DD-Cell PUF, we have reported the measurement
results for the inter-HD and intra-HD in Fig. 8. As it can be
observed, the results are in accordance with those reported
in [41], which however validate the PUF performance over
fewer boards. It was found that the Intra-HD has a mean
value µ ≈ 1.67 % and a standard deviation of about
σ ≈ 1.19 %, whereas the mean value of the inter-HD was
found µ ≈ 49.48 % with a σ ≈ 2.98 %.
The Reliability of the DD-PUF was tested on the reference

FPGA board whose core supply voltage was varied through
the Teledyne T3PS43203P. Measurement results for different
core supply voltages have been depicted in Fig. 9. As it can be
observed, the device reaches a Reliability that, in worst case,
is always greater than 90% whereas, in nominal condition an
average Reliability of about 98.33 % is assured.
Reliability as a function of temperature, has been computed

in a similar way as done for supply voltage, and results are
depicted in Fig. 10, showing very good values in the whole
considered temperature range (i.e., from 0◦C to 80◦C).

FIGURE 7. Characterization of the DD-Cell in terms of UCs in percentage,
HDintra in percentage, average bias, and Shannon Entropy, as a function
of NCLK (i.e., the time interval expressed in number of clkH cycles in
which the signal S is high).

FIGURE 8. Intra-HD and Inter-HD on 32 different Artix-7 FPGAs.

D. TRNG DESIGN AND XOR COMBINING TO IMPROVE
ENTROPY
In order to optimize the design of the proposed TRNG, a pre-
liminary study to find the value of NCLK which maximizes
the number of UCs has been carried out over 32 boards. The
results of this study are reported in Fig. 11, and show that
the mean value of the optimum NCLK is 17, whereas its
standard deviation is about 3. These preliminary results have
shown that, even considering the optimum NCLK , the single
DD-Cell is not able to pass NIST or AIS-31 tests. Therefore,
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FIGURE 9. Reliability of the DD-PUF on the reference board when supply
voltage varies in the range of VDD ± 10%.

FIGURE 10. Reliability of the DD-PUF on the reference board when
temperature varies in the range from 0◦C to 80◦C.

FIGURE 11. Distribution of the optimum value of NCLK across
32 different FPGA boards.

with the aim of improving the randomness performance
of the TRNG and increase uncorrelation between multiple
identical DD-cells, we have exploited the XOR combining
approach presented in [27]. The XOR combining of multiple
identical DD-cells resulted in an unbiased (i.e. bias ≈ 0.5)
and uncorrelated bitstream. As a further optimization, the
minimum number of XOR-combining rounds needed to pass
NIST tests in typical conditions, while guaranteeing an high
entropy value set as margin to account for PVT variations, has
been investigated by severalmeasurements. The results of this
characterization across the 32 FPGA boards are summarized
in Fig. 12, showing that the trend is in the order of 5 XOR
rounds, with a minimum of 4, and a maximum of 7 XOR
rounds.

For the rest of this characterization we consider the
reference FPGA board with the adjustable power supply
voltage. For this reference FPGA, the optimum NCLK has
resulted to be 16 (very close to the mean value) and the

FIGURE 12. Distribution of the minimum number of XOR rounds needed
to pass NIST tests in typical conditions across 32 different FPGAs.

TABLE 2. Estimated (Est.) byte-entropy by T8-test of AIS-31 vs
Environmental (Env.) conditions.

minimum number of XOR rounds needed to pass NIST tests
in typical conditions has been found to be 4 (the minimum
value). Therefore the proposed TRNG on the reference FPGA
exhibits a throughput of:

TP = Nbits ·
fclkH

NCLK · (2Xorrounds)
= 225Mbit/s (32)

where Nbits is the number of instantiated DD-cells (equal to
128 in these experiments). Obviously, according to eq. 32,
the TP will be lower on FPGA devices which require an
higher value of NCLK and/or an higher value of XOR
rounds.

E. TRNG CHARACTERIZATION
Performances of the DD-Cells configured as TRNG have
been characterized without considering any off-chip post-
processing (e.g. Von Neumann). To assess randomness of
the extracted bitstream the NIST SP 800–22, NIST SP
800-90B and AIS-31 tests mentioned in section V-C have
been used. Restart experiment verification has also been
performed to assess that at each start-up the DD-Cell
generates a bitstreamwhich results uncorrelatedwith the ones
generated before. In addition, bitstream randomness behavior
has been extensively validated on different supply voltage
and temperature conditions, and across 32 different FPGA
devices.

F. RESTART EXPERIMENT TEST
In order to verify the Uniqueness of the bitstream at
each extraction, the correlation between multiple sequences
of 1024 bits extracted the FIFO has been measured.
More in detail, the correlation has been computed among
1000 sequences of 1024 bits extracted from 1000 identical
restart experiments, according to [27] and [45], and it has
been found that the correlation follows a Normal Distribution
with mean value µ ≈ 1.834·10−5 and standard deviation
σ ≈ 0.0013.
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TABLE 3. Results of the NIST SP800-90B tests at VDD=1V.

G. RESULTS OF THE AIS-31 TESTS FOR DIFFERENT VALUES
OF THE SUPPLY VOLTAGE AND TEMPERATURE
The AIS-31 tests have been executed on the 32 bitstreams
extracted from the 32 devices and each bitstream has resulted
to satisfy tests requirements. Tests results on the reference
FPGA board have been reported in Tab. 2. AIS-31 tests
have been also performed on bitstreams extracted from
the reference FPGA board in different supply voltage and
temperature conditions. As it can be observed, when voltage
or temperature increases the overall entropy of the sequence
increases. This behavior is due to the fact that the propagation
delay of the logic is lower when voltage or temperature
increases, hence for the same value of NCLK (which is set by
an environmental independent reference circuit (i.e. a PLL)),
the accumulated Jitter (which is related to the propagation
delay difference of the two paths) is greater. It is worth noting
that a reliable TRNG has to satisfy randomness performance
in each corner condition. Our design approach ensures a
robust random behavior, even when facing PVT variations.
Unlike other methods that require additional post-processing
techniques or extra XOR rounds, our approach does not

compromise performance. It inherently maintains a high
level of randomness without the need for any subsequent
modifications or additions.

H. NIST TESTS VALIDATION
NIST SP800-90B tests have been executed considering a
bitstream length of 100 Mbits. Also these tests have been
executed on 32 different FPGA boards, and results have
confirmed that bitstreams extracted from the proposed TRNG
on each FPGA are able to pass tests requirements. Results
of the NIST SP800-90B tests suite on TRNG implemented
on the reference FPGA are reported in Tab. 3. As it can
be observed, the bitstream extracted from the DD-Cells
configured as TRNG satisfies random requirement needed to
pass these tests, achieving a byte entropy of 7.946989 and
thus a bit entropy of 0.999198.

To provide further validation of the proposed TRNG, the
NIST SP 800–22 tests have been executed considering also
supply voltage variations, and results are reported in Tab. 4,
confirming the capability of the proposed TRNG to pass
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TABLE 4. Results of the NIST SP800-22 tests for different values of VDD.

TABLE 5. Comparison Table of TRNG performances.

NIST tests also for a±10% supply voltage variations without
any post-processing technique.

VII. COMPARISON WITH STATE OF THE ART
A. COMPARISON WITH OTHER TRNG
An overall comparison of FPGA-compatible TRNGs has
been carried out and results are shown in Tab. 5. Regarding
throughput, the proposed PUF+TRNG architecture has the
fastest TRNG with respect to others PUF+TRNG primitives
in the literature, whereas the proposed TRNG results among
the fastest TRNG-only designs. Only [50] achieves an higher

throughput, but its operating frequency is not declared,
making it difficult to compare it with respect to the TP and
operating frequency tradeoff. It has also to be remarked that
the TRNG in [21] achieves a better tradeoff with respect to
FOM , despite having a lower throughput than the proposed
design. The resources usage spread is due to the high entropy
extracted to ensure a random bitstreamwith respect to voltage
and temperature variations, as evidenced by the high FOME .
Compared to other TRNGs in the literature, the proposed
design has a significantly higher FOME , except for the
TRNGs in [27] and [45], which, however exhibit a very low
throughput.
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TABLE 6. Comparison Table of PUF performances.

TABLE 7. Comparison Table of PUF+TRNG performances.

B. COMPARISON WITH OTHER PUF
The proposed DD-Cell configured as PUF has then been
compared with other FPGA-integrated PUF architectures and
main metrics are summarized in Table 6. For what concerns
the Uniqueness and the Reliability in nominal conditions, the
proposed PUF results comparable with the state-of-the-art.

With respect to the resources usage, the proposed DD-PUF
is among the most compact PUF-only designs in the literature
and results the most compact PUF+TRNG primitive. It can
include up to 2 bits/Slice which is 42 times better than [21],
which was the most compact PUF+TRNG in the literature.
In terms of resources usage, it is comparable to other
PUF-primitives employed in [34], [41], [62], and [68] which
occupy two LUTs and two flip-flops. With respect to the
FOM , ˆFOMHD it outperforms all the other PUF+TRNG
designs in the literature. Also with respect to the ˆFOMBERV ,T

it outperform other works and is second to only [32].

C. COMPARISON WITH OTHER PUF+TRNG
In order to compare PUF+TRNG designs, we have focused
on some performance metrics which have been evaluated
in all the recent papers dealing with FPGA-compatible
PUF+TRNG primitives, such as Uniqueness, Reliability,

resources usage and throughput, and we have combined them
in the following Figure Of Merit:

FOMuni =
TP

( bits
SlicePUF

)
OF · SliceTRNG ·

√
HD2

intra + (0.5 − HDinter )2

= FOMT · FOMHD (33)

in which bits
SlicePUF

denotes the resources usage in terms of
bits/Slice of the PUF and with SliceTRNG the number of Slices
used by the TRNG.

Results of the comparison reported in Tab. 7 show that the
proposed PUF+TRNG primitive reaches the best trade-off
among PUF and TRNG performance. This is due to the
fact that our design has been derived from the DD-PUF,
which was already a state-of-the-art design and then has
been optimized to perform as a TRNG with state-of-the-art
performance in terms of TP and resources usage. For what
concerns [75], it can not be compared with other works since
the resources usage on theActel Fusion has not been declared.
For what concerns the PUF+TRNG in [39], the FOMuni can
not be derived since the operating frequency has not been
reported. In addition, we want to remark that further FOMs
for PUF and TRNG (e.g. the FOME and FOMBER) can not be
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included in the comparison table because most PUF+TRNG
in the literature have not been characterized with respect to all
these parameters, or in some cases some important tests (e.g.
NIST tests or Reliability under PVT variations) are missing.
In this work a full PUF and TRNG characterization has been
carried out and hence all the FOMs respectively for PUF and
TRNG performance can be computed.

VIII. CONCLUSION
In this paper we have proposed an FPGA-compatible
PUF+TRNG primitive based on the DD-Cell as the basic
entropy source. A theoretical model of the DD-Cell explain-
ing the PUF and the TRNG behaviour of the DD-Cell has
been presented, and the relations between main performance
figures and design parameters have been evaluated. The
proposed PUF+TRNG architecture has been implemented on
the Artix-7 FPGA platform, and an extensive measurement
campaign involving 32 FPGA boards has been carried
out. It has to be noted that performance of the DD-Cell
architecture is strongly dependent on the design strategy.
This is because the performance of metastable cells, such
as the DD-Cell, depends on symmetries of two nominally
identical branches [32], [34], [41], [62], [68]. The analytical
study carried out in this work has highlighted this limitation,
as the bias of the response is strongly related to the matching
of the two routing delays of the intra-slice connections.
However, it is also important to note that state-of-the-
art performance can be achieved on the different FPGA
platforms if the design guidelines reported in this work are
followed.

Measured performances of the proposed PUF have been
compared against state of the art PUFs showing Uniqueness
and Reliability comparable to the state of the art. In terms
of resources usage, it includes 2 bits/Slice which is 42 times
better than the most compact PUF+TRNG in the literature.
The proposed PUF+TRNG design exhibits the fastest
TRNG with respect to others PUF+TRNG primitives in the
literature, whereas it results among the fastest TRNG-only
designs. The comparison against the PUF+TRNG designs
available in the literature has shown that the proposed
solution exhibits the best trade-off among PUF and TRNG
performance, providing the most compact PUF and the
highest throughput TRNG, with overall good performances
for both cryptographic primitives.
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