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#### Abstract

We study existence, nonexistence, and uniqueness of positive radial solutions for a class of nonlinear systems driven by Pucci extremal operators under a Lane-Emden coupling configuration. Our results are based on the analysis of the associated quadratic dynamical system and energy methods. For both regular and exterior domain radial solutions we obtain new regions of existence and nonexistence. Besides, we show an exclusion principle for regular solutions, either in $\mathbb{R}^{N}$ or in a ball, by exploiting the uniqueness of trajectories produced by the flow.

In particular, for the standard Lane-Emden system involving the Laplacian operator, we prove that the critical hyperbola of regular radial positive solutions is also the threshold for existence and nonexistence of radial exterior domain solutions with Neumann boundary condition. As a byproduct, singular solutions with fast decay at infinity are also found.
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## 1 Introduction and main results

In this paper we study existence, nonexistence, and uniqueness of positive radial solutions of fully nonlinear elliptic partial differential systems of the following type

$$
\left\{\begin{align*}
\mathcal{M}_{\lambda, \Lambda}^{ \pm}\left(D^{2} u\right)+v^{p} & =0 \text { in } \Omega  \tag{1.1}\\
\mathcal{M}_{\lambda, \Lambda}^{ \pm}\left(D^{2} v\right)+u^{q} & =0 \text { in } \Omega \\
u, v & >0 \text { in } \Omega,
\end{align*}\right.
$$

in the superlinear regime $p q>1$, for $p, q>0$, and $\Omega \subset \mathbb{R}^{N}, N \geq 3$. Here, $\mathcal{M}_{\lambda, \Lambda}^{ \pm}$are the Pucci's extremal operators for $0<\lambda \leq \Lambda$, defined as

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}(X):=\sup _{\lambda I \leq A \leq \Lambda I} \operatorname{tr}(A X), \quad \mathcal{M}_{\lambda, \Lambda}^{-}(X):=\inf _{\lambda I \leq A \leq \Lambda I} \operatorname{tr}(A X) \tag{1.2}
\end{equation*}
$$

where $A, X$ are $N \times N$ symmetric matrices, and $I$ is the identity matrix. They play an essential role in stochastic control theory and mean field games. For more information about these operators, see for instance [4].

We deal with classical solutions of (1.1) that are $C^{2}$ for $r>0$. We call a solution pair $(u, v)$ regular if $u$ and $v$, together with their derivatives, are continuously defined at $x=0$.

For regular solutions, the set $\Omega$ is either the whole space $\mathbb{R}^{N}$, or a ball $B_{R}$ of radius $R>0$ centered at the origin, or an exterior domain $\mathbb{R}^{N} \backslash B_{R}$. In the case of singular solutions, $\Omega$ can be either $\mathbb{R}^{N} \backslash\{0\}$ or $B_{R} \backslash\{0\}$, and we assume the condition

$$
\begin{equation*}
\lim _{r \rightarrow 0} u(r)=\lim _{r \rightarrow 0} v(r)=+\infty, \quad r=|x| . \tag{1.3}
\end{equation*}
$$

In addition, whenever $\Omega$ has a boundary, we prescribe the Dirichlet condition

$$
\begin{equation*}
u, v=0 \text { on } \partial \Omega, \quad \text { or } \quad u, v=0 \text { on } \partial \Omega \backslash\{0\} \text { under (1.3). } \tag{1.4}
\end{equation*}
$$

[^0]We highlight that positive solutions of (1.1) in a ball for $p q>1$ are always radial, see [9] (see also [6] for the respective scalar case $p=q$ ).

Next, we define the positive parameters $\alpha, \beta$ given by

$$
\begin{equation*}
\alpha=\frac{2(p+1)}{p q-1}, \quad \beta=\frac{2(q+1)}{p q-1} \tag{1.5}
\end{equation*}
$$

for $p, q>0$ such that $p q>1$. They play a role in the scaling

$$
\begin{equation*}
u_{\gamma}(r)=\gamma^{\alpha} u(\gamma r), \quad v_{\gamma}(r)=\gamma^{\beta} v(\gamma r), \quad \text { for } \gamma>0 \tag{1.6}
\end{equation*}
$$

under which the system (1.1) in $\mathbb{R}^{N}$ is invariant; see also Remark 2.3.
Let us have in mind the following initial value problem with positive shooting parameters $\xi$, $\eta$, which produces the radial regular solutions of (1.1),

$$
\left\{\begin{array}{lll}
u^{\prime \prime}=M_{ \pm}\left(-r^{-1}(N-1) m_{ \pm}\left(u^{\prime}\right)-|v|^{p-1} v\right), & u(0)=\xi, & u^{\prime}(0)=0,  \tag{1.7}\\
v^{\prime \prime}=M_{ \pm}\left(-r^{-1}(N-1) m_{ \pm}\left(v^{\prime}\right)-|u|^{q-1} u\right), & v(0)=\eta, & v^{\prime}(0)=0,
\end{array} \quad \eta>0, ~ \$\right.
$$

where $M_{ \pm}$and $m_{ \pm}$are the Lipschitz functions

$$
\begin{align*}
& m_{+}(s)=\left\{\begin{array}{ll}
\lambda s & \text { if } s \leq 0 \\
\Lambda s & \text { if } s>0
\end{array} \quad \text { and } \quad M_{+}(s)= \begin{cases}s / \lambda & \text { if } s \leq 0 \\
s / \Lambda & \text { if } s>0\end{cases} \right.  \tag{1.8}\\
& m_{-}(s)=\left\{\begin{array}{ll}
\Lambda s & \text { if } s \leq 0 \\
\lambda s & \text { if } s>0
\end{array} \quad \text { and } \quad M_{-}(s)= \begin{cases}s / \Lambda & \text { if } s \leq 0 \\
s / \lambda & \text { if } s>0\end{cases} \right. \tag{1.9}
\end{align*}
$$

The first main result of this paper concerns uniqueness of regular radial solutions of (1.1) when $\Omega=\mathbb{R}^{N}$, and uniqueness of solutions to the associated Dirichlet problem (1.1), (1.4) for $\Omega=B_{R}$.

Theorem 1.1. Let $p, q>0$ with $p q>1$. Then:
(i) problem (1.1) with $\Omega=\mathbb{R}^{N}$ has at most one radial positive regular solution up to scaling (1.6). Moreover, the set of shooting parameters $(\xi, \eta)$ for which (1.7) admits a positive radial solution in $\mathbb{R}^{N}$ is the graph of a simple smooth curve $\eta=c \xi^{\frac{q+1}{p+1}}$, where $c$ is a constant;
(ii) problem (1.1), (1.4) with $\Omega=B_{R}, R>0$, has at most one positive solution $(u, v)$, which is radial. Further, given $\bar{R}>0$, any other solution pair $(\bar{u}, \bar{v})$ in $B_{\bar{R}}$ is obtained from $(u, v)$ by rescaling, i.e. $(\bar{u}, \bar{v})=\left(u_{\gamma}, v_{\gamma}\right)$ in (1.6), for some $\gamma>0$ such that $\bar{R}=\gamma R$.

Next we consider the following hyperbolas $\mathcal{H}$ and $\widetilde{\mathcal{H}}$ on the plane,

$$
\begin{align*}
&(p, q) \in \mathcal{H} \Leftrightarrow \quad \alpha+\beta=N-2 \quad \Leftrightarrow \quad \frac{1}{p+1}+\frac{1}{q+1}=\frac{N-2}{N}  \tag{1.10}\\
&(p, q) \in \widetilde{\mathcal{H}}_{ \pm} \quad \Leftrightarrow \quad \alpha+\beta=\tilde{N}_{ \pm}-2 \quad \Leftrightarrow \quad \frac{1}{p+1}+\frac{1}{q+1}=\frac{\tilde{N}_{ \pm}-2}{\tilde{N}_{ \pm}} \tag{1.11}
\end{align*}
$$

where $\tilde{N}_{ \pm}$are the dimensional-like numbers

$$
\begin{equation*}
\tilde{N}_{+}=\frac{\lambda}{\Lambda}(N-1)+1, \quad \tilde{N}_{-}=\frac{\Lambda}{\lambda}(N-1)+1 \tag{1.12}
\end{equation*}
$$

For a pair $(p, q)$ with $p, q>0$ and $p q>1$, the region below $\mathcal{H}$ is expressed by $\alpha+\beta>N-2$, and the region above $\mathcal{H}$ by $\alpha+\beta<N-2$; the same for $\widetilde{\mathcal{H}}_{ \pm}$by replacing $N$ by $\tilde{N}_{ \pm}$.

Definition 1.2. Let $(u, v)$ be a radial solution pair of (1.1) defined for all $r \geq r_{0}$, for some $r_{0} \geq 0, r=|x|$. We say $(u, v)$ is fast decaying if there exists $c>0$ such that at least one between $u, v$ satisfies $\lim _{r \rightarrow \infty} r^{\tilde{N}-2} w(r)=c$, where $\tilde{N}$ is either $\tilde{N}_{+}$if the operator is $\mathcal{M}^{+}$or $\tilde{N}_{-}$for $\mathcal{M}^{-}$.

In the case of regular solutions, for the standard Lane-Emden system involving the Laplacian operator $\lambda=$ $\Lambda=1$, then the classical hyperbola $\mathcal{H}$ and $\widetilde{\mathcal{H}}_{ \pm}$are identical, and the following result is well known.

Theorem A 1 ([3, 7, 19, 24, 25]). Below $\mathcal{H}$, for each $R>0$ there exists a unique radial solution of (1.1), (1.4) in $B_{R}$, and there is no radial solution of (1.1) in $\mathbb{R}^{N}$. On $\mathcal{H}$ there exists a unique radial fast decaying solution of (1.1) in $\mathbb{R}^{N}$ up to scaling, and there is no radial solution of (1.1), (1.4) in any ball. Above $\mathcal{H}$ there exists a unique radial solution of (1.1) in $\mathbb{R}^{N}$ up to scaling, and there is no radial solution of (1.1), (1.4) in any ball.

The respective nonradial case has been widely investigated at least since the works of de Figueiredo, see [8]. The so called Lane-Emden Conjecture upholds the nonexistence of positive solutions between hyperbolas $p q=1$ and $\mathcal{H}$ is still open in general, except for dimensions $N=3,4$ in $[21,26]$.

In what concerns the qualitative analysis of regular solutions in Theorem 1, we obtain the following concavity result, for both solutions in the ball and fast decaying ones.

Theorem 1.3. If $\lambda=\Lambda$ and the pair $(p, q)$ is below or on the hyperbola $\mathcal{H}$, then a regular solution $(u, v)$ of (1.1) is such that $u$ and $v$ change concavity exactly once.

Still for the standard Lane-Emden system, we obtain the following Liouville type result on exterior domain solutions with Dirichlet boundary condition.

Theorem 1.4 (Liouville exterior domain Dirichlet). Let $\lambda=\Lambda$. If $\alpha+\beta \geq N-2$ then there is no radial positive exterior domain solution of (1.1) for any $R>0$ with Dirichlet boundary condition (1.4).

In the fully nonlinear scalar perspective, the very first classification result on radial positive solutions of Lane-Emden equations involving Pucci operators was obtained by Felmer and Quaas in [10, 11], by using an innovative ODE approach. Further existence in annuli and exterior domains were found in [13] and [12], respectively. More recently in [18] we derived a complete classification of singular solutions, even for weighted equations, via a special change of variables, as in [3], that permits us visualizing all orbits of the corresponding dynamical system. We note that the study of quadratic systems to treat Emden-Fowler type problems has long been used, see also [17, 28].

As far as the fully nonlinear system is concerned, Quaas and Sirakov proved in [23] that problem (1.1) has no solutions in $\mathbb{R}^{N}$ if at least one between $\alpha$ and $\beta$ is larger than or equal to $\tilde{N}_{ \pm}-2$, whenever $p, q$ enjoy the superlinearity $p q>1$ under the additional assumption $p, q \geq 1$. They also used this result and the blow-up method to show existence of a solution to (1.1) in a ball. In [1], Armstrong and Sirakov removed the assumption $p, q \geq 1$, by extending the result to the region

$$
\begin{equation*}
\mathcal{R}_{s}^{ \pm}=\left\{(p, q) \in \mathbb{R}^{2}: p, q>0, p q>1, \text { with } \alpha \geq \tilde{N}_{ \pm}-2 \text { or } \beta \geq \tilde{N}_{ \pm}-2\right\} \tag{1.13}
\end{equation*}
$$

on the plane $(p, q)$. We recall (1.13) describes the range of nonexistence of supersolutions, which in turn extends the scalar case developed in [5]. We highlight that in the papers [1, 23] the authors were able to treat even more difficult cases of different and more general nonlinear operators, for instance an equation with a maximal Pucci operator and the other one with a minimal. The region in (1.13) is rewritten accordingly to the dimension-like numbers associated with each operator. Obviously this is far from optimal when referring to solutions of (1.1).

In this paper we come up with enlightening results about the general qualitative theory of regular solutions for the Pucci-Lane-Emden system. We prefer to consider the same Pucci operator in both equations by a matter of choice, in order to emphasize what is new for the fully nonlinear scenario when compared with the classical Lane-Emden setting. Let us consider, for this purpose, the set of regular solutions in a ball as

$$
\mathcal{C}=\left\{(p, q) \in \mathbb{R}^{2}: p, q>0, p q>1 ; \text { there exists a solution }(u, v) \text { of }(1.1),(1.4) \text { in } B_{R}\right\}
$$

Next, we denote the set of ground state regular solutions as

$$
\mathcal{G}=\left\{(p, q) \in \mathbb{R}^{2}: p, q>0, p q>1 ; \text { there exists a radial solution }(u, v) \text { of }(1.1) \text { in } \mathbb{R}^{N}\right\}
$$

In what follows we characterize the complementary set to $\mathcal{G}$ as $\mathcal{C}$, independently of the location of the superlinear pair $(p, q)$, and for any $0<\lambda \leq \Lambda$. In other words, it says that we cannot have regular solutions both in a ball and in $\mathbb{R}^{N}$ simultaneously.

Theorem 1.5 (Exclusion principle). For $\mathcal{C}$ and $\mathcal{G}$ as above concerning regular solutions, we have $\left\{(p, q) \in \mathbb{R}^{2}\right.$ : $p, q>0, p q>1\}=\mathcal{C} \sqcup \mathcal{G}$, where $\sqcup$ is a disjoint union.

Our strategy for obtaining Theorem 1.5 is to show how uniqueness of regular solutions presented in Theorem 1.1 either in $\mathbb{R}^{N}$ or in $B_{R}$, up to rescaling, is translated into uniqueness of trajectories for the respective dynamical system. This is the heart of the paper and, up to our knowledge, it is the first time an exclusion result of this nature is proven in this context.

As a byproduct, we improve the region (1.13) in what concerns nonexistence of solutions to (1.1), as long as $p, q$ are close to the diagonal $p=q$, see Figure 1. In the case of the operator $\mathcal{M}^{+}$, the novelty depends on whether $\mathcal{R}_{s}^{+}$does not contain $\mathcal{H}$. This would correspond to the scalar situation $p_{s}^{+}<p_{\Delta}$. Meanwhile, for the operator $\mathcal{M}^{-}$ this is always an improvement, in analogy to the scalar case $p_{s}^{-}<p_{\Delta}$. Here,

$$
p_{s}^{ \pm}=\frac{\tilde{N}_{ \pm}}{\tilde{N}_{ \pm}-2} \quad \text { and } \quad p_{\Delta}=\frac{N+2}{N-2}
$$

where $p_{s}^{ \pm}$is the corresponding Serrin exponent for the Pucci's operator $\mathcal{M}^{ \pm}$from [5], while $p_{\Delta}$ is the critical exponent for the Lane-Emden equation driven by the Laplacian operator.

Now we define the regions, down and up, for the operator $\mathcal{M}^{+}$,

$$
\begin{gather*}
\mathcal{R}_{d}^{+}=\left\{(p, q) \in \mathbb{R}_{+}^{2}: \frac{N}{p+1}+\frac{\tilde{N}_{+}}{q+1}>N-2, \quad \frac{\tilde{N}_{+}}{p+1}+\frac{N}{q+1}>N-2, \quad p q>1\right\}  \tag{1.14}\\
\mathcal{R}_{u}^{+}=\left\{(p, q) \in \mathbb{R}_{+}^{2}: \quad \frac{N}{p+1}+\frac{\tilde{N}_{+}}{q+1}<\tilde{N}_{+}-2, \quad \frac{\tilde{N}_{+}}{p+1}+\frac{N}{q+1}<\tilde{N}_{+}-2\right\} \tag{1.15}
\end{gather*}
$$

and the respective lower and upper regions for $\mathcal{M}^{-}$given by

$$
\begin{gather*}
\mathcal{R}_{d}^{-}=\left\{(p, q) \in \mathbb{R}_{+}^{2}: \frac{N}{p+1}+\frac{\tilde{N}_{-}}{q+1}>\tilde{N}_{-}-2, \quad \frac{\tilde{N}_{-}}{p+1}+\frac{N}{q+1}>\tilde{N}_{-}-2, \quad p q>1\right\},  \tag{1.16}\\
\mathcal{R}_{u}^{-}=\left\{(p, q) \in \mathbb{R}_{+}^{2}: \quad \frac{N}{p+1}+\frac{\tilde{N}_{-}}{q+1}<N-2, \quad \frac{\tilde{N}_{-}}{p+1}+\frac{N}{q+1}<N-2\right\} \tag{1.17}
\end{gather*}
$$



Figure 1: Our improved region $\mathcal{R}_{d}^{+}$in (1.14) for $\mathcal{M}^{+}$with respect to region $\mathcal{R}_{s}^{+}$in (1.13).
Our next main result exhibits existence and nonexistence results in these regions, by showing that $\mathcal{R}_{d}^{ \pm} \subset \mathcal{C}$ and $\overline{\mathcal{R}_{u}^{ \pm}} \subset \mathcal{G}$ for the corresponding operator $\mathcal{M}_{ \pm}$.

Theorem 1.6 (Regular solutions). Let $\lambda \neq \Lambda$. With respect to regular solutions of (1.1), it follows:
(i) if $(p, q) \in \mathcal{R}_{d}^{ \pm}$then problem (1.1) in $\mathbb{R}^{N}$ does not have positive radial solutions. Moreover, for each $R>0$ there exists a unique positive solution (1.1), (1.4) in the ball $B_{R}$;
(ii) if $(p, q) \in \overline{\mathcal{R}_{u}^{ \pm}}$then there exists a unique (up to scaling) positive radial solution of (1.1) in $\mathbb{R}^{N}$. Further, there is no solutions of (1.1), (1.4) in any ball $B_{R}$.


Figure 2: The regions $\mathcal{R}_{d}^{+}$in (1.14) and $\mathcal{R}_{u}^{+}$in (1.15) for the operator $\mathcal{M}^{+}$.

Our approach for proving Theorem 1.6 relies on a suitable choice of piecewise defined energies for the associated quadratic system. They are discontinuous functions ruled by four hyperbolas rather than just one when comparing it to proof of Theorem 1 in [3]. Moreover, regarding the study of fast decaying solutions, we develop a brand new study at the stationary points responsible for generating fast decaying trajectories in the dynamical system. It is an open question whether or not uniqueness of fast decaying solutions holds in the region above $\mathcal{R}_{s}^{ \pm}$in light of Theorem 1.1, cf. the scalar case $[12,18]$.

Moreover, by Theorem 1.6 we can say that $\mathcal{C}$ is nonempty, the set $\{q:(p, q) \in \mathcal{C}\}$ is bounded from above for each fixed $p$, so we may define $\partial \mathcal{C}$. We believe $\mathcal{C}$ is connected and $\partial \mathcal{C}$ consists of a continuous curve on the plane $(p, q)$. We show in Corollary 4.2 that regular solutions in $\mathcal{R}_{d}^{ \pm}$change concavity exactly once, although we guess this property is preserved up to $(p, q) \in \overline{\mathcal{C}}$ as in the scalar case [18].

In view of Theorem 1.5, we conjecture that $\partial \mathcal{C}$ turns out to be a critical curve on the $(p, q)$ plane, being the threshold between existence and nonexistence of regular solutions in $\mathbb{R}^{N}$. We also conjecture that this produces a critical curve for existence and nonexistence of fast decaying exterior domain solutions. We point out that $\partial \mathcal{C} \subset \mathcal{G}$ since $\mathcal{C}$ is open (see Proposition 3.10). It is natural to expect, on this critical curve, the behavior of the solutions at infinity being subject to a fast decaying profile.

On the other hand, we give a result on exterior domain and singular solutions. Up to our knowledge, they are novelties even for standard Lane-Emden systems driven by the Laplacian operator.

Particularly for the next theorem, we consider the (nonempty) regions $\mathcal{R}_{D}^{ \pm} \subset \mathcal{R}_{d}^{ \pm}$given by

$$
\begin{array}{ll}
\mathcal{R}_{D}^{+}:=\left\{(p, q) \in \mathbb{R}^{2}: \frac{1}{p+1}+\frac{1}{q+1}>\frac{\Lambda}{\lambda} \frac{2 N-\tilde{N}_{+}-2}{\tilde{N}_{+}}, p q>1\right\} & \text { for } \mathcal{M}^{+} \\
\mathcal{R}_{D}^{-}:=\left\{(p, q) \in \mathbb{R}^{2}: \frac{1}{p+1}+\frac{1}{q+1}>\frac{\Lambda}{\lambda} \frac{2 \tilde{N}_{-}-N-2}{\tilde{N}_{-}}, p q>1\right\} & \text { for } \mathcal{M}^{-} .
\end{array}
$$

Theorem 1.7 (Exterior domain Neumann). Let $\lambda \leq \Lambda$ and $R>0$. Regarding solutions of (1.1) defined in the exterior domain $\mathbb{R}^{N} \backslash B_{R}$, with $u, v>0$ on $\partial B_{R}$, and $\partial_{\nu} u, \partial_{\nu} v=0$ on $\partial B_{R}$, it holds:
(i) if $(p, q) \in \overline{\mathcal{R}_{D}^{ \pm}}$then there is no radial positive exterior domain solution of (1.1);
(ii) if $(p, q) \in \mathcal{R}_{u}^{ \pm}$there exist exterior domain fast decaying solutions of (1.1).

Moreover, if $\lambda=\Lambda$ then the hyperbola $\mathcal{H}$ in (1.10) gives us the threshold for existence and nonexistence of exterior domain solutions with Neumann boundary condition.

Theorem 1.8 (Singular solutions). Let $\lambda \leq \Lambda$. Regarding singular solutions of (1.1)-(1.3), one has:
(i) if $(p, q) \in \mathcal{R}_{d}^{ \pm}$there exists a singular fast decaying solution of (1.1), (1.3) in $\mathbb{R}^{N}$;
(ii) if $(p, q) \in \overline{\mathcal{R}_{u}^{ \pm}}$then there is no singular fast decaying solution of (1.1), (1.3) in $\mathbb{R}^{N}$.

Furthermore, if $\lambda=\Lambda$ then the hyperbola $\mathcal{H}$ in (1.10) divides existence and nonexistence of fast decaying singular solutions in $\mathbb{R}^{N}$.

We highlight that the extension of our results to Hénon weights $|x|^{a},|x|^{b}$ with $a, b>-1$ could be treated as in [18], in the spirit of [3]. We prefer to skip it in this work to keep the presentation simpler.

The paper is organized as follows. In Section 2 we recall some preliminary facts on radial solutions of Pucci's operators and study the associated quadratic system. Section 3 is dedicated to the global study of the dynamical system and we prove Theorems 1.1 and 1.5. Setion 4 is devoted to energy and qualitative analyses, and the proof of the remaining theorems are provided.

## 2 The dynamical system

In this section we define some new variables which allow us to transform the radial fully nonlinear equations into a quadratic dynamical system.

### 2.1 The second order PDE system

We start by recalling that the Pucci's extremal operators in (1.2) are equivalently defined as

$$
\begin{equation*}
\mathcal{M}_{\lambda, \Lambda}^{+}(X)=\Lambda \sum_{e_{i}>0} e_{i}+\lambda \sum_{e_{i} \leq 0} e_{i}, \quad \mathcal{M}_{\lambda, \Lambda}^{-}(X)=\lambda \sum_{e_{i}>0} e_{i}+\Lambda \sum_{e_{i} \leq 0} e_{i}, \tag{2.1}
\end{equation*}
$$

where $\left\{e_{i}\right\}_{1 \leq i \leq N}$ are the eigenvalues of $X$. From now on we will drop writing the parameters $\lambda, \Lambda$ in the notations for the Pucci's operators.

When $u$ is a radial function, to simplify notation we set $u(|x|)=u(r)$ for $r=|x|$. If in addition $u$ is $C^{2}$, the eigenvalues of the Hessian matrix $D^{2} u$ are $u^{\prime \prime}$ which is simple, and $\frac{u^{\prime}(r)}{r}$ with multiplicity $N-1$.

The Lane-Emden system (1.1) for $\mathcal{M}^{+}$is written in radial coordinates as

$$
\left\{\begin{array}{l}
u^{\prime \prime}=M_{+}\left(-r^{-1}(N-1) m_{+}\left(u^{\prime}\right)-v^{p}\right),  \tag{+}\\
v^{\prime \prime}=M_{+}\left(-r^{-1}(N-1) m_{+}\left(v^{\prime}\right)-u^{q}\right), \quad u, v>0
\end{array}\right.
$$

while for $\mathcal{M}^{-}$one has

$$
\left\{\begin{array}{l}
u^{\prime \prime}=M_{-}\left(-r^{-1}(N-1) m_{-}\left(u^{\prime}\right)-v^{p}\right),  \tag{-}\\
v^{\prime \prime}=M_{-}\left(-r^{-1}(N-1) m_{-}\left(v^{\prime}\right)-u^{q}\right), \quad u, v>0
\end{array}\right.
$$

which are understood in the maximal interval where $u, v$ are both positive.
We stress that by regular solution of $\left(P_{+}\right)$or $\left(P_{-}\right)$we mean a solution pair $(u, v)$ which is positively defined at $r=0$, and twice differentiable up to 0 .

Let us consider the following functions which determine the sign of $-u^{\prime \prime},-v^{\prime \prime}$,

$$
\begin{equation*}
H_{1}(r)=r^{-1}(N-1) m_{ \pm}\left(u^{\prime}\right)+v^{p}, \quad H_{2}(r)=r^{-1}(N-1) m_{ \pm}\left(v^{\prime}\right)+u^{q} \tag{2.2}
\end{equation*}
$$

Next we show that solutions of $\left(P_{+}\right)$or $\left(P_{-}\right)$are strictly concave around $r=0$.
Lemma 2.1. Every regular solution pair $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$satisfies $u^{\prime \prime}(0)<0, v^{\prime \prime}(0)<0$. In particular, $u$ and $v$ are both concave in a neighborhood of $r=0$.

Proof. Suppose by contradiction that $u^{\prime \prime}(0) \geq 0$. Then note that

$$
H_{1}(0)=\lim _{r \rightarrow 0^{+}} H_{1}(r)=\lim _{r \rightarrow 0^{+}}\left\{(N-1) m_{ \pm}\left(\frac{u^{\prime}(r)-u^{\prime}(0)}{r}\right)+v^{p}(r)\right\} \geq v^{p}(0)>0
$$

since $m_{ \pm}$are Lipschitz continuous. Now the continuity of $M_{ \pm}$yields $u^{\prime \prime}(0)=\lim _{r \rightarrow 0^{+}} u^{\prime \prime}(r)=M_{ \pm}\left(-H_{1}(0)\right)<0$, a contradiction. Analogously one shows that $v^{\prime \prime}(0)<0$.

Lemma 2.2. If $(u, v)$ is a regular or singular solution pair of $\left(P_{+}\right)$or $\left(P_{-}\right)$(together with (1.3) in the singular case) then $u^{\prime}, v^{\prime}<0$ in $(0,+\infty)$ as long as both $u, v$ remain positive.

Proof. Let us prove only the monotonicity for $u$, since the one for $v$ is analogous. If $(u, v)$ is regular, by Lemma 2.1 we have $u^{\prime \prime}(0)<0$, thus $u^{\prime}$ is decreasing in a neighborhood of 0 . Since $u^{\prime}(0)=0$, then $u^{\prime}(r)<0$ in some interval of positive $r$. On the other hand, if $(u, v)$ is singular satisfying (1.3), then $u$ is necessarily decreasing in a neighborhood of $r=0$. Anyway, let $\left(0, r_{0}\right)$ be the maximal interval where $u^{\prime}<0$. There are two possibilities: either $r_{0}=\infty$, or $u^{\prime}\left(r_{0}\right)=0$.

If we had $u^{\prime}\left(r_{0}\right)=0$ at some point where $u$ is positive, i.e. with $u\left(r_{0}\right)>0$, we would obtain $u^{\prime \prime}\left(r_{0}\right)<0$ from the equation. That is, $u^{\prime}$ is strictly decreasing when passing through the point $r_{0}$, and hence attains negatives values on the left of $r_{0}$. This contradicts the definition of $r_{0}$. Thus $u^{\prime}$ can never vanish at a positivity point of $u$ if $u$ solves either $\left(P_{+}\right)$or $\left(P_{-}\right)$.

In what concerns the initial value problem (1.7), we recall once again that a regular solution $(u, v)$ of (1.7) is twice differentiable up to 0 . Since a solution pair of (1.7) is positive near 0 , by the previous lemmas we obtain that it is a solution for the system driven by the Laplacian operator around $r=0$. Now, by [24, Lemma 2.1] for instance, local solutions of (1.7) exist. We denote by $u_{\xi, \eta}, v_{\xi, \eta}$ the solutions of (1.7). Then we set $R_{\xi, \eta}$, with $R_{\xi, \eta} \leq+\infty$, the radius of the maximal interval $[0, R)$ where $u_{\xi, \eta}$ and $v_{\xi, \eta}$ are both positive.

Hence $(u, v)$ is a solution of $\left(P_{ \pm}\right)$in $\left[0, R_{\xi, \eta}\right)$. Obviously, if $R_{\xi, \eta}=+\infty$ then $(u, v)$ corresponds to a radial positive solution of (1.1) for $\Omega=\mathbb{R}^{N}$. When $R_{\xi, \eta}<+\infty$ and $u\left(R_{\xi, \eta}\right)=v\left(R_{\xi, \eta}\right)=0$ it gives a positive solution of the Dirichlet problem (1.1), (1.4) in the ball $\Omega=B_{R_{\xi, \eta}}$.
Remark 2.3. Given a regular positive solution pair $(u, v)$ in $\left[0, R_{\xi, \eta}\right.$ ), with $u=u_{\xi, \eta}$ and $v=v_{\xi, \eta}$, which satisfies (1.7) for some positive constants $\xi, \eta$, then the rescaled functions $u_{\gamma}$ and $v_{\gamma}$ as in (1.6), $\gamma>0$, still give a positive solution pair of the same equation in $\left[0, \gamma^{-1} R_{\xi, \eta}\right)$ with initial values $u_{\gamma}(0)=\gamma^{\alpha} \xi$ and $v_{\gamma}(0)=\gamma^{\beta} \eta$.

If $u, v$ are defined in the whole interval $[0,+\infty)$, thus there is a family of entire regular solutions obtained via $u_{\gamma}, v_{\gamma}$ for all $\gamma>0$. If there are no other entire solutions then we say that $(u, v)$ is unique up to scaling.

On the other hand, a solution in the ball of radius $R_{\xi, \eta}$ automatically produces a solution for an arbitrary ball, by properly choosing the parameter $\gamma>0$.

### 2.2 The associated quadratic system

In this section we adapt the approach introduced in [3] to treat the classical Lane-Emden system, by defining a suitable setting of coordinates which transforms the second order PDE problem into a fourth order autonomous quadratic system of ODEs.

Let $u, v$ be a positive solution pair of $\left(P_{+}\right)$or $\left(P_{-}\right)$, then we can define, as in [3], the new functions

$$
\begin{equation*}
X(t)=-\frac{r u^{\prime}}{u}, \quad Y(t)=-\frac{r v^{\prime}}{v}, \quad Z(t)=-\frac{r v^{p}}{u^{\prime}}, \quad W(t)=-\frac{r u^{q}}{v^{\prime}} \tag{2.3}
\end{equation*}
$$

for $t=\ln (r)$, whenever $r>0$ is such that $u, v \neq 0$ and $u^{\prime}, v^{\prime} \neq 0$. The phase space is contained in $\mathbb{R}^{4}$ and, throughout the paper, we denote its positive cone as

$$
\mathcal{K}=\left\{(X, Y, Z, W) \in \mathbb{R}^{4}: X, Y, Z, W>0\right\}
$$

Since we are studying positive solutions, the points $(X(t), Y(t), Z(t), W(t))$ belong to $\mathcal{K}$ when both $u^{\prime}, v^{\prime}<0$. As a consequence of this monotonicity, the problems $\left(P_{+}\right)$and $\left(P_{-}\right)$then become in $\mathcal{K}$ as:

$$
\begin{align*}
& \text { for } \mathcal{M}^{+} \text {in } \mathcal{K}: \quad\left\{\begin{array}{l}
u^{\prime \prime}=M_{+}\left(-\lambda r^{-1}(N-1) u^{\prime}-v^{p}\right), \\
v^{\prime \prime}=M_{+}\left(-\lambda r^{-1}(N-1) v^{\prime}-u^{q}\right), \quad u, v>0
\end{array}\right.  \tag{2.4}\\
& \text { for } \mathcal{M}^{-} \text {in } \mathcal{K}: \quad\left\{\begin{array}{l}
u^{\prime \prime}=M_{-}\left(-\Lambda r^{-1}(N-1) u^{\prime}-v^{p}\right), \\
v^{\prime \prime}=M_{-}\left(-\Lambda r^{-1}(N-1) v^{\prime}-u^{q}\right), \quad u, v>0
\end{array}\right. \tag{2.5}
\end{align*}
$$

Remark 2.4. Regular or singular solutions of $\left(P_{+}\right)$and ( $P_{-}$) enjoy the monotonicity $u^{\prime}, v^{\prime}<0$ by Lemma 2.2. Thus their study and respective dynamics is restricted to $\overline{\mathcal{K}}$.

In terms of the functions (2.3), we derive the following autonomous dynamical system, corresponding to (2.4) for $\mathcal{M}^{+}$, where the dot stands for $\frac{\mathrm{d}}{\mathrm{d} t}$,

$$
\mathcal{M}^{+} \text {in } \mathcal{K}:\left\{\begin{align*}
\dot{X} & =X\left[X+1-M_{+}(\lambda(N-1)-Z)\right]  \tag{2.6}\\
\dot{Y} & =Y\left[Y+1-M_{+}(\lambda(N-1)-W)\right] \\
\dot{Z} & =Z\left[1-p Y+M_{+}(\lambda(N-1)-Z)\right] \\
\dot{W} & =W\left[1-q X+M_{+}(\lambda(N-1)-W)\right] .
\end{align*}\right.
$$

Similarly one has for $\mathcal{M}^{-}$, associated to (2.5),

$$
\mathcal{M}^{-} \text {in } \mathcal{K}:\left\{\begin{align*}
\dot{X} & =X\left[X+1-M_{-}(\Lambda(N-1)-Z)\right]  \tag{2.7}\\
\dot{Y} & =Y\left[Y+1-M_{-}(\Lambda(N-1)-W)\right] \\
\dot{Z} & =Z\left[1-p Y+M_{-}(\Lambda(N-1)-Z)\right] \\
\dot{W} & =W\left[1-q X+M_{-}(\Lambda(N-1)-W)\right]
\end{align*}\right.
$$

We stress that trajectories of $(2.6),(2.7)$ correspond to positive, decreasing solutions of $\left(P_{+}\right),\left(P_{-}\right)$.
On the other hand, given a trajectory $\tau=(X, Y, Z, W)$ of (2.6) or (2.7) in $\mathcal{K}$, we define

$$
\begin{equation*}
u(r)=r^{-\alpha}(X Z)^{\frac{1}{p q-1}}(Y W)^{\frac{p}{p q-1}}(t), \quad v(r)=r^{-\beta}(X Z)^{\frac{q}{p q-1}}(Y W)^{\frac{1}{p q-1}}(t), \quad \text { where } r=e^{t} \tag{2.8}
\end{equation*}
$$

Thus we deduce

$$
\begin{aligned}
u^{\prime}(r) & =-\alpha r^{-\alpha-1}(X Z)^{\frac{1}{p q-1}}(t)(Y W)^{\frac{p}{p q-1}}(t)+\frac{r^{-\alpha}}{p q-1}(X Z)^{\frac{1}{p q-1}-1}(t) \frac{\dot{X} Z+X \dot{Z}}{r} \\
& +\frac{p r^{-\alpha}}{p q-1}(Y W)^{\frac{p}{p q-1}-1}(t) \frac{\dot{Y} W+Y \dot{W}}{r}=\frac{u}{r}\left\{-\alpha+\frac{X+2-p Y}{p q-1}+p \frac{Y+2-q X}{p q-1}\right\}=-\frac{X(t) u(r)}{r}
\end{aligned}
$$

and analogously for $v^{\prime}$. Since $X, Y \in C^{1}$, then $u, v \in C^{2}$. Moreover, $u, v$ satisfy either $\left(P_{+}\right)$or $\left(P_{-}\right)$from the respective equations for $\dot{X}, \dot{Y}, \dot{Z}, \dot{W}$ in the dynamical system.

In other words, $(X, Y, Z, W)$ is a solution of system (2.6) or (2.7) in $\mathcal{K}$ if and only if $(u, v)$ defined by (2.8) is a positive pair solution of $\left(P_{+}\right)$or $\left(P_{-}\right)$with $u^{\prime}, v^{\prime}<0$.

An important role in the study of our problem is played by the following hyperplanes for $\mathcal{M}^{+}$,

$$
\begin{equation*}
\pi_{\lambda, Z}=\{(X, Y, Z, W): Z=\lambda(N-1)\} \cap \mathcal{K}, \quad \pi_{\lambda, W}=\{(X, Y, Z, W): W=\lambda(N-1)\} \cap \mathcal{K} \tag{2.9}
\end{equation*}
$$

which, as in the scalar case (see [18]), correspond to the vanishing of $u^{\prime \prime}$ and $v^{\prime \prime}$, respectively. They allow us to define the following regions

$$
\begin{array}{r}
R_{\lambda, Z}^{+}=\{(X, Y, Z, W) \in \mathcal{K}: Z>\lambda(N-1)\}, R_{\lambda, Z}^{-}=\{(X, Y, Z, W) \in \mathcal{K}: Z<\lambda(N-1)\}, \\
R_{\lambda, W}^{+}=\{(X, Y, Z, W) \in \mathcal{K}: W>\lambda(N-1)\}, R_{\lambda, W}^{-}=\{(X, Y, Z, W) \in \mathcal{K}: W<\lambda(N-1)\}, \tag{2.10}
\end{array}
$$

which represent the sets where the corresponding functions $u, v$ are concave or convex. More precisely, $R_{\lambda, Z}^{+}$and $R_{\lambda, W}^{+}$are the regions of strictly concavity of $u$ and $v$ respectively, while $R_{\lambda, Z}^{-}$and $R_{\lambda, W}^{-}$are the regions of strictly convexity of $u$ and $v$.

The corresponding notations for the operator $\mathcal{M}^{-}$are

$$
\begin{gather*}
\pi_{\Lambda, Z}=\{(X, Y, Z, W): Z=\Lambda(N-1)\} \cap \mathcal{K}, \pi_{\Lambda, W}=\{(X, Y, Z, W): W=\Lambda(N-1)\} \cap \mathcal{K},  \tag{2.11}\\
R_{\Lambda, Z}^{+}=\{(X, Y, Z, W) \in \mathcal{K}: Z>\Lambda(N-1)\}, R_{\Lambda, Z}^{-}=\{(X, Y, Z, W) \in \mathcal{K}: Z<\Lambda(N-1)\}, \\
R_{\Lambda, W}^{+}=\{(X, Y, Z, W) \in \mathcal{K}: W>\Lambda(N-1)\}, R_{\Lambda, W}^{-}=\{(X, Y, Z, W) \in \mathcal{K}: W<\Lambda(N-1)\} \tag{2.12}
\end{gather*}
$$

We recall that Hénon-Lane-Emden problems for Laplacian operators were already studied in [3] in terms of the dynamical system (2.6) in the case $\lambda=\Lambda=1$ after the transformation (2.3).

At this stage it is worth observing that the systems (2.6) and (2.7) are continuous on $\pi_{\lambda, Z}, \pi_{\lambda, W}$. More than that, the right hand sides are locally Lipschitz functions of $X, Y, Z, W$, so the usual ODE theory applies. That is, one recovers existence, uniqueness, and continuity with respect to initial data as well as continuity with respect to the parameters $p, q$, whenever $u, v>0$.

### 2.3 Stationary points and local analysis

We start the section investigating the sets where $\dot{X}=0, \dot{Y}=0, \dot{Z}=0$, and $\dot{W}=0$. One writes the dynamical systems (2.6) and (2.7) as the following ODE first order autonomous equation

$$
\begin{equation*}
(\dot{X}, \dot{Y}, \dot{Z}, \dot{W})=F(X, Y, Z, W), \quad \text { where } \quad F:=\left(f_{1}, f_{2}, g_{1}, g_{2}\right) \tag{2.13}
\end{equation*}
$$

Firstly we recall some standard definitions from ODE theory.
Definition 2.5. A stationary point $Q$ of (2.13) is a zero of the vector field $F$. If $\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}$ are the eigenvalues of the Jacobian matrix $D F(Q)$, then $Q$ is hyperbolic if all of them have nonzero real parts. If this is the case, $Q$ is a source if $\operatorname{Re}\left(\sigma_{i}\right)>0$ for all $i=1,2,3,4$, and a sink if $\operatorname{Re}\left(\sigma_{i}\right)<0$ for $i=1,2,3,4 ; Q$ is a saddle point if it is hyperbolic and $\operatorname{Re}\left(\sigma_{i}\right)<0<\operatorname{Re}\left(\sigma_{j}\right)$ for some $i \neq j$.

The dynamical system is described through local stable and unstable manifolds near hyperbolic stationary points of the system (2.13), see for instance [20, Theorem 6.2]. Here the usual theory for autonomous systems applies. No stationary points exist on the hyperplane subsets (2.9), (2.11), as we will see in Lemmas 2.7 and 2.9.

Observe that if $X=0$ then $\dot{X}=0$, which means that a trajectory which starts on the hyperplane $X=0$ never leaves it; similarly for the others coordinate hyperplanes.

The following sets in $(X, Y, Z, W)$ play an important role for the system (2.6),

$$
\begin{align*}
\pi_{1, \lambda} & =\left\{(X, Y, Z, W): Z=\Lambda\left(\tilde{N}_{+}-2\right)-\Lambda X\right\} \cap \mathcal{K},  \tag{2.14}\\
\pi_{2, \lambda} & =\left\{(X, Y, Z, W): W=\Lambda\left(\tilde{N}_{+}-2\right)-\Lambda Y\right\} \cap \mathcal{K}, \tag{2.15}
\end{align*}
$$

which are the sets where $\dot{X}=0, X>0$, and $\dot{Y}=0, Y>0$ respectively. Also,

$$
\begin{equation*}
\pi_{3, \lambda}=\pi_{3, \lambda}^{+} \cup \pi_{3, \lambda}^{-}, \quad \pi_{4, \lambda}=\pi_{4, \lambda}^{+} \cup \pi_{4, \lambda}^{-} \tag{2.16}
\end{equation*}
$$

are the sets were $\dot{Z}=0, Z>0$, and $\dot{W}=0, W>0$ respectively, where

$$
\begin{gathered}
\pi_{3, \lambda}^{+}=\{(X, Y, Z, W): Z=\lambda(N-p Y)\} \cap R_{\lambda, Z}^{+}, \pi_{3, \lambda}^{-}=\left\{(X, Y, Z, W): Z=\Lambda\left(\tilde{N}_{+}-p Y\right)\right\} \cap R_{\lambda, Z}^{-} \\
\pi_{4, \lambda}^{+}=\{(X, Y, Z, W): W=\lambda(N-q X)\} \cap R_{\lambda, W}^{+}, \pi_{4, \lambda}^{-}=\left\{(X, Y, Z, W): W=\Lambda\left(\tilde{N}_{+}-q X\right)\right\} \cap R_{\lambda, W}^{-}
\end{gathered}
$$

Note that $\pi_{1, \lambda}$ is a hyperplane entirely contained in $R_{\lambda, Z}^{-}$so that $\dot{X}>0$ in the region $R_{\lambda, Z}^{+} \cup \pi_{\lambda, Z}$. Analogously, $\pi_{2, \lambda} \subset R_{\lambda, W}^{-}$with $\dot{Y}>0$ in $R_{\lambda, W}^{+} \cup \pi_{\lambda, W}$. In turn, $\pi_{3, \lambda}$ and $\pi_{4, \lambda}$ in (2.16) are unions of half hyperplanes which join on $\left(X, \frac{1}{p}, \lambda(N-1), W\right) \in \pi_{\lambda, W} \cap \bar{\pi}_{4, \lambda}$; and on $\left(\frac{1}{q}, Y, Z, \lambda(N-1)\right) \in \pi_{\lambda, Z} \cap \bar{\pi}_{3, \lambda}$ respectively. Here $\bar{\pi}_{\lambda, i}$ denotes the closure of $\pi_{\lambda, i}$ in $\mathbb{R}^{4}$. The respective sets for $\mathcal{M}^{-}$are defined in (2.18)-(2.20) ahead.

With the goal of studying the complementary region to (1.13), from now on we assume the following hypothesis on the parameters $\alpha, \beta$ from (1.5),

$$
\begin{equation*}
0<\alpha, \beta<\tilde{N}_{ \pm}-2 \tag{2.17}
\end{equation*}
$$

where the sign + corresponds to the operator $\mathcal{M}^{+}$, and - to $\mathcal{M}^{-}$.
Remark 2.6. The hypothesis (2.17) ensures that $p$ or $q$ is larger than $\frac{\tilde{N}_{ \pm}}{\tilde{N}_{ \pm}-2}$. In fact, a pair $(p, q)$ with $p, q \leq \frac{\tilde{N}_{ \pm}}{\tilde{N}_{ \pm}-2}$ belongs to the region (1.13).

Lemma 2.7 $\left(\mathcal{M}^{+}\right)$. Under assumption (2.17), the stationary points of the dynamical system (2.6) in $\mathcal{K}$ are given as follows:

$$
\begin{gathered}
O=(0,0,0,0), \quad N_{0}=(0,0, \lambda N, \lambda N), \quad M_{0}=\left(X_{0}, Y_{0}, Z_{0}, W_{0}\right), \quad A_{0}=\left(\tilde{N}_{+}-2,, \tilde{N}_{+}-2,0,0\right), \\
I_{0}=\left(\tilde{N}_{+}-2,0,0,0\right), \quad J_{0}=\left(0, \tilde{N}_{+}-2,0,0\right), \quad K_{0}=(0,0, \lambda N, 0), \quad L_{0}=(0,0,0, \lambda N), \\
P_{0}=\left(\tilde{N}_{+}-2,-2+q\left(\tilde{N}_{+}-2\right), 0, \Lambda\left(\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)\right)\right), \quad G_{0}=\left(\tilde{N}_{+}-2,0,0, \Lambda\left(\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)\right),\right. \\
Q_{0}=\left(-2+p\left(\tilde{N}_{+}-2\right), \tilde{N}_{+}-2, \Lambda\left(\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)\right), 0\right) \quad H_{0}=\left(0, \tilde{N}_{+}-2, \Lambda\left(\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right), 0\right),\right.
\end{gathered}
$$

where $X_{0}=\alpha, Y_{0}=\beta, Z_{0}=\Lambda\left(\tilde{N}_{+}-2-\alpha\right), W_{0}=\Lambda\left(\tilde{N}_{+}-2-\beta\right)$.
Proof. We already noticed that $\dot{X}>0$ in $R_{\lambda, Z}^{+} \cup \pi_{\lambda, Z}$, and $\dot{Y}>0$ in $R_{\lambda, W}^{+} \cup \pi_{\lambda, W}$. In particular, no stationary points are admissible on the concavity hyperplanes $\pi_{\lambda, Z}$ and $\pi_{\lambda, W}$, neither in the interior of the regions $R_{\lambda, Z}^{+}$and $R_{\lambda, W}^{+}$.

On the boundary of $R_{\lambda, W}^{+}, \dot{X}=0$ implies $X=0$. In this case, by $(2.16), \pi_{4, \lambda} \subset R_{\lambda, W}^{+}$and $W=\lambda N$, so one gets the point $N_{0}$. Meanwhile, from $W=0$ we obtain the point $L_{0}$. Analogously, on the boundary of $R_{\lambda, W}^{+}, \dot{Y}=0$ yields $Y=0$, and so we derive the point $K_{0}$.

Therefore, all the other points are computed in the intersection of the regions $\bar{R}_{\lambda, Z}^{-}$and $\bar{R}_{\lambda, W}^{-}$with respect to either the coordinate hyperplanes or the planes defined in (2.14)-(2.16). Note that this corresponds to stationary points in the case of the Laplacian operator in dimension $\tilde{N}_{+}$for both $u, v$.

Remark 2.8. The assumption (2.17) ensures that $M_{0} \in \mathcal{K}$.
Analogously, for the operator $\mathcal{M}^{-}$we define:

$$
\begin{align*}
\pi_{1, \Lambda} & =\left\{(X, Y, Z, W): Z=\lambda\left(\tilde{N}_{-}-2\right)-\lambda X\right\} \cap \mathcal{K},  \tag{2.18}\\
\pi_{2, \Lambda} & =\left\{(X, Y, Z, W): W=\lambda\left(\tilde{N}_{-}-2\right)-\lambda Y\right\} \cap \mathcal{K}  \tag{2.19}\\
& \pi_{3, \Lambda}=\pi_{3, \Lambda}^{+} \cup \pi_{3, \lambda}^{-}, \quad \pi_{4, \Lambda}=\pi_{4, \Lambda}^{+} \cup \pi_{4, \Lambda}^{-}, \tag{2.20}
\end{align*}
$$

which are the sets such that $\dot{X}=0, X>0 ; \dot{Y}=0, Y>0 ; \dot{Z}=0, Z>0$; and $\dot{W}=0, W>0$ respectively, where

$$
\begin{gathered}
\pi_{3, \Lambda}^{+}=\{(X, Y, Z, W): Z=\Lambda(N-p Y)\} \cap R_{\Lambda, Z}^{+}, \pi_{3, \Lambda}^{-}=\left\{(X, Y, Z, W): Z=\lambda\left(\tilde{N}_{-}-p Y\right)\right\} \cap R_{\Lambda, Z}^{-} \\
\pi_{4, \Lambda}^{+}=\{(X, Y, Z, W): W=\Lambda(N-q X)\} \cap R_{\Lambda, W}^{+}, \pi_{4, \Lambda}^{-}=\left\{(X, Y, Z, W): W=\lambda\left(\tilde{N}_{-}-q X\right)\right\} \cap R_{\Lambda, W}^{-}
\end{gathered}
$$

Then one finds out the respective stationary points for $\mathcal{M}^{-}$.
Lemma $2.9\left(\mathcal{M}^{-}\right)$. Under assumption (2.17), the stationary points of the system (2.7) in $\mathcal{K}$ are

$$
\begin{gathered}
O=(0,0,0,0), \quad N_{0}=(0,0, \Lambda N, \Lambda N), \quad M_{0}=\left(X_{0}, Y_{0}, Z_{0}, W_{0}\right), \quad A_{0}=\left(\tilde{N}_{-}-2,, \tilde{N}_{-}-2,0,0\right) \\
\quad I_{0}=\left(\tilde{N}_{-}-2,0,0,0\right), \quad J_{0}=\left(0, \tilde{N}_{-}-2,0,0\right), \quad K_{0}=(0,0, \Lambda N, 0), \quad L_{0}=(0,0,0, \Lambda N) \\
P_{0}=\left(\tilde{N}_{-}-2,-2+q\left(\tilde{N}_{-}-2\right), 0, \lambda\left(\tilde{N}_{-}-q\left(\tilde{N}_{-}-2\right)\right)\right), \quad G_{0}=\left(\tilde{N}_{-}-2,0,0, \lambda\left(\tilde{N}_{-}-q\left(\tilde{N}_{-}-2\right)\right)\right. \\
Q_{0}=\left(-2+p\left(\tilde{N}_{-}-2\right), \tilde{N}_{-}-2, \lambda\left(\tilde{N}_{-}-p\left(\tilde{N}_{-}-2\right)\right), 0\right), \quad H_{0}=\left(0, \tilde{N}_{-}-2, \lambda\left(\tilde{N}_{-}-p\left(\tilde{N}_{-}-2\right), 0\right),\right.
\end{gathered}
$$

where $X_{0}=\alpha, Y_{0}=\beta, Z_{0}=\lambda\left(\tilde{N}_{-}-2-\alpha\right), W_{0}=\lambda\left(\tilde{N}_{-}-2-\beta\right)$.
As in [3], the points $C_{0}=(0,-2,0, \lambda N), D_{0}=(-2,0, \lambda N, 0), R_{0}=(0,-2, \lambda(N+2 p), \lambda N)$, and $S_{0}=$ $(-2,0, \lambda N, \lambda(N+2 q))$ are also stationary points for both systems (2.6) and (2.7), but they do not play any role in our analysis since they do not belong to $\overline{\mathcal{K}}$.

Let us also define the subsets of hyperplanes

$$
\begin{equation*}
L_{X}^{ \pm}=\left\{(X, Y, Z, W): X=\tilde{N}_{ \pm}-2\right\} \cap \mathcal{K}, L_{Y}^{ \pm}=\left\{(X, Y, Z, W): Y=\tilde{N}_{ \pm}-2\right\} \cap \mathcal{K} \tag{2.21}
\end{equation*}
$$

The next proposition gathers the crucial dynamics at each stationary point in $\mathcal{K}$. In what follows we denote by $\mathcal{W}_{s}(P)$ and $\mathcal{W}_{u}(P)$ the stable (directions entering) and unstable (directions exiting) manifolds at a stationary point $P$, respectively. Set $\operatorname{dim}_{s}(P):=\operatorname{dim}\left(\mathcal{W}_{s}(P)\right), \operatorname{dim}_{u}(P):=\operatorname{dim}\left(\mathcal{W}_{u}(P)\right)$, see [15, 27].
Proposition $2.10\left(\mathcal{M}^{ \pm}\right)$. Assume (2.17), then the following properties are verified for the dynamical systems (2.6) and (2.7),

1. (Point $M_{0}$ ) The point $M_{0}$ is always a saddle point. More precisely:
(i) there are trajectories converging to $M_{0}$ as $t \rightarrow+\infty$ whose corresponding solutions $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$ satisfy $\lim _{r \rightarrow \infty} r^{\alpha} u=c_{1}>0$ and $\lim _{r \rightarrow \infty} r^{\beta} v=c_{2}>0$;
(ii) there exist trajectories approaching $M_{0}$ as $t \rightarrow-\infty$ with respective solutions $(u, v)$ of $\left(P_{+}\right)$or ( $P_{-}$) verifying $\lim _{r \rightarrow 0} r^{\alpha} u=c_{3}>0$ and $\lim _{r \rightarrow 0} r^{\beta} v=c_{4}>0$;
(iii) the hyperbola $\widetilde{\mathcal{H}}_{ \pm}$in (1.11) is equal to the set of points $(p, q)$ for which the linearized system at $M_{0}$ has imaginary roots.
2. (Point $\left.N_{0}\right) A$ trajectory exits $N_{0}$ at $-\infty$ if and only if its corresponding solution $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$is regular. Also, $\operatorname{dim}_{u}\left(N_{0}\right)=2$ and there are infinitely many trajectories issued from $N_{0}$.
3. (Point $A_{0}$ ) (i) If $p\left(\tilde{N}_{ \pm}-2\right)>\tilde{N}_{ \pm}$and $q\left(\tilde{N}_{ \pm}-2\right)>\tilde{N}_{ \pm}$then there exist trajectories converging to $A_{0}$ as $t \rightarrow+\infty$. If $p \neq q$ then $\operatorname{dim}_{s}\left(A_{0}\right)=2$.
The corresponding solutions $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$are such that

$$
\lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} u=c_{1}>0, \quad \text { and } \quad \lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} v=c_{2}>0
$$

(ii) If either $p\left(\tilde{N}_{ \pm}-2\right)<\tilde{N}_{ \pm}$or $q\left(\tilde{N}_{ \pm}-2\right)<\tilde{N}_{ \pm}$(they cannot hold simultaneously by assumption (2.17), see Remark 2.6), then $\operatorname{dim}_{s}\left(A_{0}\right)=1$ with either $Z=0$ or $W=0$ when $p \neq q$. In this case there is no trajectory in $\mathcal{K}$ converging to $A_{0}$ when $t \rightarrow+\infty$.
4. (Point $P_{0}$ ) (i) If $2<\left(\tilde{N}_{ \pm}-2\right) q<\tilde{N}_{ \pm}$then $\operatorname{dim}_{s}\left(P_{0}\right)=2$. Further,

$$
\operatorname{dim}\left(\mathcal{W}_{s}\left(P_{0}\right) \cap\{Z=0\}\right)=1
$$

and there exist trajectories in $\mathcal{K}$ converging to $P_{0}$ when $t \rightarrow+\infty$. The corresponding solutions $(u, v)$ of $\left(P_{+}\right)$ or ( $P_{-}$) satisfy

$$
\lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} u=c_{1}>0, \quad \lim _{r \rightarrow+\infty} r^{\kappa} v=c_{2}>0, \quad \kappa:=\left(\tilde{N}_{ \pm}-2\right) q-2
$$

(ii) If $q\left(\tilde{N}_{ \pm}-2\right)=\tilde{N}_{ \pm}$then $P_{0}=A_{0}$ and there is a trajectory in $\mathcal{K}$ converging to this point as $t \rightarrow+\infty$. The corresponding solutions $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$have decay

$$
\begin{equation*}
\lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} u=c_{1}>0, \quad \text { and } \quad \lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2}|\ln r|^{-1} v=c_{2}>0 \tag{2.22}
\end{equation*}
$$

5. (Point $\left.Q_{0}\right)$ (i) If $2<\left(\tilde{N}_{ \pm}-2\right) p<\tilde{N}_{ \pm}$then $\operatorname{dim}_{s}\left(Q_{0}\right)=2$,

$$
\operatorname{dim}\left(\mathcal{W}_{s}\left(Q_{0}\right) \cap\{W=0\}\right)=1
$$

and there exist trajectories converging to $Q_{0}$ when $t \rightarrow+\infty$. The corresponding solutions $(u, v)$ of $\left(P_{+}\right)$or ( $P_{-}$) verify

$$
\lim _{r \rightarrow+\infty} r^{\ell} u=c_{1}>0, \quad \lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} v=c_{2}>0, \quad \ell:=\left(\tilde{N}_{ \pm}-2\right) q-2
$$

(ii) If $p\left(\tilde{N}_{ \pm}-2\right)=\tilde{N}_{ \pm}$thus $Q_{0}=A_{0}$ and there exists a trajectory in $\mathcal{K}$ converging to $A_{0}$ as $t \rightarrow+\infty$, with corresponding solutions $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$such that

$$
\lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2}|\ln r|^{-1} u=c_{1}>0, \quad \text { and } \quad \lim _{r \rightarrow+\infty} r^{\tilde{N}_{ \pm}-2} v=c_{2}>0
$$

Further, there is no trajectory converging to any of the points $O, K_{0}, L_{0}, I_{0}, J_{0}, G_{0}, H_{0}$ when $r \rightarrow+\infty$.
Proof. The dynamics at each stationary point depends upon the linearization of the systems (2.6) and (2.7). Since each stationary point belongs to the interior of a region where the concavity of $u, v$ is well defined and they coincide, then our systems correspond to a standard Lane-Emden system involving the Laplacian operator, either in dimension $N$ or in dimension $\tilde{N}_{ \pm}$. So, the local analysis stated in items $1-5$ is implied by [3, Propositions 4.1-4.11], with the exception of item 4(ii) and 5 (ii). For the latter, we need to gather some techniques employed in [16, Section 4.3] and [3, Theorem 1.4 (2)] on the critical case. We present some details in what follows, for reader's convenience. To fix the ideas we consider the operator $\mathcal{M}^{+}$; for $\mathcal{M}^{-}$it is analogous.

Note that the linearization around a stationary point is written as

$$
L(X, Y, Z, W)=\left(\begin{array}{cccc}
2 X-(\tilde{N}-2)+\frac{Z}{\iota} & 0 & \frac{X}{\iota} & 0 \\
0 & 2 Y-(\tilde{N}-2)+\frac{W}{\iota} & 0 & \frac{Y}{\iota} \\
0 & -p Z & \tilde{N}-p Y-\frac{2 Z}{\iota} & 0 \\
-q W & 0 & 0 & \tilde{N}-q X-\frac{2 W}{\iota}
\end{array}\right)
$$

where $\tilde{N}=N$ and $\iota=\lambda$ in $R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+}$, while $\tilde{N}=\tilde{N}_{+}$and $\iota=\Lambda$ in $R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-}$.
2. The computation of $L\left(N_{0}\right)$ produces the eigenvalues 2 and $-N$, each one with eigenspaces of dimension two. Also, the eigenvectors associated with the eigenvalue 2 have the form

$$
(X, Y, Z, W), \quad \text { where } \quad Z=-\frac{p \lambda N}{N+2} Y, \quad W=-\frac{q \lambda N}{N+2} X
$$

that is, the tangent unstable plane is spanned by the eigenvectors $\left(1,0,0,-\frac{q \lambda N}{N+2}\right)$ and $\left(0,1,-\frac{p \lambda N}{N+2}, 0\right)$. Thus, the tangent plane to the stable manifold at $N_{0}$ is described by

$$
\begin{equation*}
\left(X, Y, \lambda N-\frac{p \lambda N}{N+2} Y, \lambda N-\frac{q \lambda N}{N+2} X\right) \tag{2.23}
\end{equation*}
$$

from which the statement of item 2 follows.
3. The eigenvectors of the linearization around $A_{0}$ related to the negative eigenvalues $\lambda_{1}=\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)$ and $\lambda_{2}=\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)$ satisfy

$$
\begin{gathered}
X=-\frac{\tilde{N}_{+}-2}{\Lambda\left(p\left(\tilde{N}_{+}-2\right)-2\right)} Z, \quad Y=W=0 \text { regarding } \lambda_{1} \\
Y=-\frac{\tilde{N}_{+}-2}{\Lambda\left(q\left(\tilde{N}_{+}-2\right)-2\right)} W, \quad X=Z=0 \quad \text { with respect to } \lambda_{2}
\end{gathered}
$$

whenever $p \neq q$, which gives a plane spanned by the vectors

$$
\left(-\frac{\tilde{N}_{+}-2}{\Lambda\left(p\left(\tilde{N}_{+}-2\right)-2\right)}, 0,1,0\right) \quad \text { and } \quad\left(0,-\frac{\tilde{N}_{+}-2}{\Lambda\left(q\left(\tilde{N}_{+}-2\right)-2\right)}, 0,1\right)
$$

and translated to the point $A_{0}$, namely

$$
\begin{equation*}
\left(\tilde{N}_{+}-2-\frac{\tilde{N}_{+}-2}{\Lambda\left(p\left(\tilde{N}_{+}-2\right)-2\right)} Z, \tilde{N}_{+}-2-\frac{\tilde{N}_{+}-2}{\Lambda\left(q\left(\tilde{N}_{+}-2\right)-2\right)} W, Z, W\right) . \tag{2.24}
\end{equation*}
$$

4. $L\left(P_{0}\right)$ has negative eigenvalues $\sigma_{1}=(p q-1)\left(\alpha-\tilde{N}_{+}+2\right)$ and $\sigma_{2}=q\left(\tilde{N}_{+}-2\right)-\tilde{N}_{+}$, whose eigenvectors satisfy

$$
\begin{gather*}
c_{1} X+\frac{\tilde{N}_{+}-2}{\Lambda} Z=0, c_{2} Y+\frac{\kappa}{\Lambda} W=0, c_{3} X+c_{4} W=0 \text { for } \sigma_{1}  \tag{2.25}\\
X=Z=0,\left(\tilde{N}_{+}-2\right) Y+\frac{\kappa}{\Lambda} W=0 \text { for } \sigma_{2} \tag{2.26}
\end{gather*}
$$

where $c_{1}=p q\left(\tilde{N}_{+}-2\right)-2(p+1)=p q\left(\tilde{N}_{+}-2-\alpha\right)+\alpha>0, c_{2}=\kappa-\sigma_{1}, c_{3}=q \Lambda \sigma_{2}, c_{4}=\sigma_{2}-\sigma_{1}$, and $\kappa=\left(\tilde{N}_{+}-2\right) q-2$. Also, $c_{3}<0$ in the case (i), and $c_{3}=0$ for (ii).

Next we write $P_{0}=\left(X_{*}, Y_{*}, 0, W_{*}\right)$, where $X_{*}=\tilde{N}_{+}-2, Y_{*}=-2+q\left(\tilde{N}_{+}-2\right), W_{*}=\Lambda\left(\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)\right)$, then

$$
L\left(P_{0}\right)=\left(\begin{array}{cccc}
X_{*} & 0 & \frac{X_{*}}{\Lambda} & 0 \\
0 & Y_{*} & 0 & \frac{Y_{*}}{\Lambda} \\
0 & 0 & \tilde{N}_{+}-p Y_{*} & 0 \\
-q W_{*} & 0 & 0 & -\frac{W_{*}}{\Lambda}
\end{array}\right)
$$

whose eigenvalues are given by $X_{*}>0$, and $Y_{*}$ which is positive when $q<\frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$, in addition to

$$
\sigma_{1}=\tilde{N}_{+}-p Y_{*}=(p q-1)\left(\alpha-\tilde{N}_{+}+2\right) \quad \text { and } \quad \sigma_{2}=-\tilde{N}_{+}+q\left(\tilde{N}_{+}-2\right)=-\frac{W_{*}}{\Lambda}
$$

which are negative. Writing $X=X_{*}+x, Y=Y_{*}+y, Z=z$, and $W=W_{*}+w$, one has

$$
\left(\begin{array}{c}
\dot{x}  \tag{2.27}\\
\dot{y} \\
\dot{z} \\
\dot{w}
\end{array}\right)=\left[\begin{array}{c}
\left(X_{*}+x\right)\left(x+\frac{z}{\Lambda}\right) \\
\left(Y_{*}+y\right)\left(y+\sigma_{2}+\frac{w}{\Lambda}\right) \\
\sigma_{1} z-z\left(p y+\frac{z}{\Lambda}\right) \\
-\left(W_{*}+w\right)\left(q x+\sigma_{2}+\frac{w}{\Lambda}\right)
\end{array}\right] \approx L\left(P_{0}\right)\left(\begin{array}{c}
x \\
y \\
z \\
w
\end{array}\right)=\left[\begin{array}{c}
X_{*}\left(x+\frac{z}{\Lambda}\right) \\
Y_{*}\left(y+\frac{w}{\Lambda}\right) \\
\sigma_{1} z \\
\sigma_{2}(q \Lambda x+w)
\end{array}\right]
$$

We first observe that the intersection of the stable manifold at $P_{0}$ with the plane $Z=0$ has dimension one because of (2.26). Now, by the third equation in (2.27), there exists a trajectory with $Z>0$ converging to $P_{0}$ when $t \rightarrow+\infty$. Since $\sigma_{1}<0$, the convergence of $Z$ to 0 is exponential. Then, by (2.25) we see that also $X$ converges to $\tilde{N}_{+}-2$ exponentially. In particular, the decay of $u$ in (2.22) holds, see [18, proof of equation (3.7)].
$4(i)$. Let us prove that the tangent stable plane at $P_{0}$ is spanned by eigenvectors in the form $\left(0, C_{1}, 0,1\right)$ and $\left(C_{2}, C_{3}, 1, C_{4}\right)$, for some nonzero constants $C_{i}$ for $i=1, \ldots, 4$, depending only on $N, \lambda, \Lambda, p, q$. In particular, $X=X(Z)$ and $Y=Y(Z, W)$.

Considering the stable direction associated with $\sigma_{1}$ by (2.25) with $c_{3}<0$, we first notice that if $c_{2}=0$, then independently of the sign of $c_{4}$ we have $X=Z=W$, and so the main direction of $\sigma_{1}$ is given by $(0, Y, 0,0)$. On the other hand, if $c_{4}=0$ and $c_{2} \neq 0$ then we get $X=Z=0$ and so $(0, Y(W), 0, W)$. However, these two cases are not admissible, otherwise there would not exist a trajectory with $Z>0$ arriving at $P_{0}$.

Therefore, we need to have both $c_{2} \neq 0$ and $c_{4} \neq 0$, which means that the main direction at $\sigma_{1}$ reads as $(X(W), Y(W), Z(W), W)$ by (2.25). Observe that $c_{4}=0$ if and only if $c_{2}=\kappa-\sigma_{2}=\tilde{N}_{+}-2$, in which case the two main stable directions given by $\sigma_{1}$ and $\sigma_{2}$ coincide. Hence $c_{2} \neq \tilde{N}_{+}-2$ and these directions are linearly independent, producing a two dimensional stable manifold.

We may rewrite the stable direction at $\sigma_{1}$ as $(X(Z), Y(Z), Z, W(Z))$. Also, the main stable direction at $\sigma_{2}$ is described through $(0, Y(W), 0, W)$. In particular, $\mathcal{W}_{s}\left(P_{0}\right)$ is a two dimensional graph over the variables $(Z, W)$. Analogously one concludes item 5 for $Q_{0}$, by exchanging the roles of $p$ and $q, X$ and $Y, Z$ and $W$, and $\alpha$ and $\beta$.

4 (ii). We assume $q=\frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$ and $p>\frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$. The eigenvalues at $A_{0}=P_{0}$ are $X_{*}=\tilde{N}_{+}-2$ with multiplicity 2, in addition to $\sigma_{1}=\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)<0$, and $\sigma_{2}=\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)=0$. Recall that $c_{3}=0$ in (2.25) in this case.

Now, the linearization around the zero eigenvalue does not provide any information. So we address it by a center manifold argument, by showing its existence jointly with the stable and unstable manifolds at $A_{0}=P_{0}$, in the spirit of [27, Theorem 3.2.1]. This extends the asymptotic analysis performed in $[3,16]$ for the critical regime.

To see this we use (2.27) with $L_{0}=L\left(A_{0}\right)=L\left(P_{0}\right), X_{*}=Y_{*}$, and $\sigma_{2}=W_{*}=0$ to get

$$
\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{w}
\end{array}\right)=L_{0}\left(\begin{array}{c}
x \\
y \\
z \\
w
\end{array}\right)+\left[\begin{array}{c}
x\left(x+\frac{z}{\Lambda}\right) \\
y\left(y+\frac{w}{\Lambda}\right) \\
-z\left(p y+\frac{z}{\Lambda}\right) \\
-w\left(q x+\frac{w}{\Lambda}\right)
\end{array}\right], \quad L_{0}=\left(\begin{array}{cccc}
X_{*} & 0 & \frac{X_{*}}{\Lambda} & 0 \\
0 & X_{*} & 0 & \frac{X_{*}}{\Lambda} \\
0 & 0 & \sigma_{1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

Next, as in [14], we write $P^{-1} L_{0} P=D$, where

$$
D=\left(\begin{array}{cccc}
X_{*} & 0 & 0 & 0 \\
0 & X_{*} & 0 & 0 \\
0 & 0 & \sigma_{1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad P=\left(\begin{array}{cccc}
1 & 0 & -c & 0 \\
0 & 1 & 0 & -\frac{1}{\Lambda} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad c=\frac{X_{*}}{\Lambda\left(X_{*}-\sigma_{1}\right)} .
$$

Here, the columns of $P$ form a basis of eigenvectors associated to the eigenvalues $X_{*}, \sigma_{1}$ and 0 , respectively. Then we introduce the new variables $\bar{x}, \bar{y}, \bar{z}, \bar{w}$ satisfying

$$
\left(\begin{array}{c}
x \\
y \\
z \\
w
\end{array}\right)=P\left(\begin{array}{c}
\bar{x} \\
\bar{y} \\
\bar{z} \\
\bar{w}
\end{array}\right)=\left(\begin{array}{c}
\bar{x}-c \bar{z} \\
\bar{y}-\frac{\bar{w}}{\Lambda} \\
\bar{z} \\
\bar{w}
\end{array}\right),
$$

from which $\bar{z}=z, \bar{w}=w$, and so $\bar{x}=x+c z, \bar{y}=y+\frac{w}{\Lambda}$. Since $c\left(\sigma_{1}-X_{*}\right)+\frac{X_{*}}{\Lambda}=0$, it holds

$$
\left\{\begin{array}{l}
\dot{\bar{x}}=\dot{x}+c \dot{z}=\left(X_{*}+x\right)\left(x+\frac{z}{\Lambda}\right)+c z\left(\sigma_{1}-p y-\frac{z}{\Lambda}\right)=X_{*}(x+c z)+x\left(x+\frac{z}{\Lambda}\right)-c z\left(p y+\frac{z}{\Lambda}\right), \\
\dot{\bar{y}}=\dot{y}+\frac{\dot{w}}{\Lambda}=X_{*}\left(y+\frac{w}{\Lambda}\right)+\left(y+\frac{w}{\Lambda}\right)-\frac{w}{\Lambda}\left(q x+\frac{w}{\Lambda}\right) .
\end{array}\right.
$$

Hence $(\bar{x}, \bar{y}, \bar{z}, \bar{w})$ solves the following system

$$
\left(\begin{array}{c}
\dot{\bar{x}} \\
\dot{\bar{y}} \\
\dot{\bar{z}} \\
\dot{\bar{w}}
\end{array}\right)=D\left(\begin{array}{c}
\bar{x} \\
\bar{y} \\
\bar{z} \\
\bar{w}
\end{array}\right)+\mathfrak{f}\left(\begin{array}{c}
\bar{x} \\
\bar{y} \\
\bar{z} \\
\bar{w}
\end{array}\right), \quad \mathfrak{f}\left(\begin{array}{c}
\bar{x} \\
\bar{y} \\
\bar{z} \\
\bar{w}
\end{array}\right)=\left[\begin{array}{c}
(\bar{x}-c \bar{z})\left(\bar{x}-c \bar{z}+\frac{\bar{z}}{\Lambda}\right)-c \bar{z}\left(p \bar{y}-\frac{p \bar{w}}{\Lambda}+\frac{\bar{z}}{\Lambda}\right) \\
\left(\bar{y}-\frac{\bar{w}}{\Lambda}\right) \bar{y}-\frac{w}{\Lambda}\left(q \bar{x}-q c \bar{z}+\frac{\bar{w}}{\Lambda}\right) \\
-\bar{z}\left(p \bar{y}-\frac{p \bar{w}}{\Lambda}+\frac{\bar{z}}{\Lambda}\right) \\
-\bar{w}\left(q \bar{x}-q c \bar{z}+\frac{w}{\Lambda}\right)
\end{array}\right],
$$

with $\mathfrak{f}(0)=0$ and $D \mathfrak{f}(0)=0$. Now, by using [27, Theorem 3.2.1] ${ }^{1}$, we obtain the existence of a unique center manifold around the point $A_{0}=P_{0}$, described near $\bar{w}=0$ as

$$
\left\{(\bar{x}, \bar{y}, \bar{z}, \bar{w}): \bar{x}=h_{1}(\bar{w}), \bar{y}=h_{2}(\bar{w}), \bar{z}=h_{3}(\bar{w}), h_{i}(0)=h_{i}^{\prime}(0)=0, i=1,2,3\right\}
$$

Here we may use Taylor's expansions for $h_{i}$ as

$$
h_{i}(w)=a_{i} w^{2}+O\left(w^{3}\right) \quad \text { as } w \rightarrow 0, \quad i=1,2,3 \quad(w=\bar{w}) .
$$

Next, we have locally,

$$
\dot{w}=-w\left\{q h_{1}(w)-q c h_{3}(w)+\frac{w}{\Lambda}\right\}=-\frac{w^{2}}{\Lambda}+O\left(w^{3}\right),
$$

from which we deduce that $w(t)=\frac{\Lambda}{t}+O\left(t^{-\gamma}\right)$, for some $\gamma>1$. Thus,

$$
y(t)=h_{2}(w)-\frac{w}{\Lambda}=-\frac{1}{t}+O\left(t^{-\gamma}\right) \text { as } t \rightarrow+\infty, \quad \gamma>1 .
$$

By the theory of center manifolds, a trajectory $\tau$ enters $A_{0}=P_{0}$, via the center manifold just found. This gives the behavior of $Y=\tilde{N}_{+}-2+y$ as $t \rightarrow+\infty$, and in turn the decay (2.22) of the corresponding function $v$ as $r \rightarrow \infty$.

Similarly, the analysis at $Q_{0}$ is performed by writing $Q_{0}=\left(X_{*}, Y_{*}, Z_{*}, 0\right)$, where $X_{*}=-2+p\left(\tilde{N}_{+}-2\right)$, $Y_{*}=\tilde{N}_{+}-2, Z_{*}=\Lambda\left(\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)\right)$, in addition to

$$
\sigma_{1}=\tilde{N}_{+}-q X_{*}=(p q-1)\left(\beta-\tilde{N}_{+}+2\right) \quad \text { and } \quad \sigma_{2}=-\tilde{N}_{+}+p\left(\tilde{N}_{+}-2\right)=-\frac{Z_{*}}{\Lambda}
$$

which are negative, $X=X_{*}+x, Y=Y_{*}+y, Z=Z_{*}+z, W=w$, and

$$
\left(\begin{array}{c}
\dot{x}  \tag{2.28}\\
\dot{y} \\
\dot{z} \\
\dot{w}
\end{array}\right)=\left[\begin{array}{c}
\left(X_{*}+x\right)\left(x+\sigma_{2}+\frac{z}{\Lambda}\right) \\
\left(Y_{*}+y\right)\left(y+\frac{w}{\Lambda}\right) \\
-\left(Z_{*}+z\right)\left(p y+\sigma_{2}+\frac{z}{\Lambda}\right) \\
\sigma_{1} w-w\left(q x+\frac{w}{\Lambda}\right)
\end{array}\right] \approx L\left(Q_{0}\right)\left(\begin{array}{c}
x \\
y \\
z \\
w
\end{array}\right)=\left[\begin{array}{c}
X_{*}\left(x+\frac{z}{\Lambda}\right) \\
Y_{*}\left(y+\frac{w}{\Lambda}\right) \\
\sigma_{2}(p \Lambda y+z) \\
\sigma_{1} w
\end{array}\right] .
$$

[^1]Next we analyze the directions of the vector field $F$ in (2.13) on the $X, Z$ axes, on the concavity sets $\pi_{\lambda, Z}$, $\pi_{\lambda, W}, \pi_{\Lambda, Z}, \pi_{\Lambda, W}$ as well as on $\pi_{1, \lambda}-\pi_{4, \lambda}$ and $\pi_{1, \Lambda}-\pi_{4, \Lambda}$.

Proposition 2.11. Given a trajectory $\tau=(X, Y, Z, W)$ of the system (2.6), the following properties are verified for the operator $\mathcal{M}^{+}$in the region $\mathcal{K}$.
(i) If $\tau$ crosses $\pi_{\lambda, Z}$, then $Y>1 / p$ when passing from $R_{\lambda, Z}^{+}$to $R_{\lambda, Z}^{-}$, and $Y<1 / p$ when passing from $R_{\lambda, Z}^{-}$to $R_{\lambda, Z}^{+}$. If instead $\tau$ crosses $\pi_{\lambda, W}$, then $X>1 / q$ when passing from $R_{\lambda, W}^{+}$to $R_{\lambda, W}^{-}$, and $X<1 / q$ when passing from $R_{\lambda, W}^{-}$to $R_{\lambda, W}^{+}$.
(ii) If $X(T)=\tilde{N}_{+}-2$ then $\dot{X}>0$ from $T$ on; in particular, if $\tau$ crosses $L_{X}^{+}$then it never turns back by crossing $L_{X}^{+}$(see (2.21)) another time. Also, $\dot{W}<0$ from $T$ on if $q \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$.
Analogously, if $\tau$ crosses $L_{Y}^{+}$(see (2.21)) at time $T$ thus $\dot{Y}>0$ from $T$ on. Further, we have $\dot{Z}<0$ from $T$ on if $p \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$.
(iii) If $Z(T)=\lambda N$ then $\dot{Z}<0$ in $\mathcal{K}$ for all $t \leq T$. Similarly, if $W(T)=\lambda N$ then $\dot{W}<0$ in $\mathcal{K}$ for all $t \leq T$. In particular, a regular trajectory satisfies $Z, W<\lambda N$ whenever it is defined.
(iv) The set $\pi_{1, \lambda}$ in (2.14) lies on the left hand side of $L_{X}^{+}$; while $\pi_{2, \lambda}$ in (2.15) is on the left hand side of $L_{Y}^{+}$. Moreover, a point $P=(X, Y, Z, W)$ on $\pi_{3, \lambda}$ or $\pi_{4, \lambda}$ in (2.16) satisfies:

$$
\begin{aligned}
& Y<1 / p \quad \text { if } P \in \pi_{3, \lambda}^{+}, \quad Y<\tilde{N}_{+} / p \quad \text { if } P \in \pi_{3, \lambda}^{-}, \\
& X<1 / q \quad \text { if } P \in \pi_{4, \lambda}^{+}, \quad X<\tilde{N}_{+} / q \quad \text { if } P \in \pi_{4, \lambda}^{-} .
\end{aligned}
$$

Here, $\pi_{3, \lambda}^{-}$is on the left hand side of $L_{Y}^{+}$when $p \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$, while $\pi_{4, \lambda}^{-}$is on the left hand side of $L_{X}^{+}$if $q \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$.
The same results are true for the system (2.7) when the operator is $\mathcal{M}^{-}$, by exchanging the roles of $\lambda$ and $\Lambda, X$ and $Y, p$ and $q, Z$ and $W$, and replacing $\tilde{N}_{+}$by $\tilde{N}_{-}$.

Proof. Let us consider the operator $\mathcal{M}^{+}$, since the proof for $\mathcal{M}^{-}$is analogous.
(i) One has $\dot{Z}=Z(1-p Y)$ on $\pi_{\lambda, Z}$, and $\dot{W}=Z(1-q X)$ on $\pi_{\lambda, W}$.
(ii) If $\tau(T) \in R_{\lambda, Z}^{-}$, then $\dot{X}>X\left(X-\left(\tilde{N}_{+}-2\right)\right)=0$ at time $T$, since $X, Z>0$ in $\mathcal{K}$. On the other hand, if $\tau(T) \in R_{\lambda, Z}^{+} \cup \pi_{\lambda, Z}$ then $\dot{X}(T)>0$ by (2.14). This shows that the vector field on $L_{X}^{+}$is going out, so the trajectory $\tau$ can never turn back in the $X$ direction after intersecting it.

Next, for $q \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$, we have $\dot{W} \leq W\left(\tilde{N}_{+}-q\left(\tilde{N}_{+}-2\right)-\frac{W}{\Lambda}\right)<0$ for $t \geq T$ in the region $R_{\lambda, W}^{-}$; while $\dot{W} \leq W\left(1-q\left(\tilde{N}_{+}-2\right)\right)<0$ for $t \geq T$ in $R_{\lambda, W}^{+} \cup \pi_{\lambda, W}$, since $W \geq \lambda(N-1)$ and $\tilde{N}_{+}>1$.
(iii) The hyperplane subset $\chi=\{(X, Y, Z, W) \in \mathcal{K}: Z=\lambda N\}$ and the region in $\mathcal{K}$ above $\chi$ are contained in $R_{\lambda, Z}^{+}$. Moreover,

$$
\dot{Z}=Z(N-Z / \lambda-p Y)<0 \text { in } \mathcal{K} \quad \text { if } Z \geq \lambda N
$$

since $Y, Z>0$. In particular, if $\tau$ crosses $\chi$ at the time $T$, then $Z>\lambda N$ for all $t<T$.
On the other hand, if $\tau$ is a regular trajectory, then it starts at $N_{0}=(0,0, \lambda N, \lambda N)$ at $-\infty$, by Proposition 2.10 (2). But it can never reach $\chi$ since the vector field on $\chi$ is pointing down.
(iv) This comes from the definition of the hyperplanes in (2.14)-(2.16) replaced into the equations of the system (2.6). In fact, one has

$$
X=\tilde{N}_{+}-2-\frac{Z}{\Lambda}<\tilde{N}_{+}-2 \quad \text { on } \pi_{1, \lambda}, \quad Y=\frac{\tilde{N}_{+}}{p}-\frac{Z}{\Lambda p}<\frac{\tilde{N}_{+}}{p} \quad \text { on } \pi_{3, \lambda}^{-},
$$

and further

$$
Y=\frac{N}{p}-\frac{Z}{\lambda p}<\frac{1}{p} \quad \text { on } \pi_{3, \lambda}^{+} \quad \text { since } Z>\lambda(N-1) \quad \text { in } R_{\lambda, Z}^{+}
$$

Analogously one verifies the statements for $\pi_{2, \lambda}$ and $\pi_{4, \lambda}$. We observe that $\tilde{N}_{+} / p \leq \tilde{N}_{+}-2$ if $p \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$, while $\tilde{N}_{+} / q \leq \tilde{N}_{+}-2$ if $q \geq \frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$.

## 3 Global study

### 3.1 A priori bounds

We start by deriving some a priori bounds for trajectories of the systems (2.6) and (2.7) which are defined backward or forward for all time.

Proposition 3.1. Let $\tau$ be a trajectory of (2.6) or (2.7) in $\mathcal{K}$, $\tau(t)=(X(t), Y(t), Z(t), W(t))$.
(i) If $\tau$ is defined in $[\hat{t},+\infty)$ for some $\hat{t} \in \mathbb{R}$, then $X(t), Y(t)<\tilde{N}_{ \pm}-2$ for all $t \geq \hat{t}$.
(ii) If instead $\tau$ is defined in $(-\infty, \hat{t}]$ for some $\hat{t} \in \mathbb{R}$, then $Z(t), W(t)<\lambda N$ in the case of $\mathcal{M}^{+}$, or $Z(t), W(t)<$ $\Lambda N$ for $\mathcal{M}^{-}$, for all $t \leq \hat{t}$.
In particular, if $\tau$ is a global trajectory of (2.6) or (2.7) in $\mathcal{K}$ defined for all $t \in \mathbb{R}$, then $\tau$ remains inside the box $\mathcal{B}_{+}:=\left(0, \tilde{N}_{+}-2\right) \times\left(0, \tilde{N}_{+}-2\right) \times(0, \lambda N) \times(0, \lambda N)$ in the case of $\mathcal{M}^{+}$; whereas it stays in $\mathcal{B}_{-}:=$ $\left(0, \tilde{N}_{-}-2\right) \times\left(0, \tilde{N}_{-}-2\right) \times(0, \Lambda N) \times(0, \Lambda N)$ for $\mathcal{M}^{-}$.

Proof. We only consider the operator $\mathcal{M}^{+}$, since the proof for $\mathcal{M}^{-}$is simpler by using $\tilde{N}_{-} \geq N$.
(i) Arguing by contradiction we assume that $X\left(t_{1}\right) \geq \tilde{N}_{+}-2$ for some $t_{1} \geq \hat{t}$. Then Proposition 2.11 (ii) yields $\dot{X}>0$ for all $t \geq t_{1}$. Therefore, $X$ has a limit when $t \rightarrow+\infty$, which is either $+\infty$ or a positive constant $A \geq \tilde{N}_{+}-2$.

Suppose first $X(t) \rightarrow+\infty$ as $t \rightarrow+\infty$. Thus we can choose a time $t_{2}$ such that $X\left(t_{2}\right)>N-2 \geq \tilde{N}_{+}-2$ for all $t \geq t_{2}$. In such a scenario the proof reduces to the one for the Laplacian given in [3]. Indeed, the first equation in (2.6) and $\tilde{N}_{+} \leq N$ yield

$$
\begin{equation*}
\frac{\dot{X}}{X[X-(N-2)]} \geq 1 \Rightarrow \frac{(N-2) \dot{X}}{X[X-(N-2)]}=\frac{\dot{X}}{X-(N-2)}-\frac{\dot{X}}{X}=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \left(\frac{X(t)-N+2}{X(t)}\right) \quad \text { for all } t \geq t_{2} . \tag{3.1}
\end{equation*}
$$

Thus, by integrating (3.1) in the interval $\left[t_{2}, t\right]$ we get

$$
\begin{equation*}
X(t) \geq \frac{N-2}{1-c e^{(N-2)\left(t-t_{2}\right)}}, \quad \text { where } \quad c=1-\frac{N-2}{X\left(t_{2}\right)} \in(0,1) \tag{3.2}
\end{equation*}
$$

In the second case, i.e. $X(t) \rightarrow A$ as $t \rightarrow+\infty$ with $A \in(0,+\infty)$, we have $\lim _{t \rightarrow+\infty} \dot{X}(t)=0$, and so $\tau$ approaches the hyperplane $\pi_{1, \lambda}$. Now, since $\pi_{1, \lambda}$ strictly lies in the region $R_{\lambda, Z}^{-}$, then there is some $T \geq t_{1}$ such that $\tau \in R_{\lambda, Z}^{-}$for all $t \geq T$. Then one performs the calculations (3.1), (3.2) with $\tilde{N}_{+}$in place of $N$, which are similar to those in the scalar case [18], and gets that $X$ blows up in finite time, a contradiction. The proof of $Y<\tilde{N}_{+}-2$ is analogous.
(ii) By Proposition 2.11 (iii), if $Z(T)=\lambda N$, then $\tau$ remains in the region $R_{\lambda, Z}^{+}$up to $T$. Since in $R_{\lambda, Z}^{+}$the operator is the Laplacian, the proof in [3] applies. In fact, it is enough to integrate in $\left[t, t_{0}\right]$ as before to see that $Z$ blows up in finite backward time. The case $W<\lambda N$ is similar.

Corollary 3.2 (Decay of regular solutions). Every positive solution pair u, v of the problem $\left(P_{+}\right)$or ( $P_{-}$) defined in $[0,+\infty)$ is bounded and $u(r) \leq C r^{-\alpha}$ and $v(r) \leq C r^{-\beta}$ for all $r>0$.
Proof. This comes from (2.8) and the a priori bounds from Proposition 3.1.
Remark 3.3. Let us observe that if $(u, v)$ is a regular solution of (1.1), (1.4) in the ball $B_{R}, R>0$, then for the corresponding trajectory $\Gamma$ of (2.6) or (2.7) both $X$ and $Y$ blow up at the time $T=\ln (R)$. Viceversa, if $\Gamma$ is a trajectory issued from $N_{0}$ such that $X$ and $Y$ blow up at the same time $T$ then for the corresponding solution pair $(u, v)$ of $\left(P_{+}\right)$or $\left(P_{-}\right)$it holds $u(R)=v(R)=0$ for $R=e^{T}$. Thus there exists a radial solution of (1.1), (1.4) in $B_{R}$. This can be proved as in the scalar case, see [18, Section 3].

### 3.2 The complementary cones

In this section we give a brief analysis on the other cones apart from $\mathcal{K}$. We set:

$$
\begin{gathered}
\mathcal{K}_{0}=\left\{(X, Y, Z, W) \in \mathbb{R}^{4}: X, Y, Z, W<0\right\} \\
\mathcal{K}_{1}=\left\{(X, Y, Z, W) \in \mathbb{R}^{4}: X, Z>0, Y, W<0\right\} \\
\mathcal{K}_{2}=\left\{(X, Y, Z, W) \in \mathbb{R}^{4}: X, Z<0, Y, W>0\right\}
\end{gathered}
$$

That is, $\mathcal{K}_{0}$ is the region in $\mathbb{R}^{4}$ such that the corresponding $(u, v)$ satisfy $u^{\prime}>0$ and $v^{\prime}>0$; while $\mathcal{K}_{1}$ concerns $u^{\prime}<0$ and $v^{\prime}>0$; and finally $\mathcal{K}_{2}$ to those with $u^{\prime}>0$ and $v^{\prime}<0$.

By Remark 2.4 trajectories corresponding to regular and singular solutions do not intersect $\mathcal{K}_{0} \cup \mathcal{K}_{1} \cup \mathcal{K}_{2}$. However, they will be essential for studying exterior domain solutions.

Since we are considering positive solutions of (1.1), and $u^{\prime}>0$ implies $u^{\prime \prime}<0$, as well as $v^{\prime}>0$ produces $v^{\prime \prime}<0$, one finds out the following systems of ODEs:

$$
\begin{align*}
& \text { for } \mathcal{M}^{+} \text {in } \mathcal{K}_{0}:\left\{\begin{array}{l}
\lambda u^{\prime \prime}=-\Lambda r^{-1}(N-1) u^{\prime}-v^{p}, \\
\lambda v^{\prime \prime}=-\Lambda r^{-1}(N-1) v^{\prime}-u^{q}, \quad u, v>0 ;
\end{array}\right.  \tag{3.3}\\
& \text { for } \mathcal{M}^{-} \text {in } \mathcal{K}_{0}: \quad\left\{\begin{array}{l}
\Lambda u^{\prime \prime}=-\lambda r^{-1}(N-1) u^{\prime}-v^{p}, \\
\Lambda v^{\prime \prime}=-\lambda r^{-1}(N-1) v^{\prime}-u^{q}, \quad u, v>0 ;
\end{array}\right.  \tag{3.4}\\
& \text { for } \mathcal{M}^{+} \text {in } \mathcal{K}_{1}: \quad\left\{\begin{array}{l}
u^{\prime \prime}=M_{+}\left(-\lambda r^{-1}(N-1) u^{\prime}-v^{p}\right), \\
\lambda v^{\prime \prime}=-\Lambda r^{-1}(N-1) v^{\prime}-u^{q} ;
\end{array}\right.  \tag{3.5}\\
& \text { for } \mathcal{M}^{-} \text {in } \mathcal{K}_{1}: \quad\left\{\begin{array}{l}
u^{\prime \prime}=M_{-}\left(-\Lambda r^{-1}(N-1) u^{\prime}-v^{p}\right), \\
\Lambda v^{\prime \prime}=-\lambda r^{-1}(N-1) v^{\prime}-u^{q}, \quad u, v>0 ;
\end{array}\right.  \tag{3.6}\\
& \text { for } \mathcal{M}^{+} \text {in } \mathcal{K}_{2}: \quad\left\{\begin{array}{l}
\lambda u^{\prime \prime}=-\Lambda r^{-1}(N-1) u^{\prime}-v^{p}, \\
v^{\prime \prime}=M_{+}\left(-\lambda r^{-1}(N-1) v^{\prime}-u^{q}\right), \quad u, v>0 ;
\end{array}\right.  \tag{3.7}\\
& \text { for } \mathcal{M}^{-} \text {in } \mathcal{K}_{2}: \quad\left\{\begin{array}{l}
\Lambda u^{\prime \prime}=-\lambda r^{-1}(N-1) u^{\prime}-v^{p}, \\
v^{\prime \prime}=M_{-}\left(-\Lambda r^{-1}(N-1) v^{\prime}-u^{q}\right), \quad u, v>0 .
\end{array}\right. \tag{3.8}
\end{align*}
$$

Now, in terms of the associated dynamical systems, we get:

$$
\begin{gather*}
\mathcal{M}^{+} \text {in } \mathcal{K}_{0}:\left\{\begin{array}{c}
\dot{X}=X\left[X-\left(\tilde{N}_{-}-2\right)+\frac{Z}{\lambda}\right], \\
\dot{Z}=Z\left[\tilde{N}_{-}-p X-\frac{Z}{\lambda}\right],
\end{array} \begin{array}{c}
\dot{W}=Y\left[Y-\left(\tilde{N}_{-}-2\right)+\frac{W}{\lambda}\right], \\
\dot{W}=W\left[\tilde{N}_{-}-q X-\frac{W}{\lambda}\right],
\end{array}\right.  \tag{3.9}\\
\mathcal{M}^{+} \text {in } \mathcal{K}_{1}:\left\{\begin{array}{l}
\dot{X}=X\left[X+1-M_{+}(\lambda(N-1)-Z)\right], \quad \dot{Y}=Y\left[Y-\left(\tilde{N}_{-}-2\right)+\frac{W}{\lambda}\right], \\
\dot{Z}=Z\left[1-p Y+M_{+}(\lambda(N-1)-Z)\right], \quad \dot{W}=W\left[\tilde{N}_{-}-q X-\frac{W}{\lambda}\right],
\end{array}\right.  \tag{3.10}\\
\mathcal{M}^{+} \text {in } \mathcal{K}_{2}:\left\{\begin{array}{c}
\dot{X}=X\left[X-\left(\tilde{N}_{-}-2\right)+\frac{Z}{\lambda}\right], \quad \dot{Y}=Y\left[Y+1-M_{+}(\lambda(N-1)-W)\right], \\
\dot{Z}=Z\left[\tilde{N}_{-}-p X-\frac{Z}{\lambda}\right], \quad \dot{W}=W\left[1-q X+M_{+}(\lambda(N-1)-W)\right] .
\end{array}\right. \tag{3.11}
\end{gather*}
$$

Likewise, for the operator $\mathcal{M}^{-}$one has:

$$
\begin{align*}
& \mathcal{M}^{-} \text {in } \mathcal{K}_{0}:\left\{\begin{array}{cc}
\dot{X}=X\left[X-\left(\tilde{N}_{+}-2\right)+\frac{Z}{\Lambda}\right], & \dot{Y}=Y\left[Y-\left(\tilde{N}_{+}-2\right)+\frac{W}{\Lambda}\right], \\
\dot{Z}=Z\left[\tilde{N}_{+}-p X-\frac{Z}{\Lambda}\right], & \dot{W}=W\left[\tilde{N}_{+}-q X-\frac{W}{\Lambda}\right],
\end{array}\right.  \tag{3.12}\\
& \mathcal{M}^{-} \text {in } \mathcal{K}_{1}:\left\{\begin{array}{l}
\dot{X}=X\left[X+1-M_{-}(\Lambda(N-1)-Z)\right], \quad \dot{Y}=Y\left[Y-\left(\tilde{N}_{+}-2\right)+\frac{W}{\Lambda}\right], \\
\dot{Z}=Z\left[1-p Y+M_{-}(\Lambda(N-1)-Z)\right], \quad \dot{W}=W\left[\tilde{N}_{+}-q X-\frac{W}{\Lambda}\right],
\end{array}\right.  \tag{3.13}\\
& \mathcal{M}^{-} \text {in } \mathcal{K}_{2}:\left\{\begin{array}{cc}
\dot{X}=X\left[X-\left(\tilde{N}_{+}-2\right)+\frac{Z}{\Lambda}\right], & \dot{Y}=Y\left[Y+1-M_{-}(\Lambda(N-1)-W)\right], \\
\dot{Z}=Z\left[\tilde{N}_{+}-p X-\frac{Z}{\Lambda}\right], & \dot{W}=W\left[1-q X+M_{-}(\Lambda(N-1)-W)\right] .
\end{array}\right. \tag{3.14}
\end{align*}
$$

Remark 3.4. No stationary points exist in $\mathcal{K}_{0} \cup \mathcal{K}_{1} \cup \mathcal{K}_{2}$. Indeed, since $v^{\prime}>0$ and $v>0$ yields $v^{\prime \prime}>0$ then $\dot{Y}>0$ in $\mathcal{K}_{1}$. Analogously, $\dot{X}>0$ in $\mathcal{K}_{2}$, and $\dot{X}, \dot{Y}>0$ in $\mathcal{K}_{0}$. In other words, we do not have stationary points out of $\mathcal{K}$ when we are considering positive solutions $(u, v)$ of (1.1).

### 3.3 Uniqueness of regular solutions

We first consider the case of the $\mathcal{M}^{+}$system. Let $(u, v)$ be a regular solution of the initial value problem (1.7) and $\Gamma$ its corresponding trajectory of (2.6) in $\mathcal{K}$. The relations

$$
X Z=r^{2} \frac{v^{p}}{u}, \quad Y W=r^{2} \frac{u^{q}}{v}
$$

imply that there exist the limits

$$
\begin{equation*}
\kappa:=\lim _{r \rightarrow 0} \frac{X(\ln r)}{r^{2}}=\frac{\eta^{p}}{\lambda N \xi}, \quad \ell:=\lim _{r \rightarrow 0} \frac{Y(\ln r)}{r^{2}}=\frac{\xi^{q}}{\lambda N \eta}, \tag{3.15}
\end{equation*}
$$

and so

$$
\begin{equation*}
\Phi(-\infty):=\lim _{t \rightarrow-\infty} \frac{X}{Y}(t)=\frac{\kappa}{\ell}=\frac{\eta^{p+1}}{\xi^{q+1}}, \quad \text { for } \quad \Phi(t)=\Phi_{\Gamma}(t):=\frac{X(t)}{Y(t)} \tag{3.16}
\end{equation*}
$$

As a consequence of (3.16), for any fixed pair of initial values $(\xi, \eta)$ it holds

$$
\begin{equation*}
\eta=c_{\Gamma} \xi^{\frac{q+1}{p+1}}, \quad \text { where } c_{\Gamma}^{p+1}=\Phi(-\infty) . \tag{3.17}
\end{equation*}
$$

We note that $c_{\Gamma}^{p+1}$ gives the slope (of $X$ with respect to $Y$ ) of the projection of the regular trajectory $\Gamma$ on the plane $(X, Y)$, since $X(-\infty)=Y(-\infty)=0$.

Recall that the rescaled solutions $\left(u_{\gamma}, v_{\gamma}\right)$ defined in Remark 2.3, by (2.3), are associated with the functions

$$
\begin{equation*}
X_{\gamma}(t)=X(t+\ln \gamma), \quad Y_{\gamma}(t)=Y(t+\ln \gamma), \quad Z_{\gamma}(t)=Z(t+\ln \gamma), \quad Z_{\gamma}(t)=W(t+\ln \gamma) \tag{3.18}
\end{equation*}
$$

whose corresponding trajectory in $\mathcal{K}$ is still $\Gamma$ since the system (2.6) is autonomous. This implies that

$$
\begin{equation*}
\Phi_{\gamma}(-\infty)=\Phi(-\infty), \quad \text { for } \quad \Phi_{\gamma}=\frac{X_{\gamma}}{Y_{\gamma}} \tag{3.19}
\end{equation*}
$$

In the case of $\mathcal{M}^{-},(3.15)-(3.19)$ hold in the same way just replacing $\lambda$ by $\Lambda$ in (3.15).
Proof of Theorem 1.1. Let $(u, v),(\bar{u}, \bar{v})$ be two radial solution pairs of (1.1), either in $\mathbb{R}^{N}$, or in the ball $B_{R}$ when $R<\infty$; in the latter case they also satisfy (1.4). These are solutions of (1.7), which are positively defined in the maximal radius $R$, where $R \leq+\infty$. One may choose $\gamma>0$ such that $u(0)=\gamma^{\alpha} \bar{u}(0)=\bar{u}_{\gamma}(0)=\xi$, where $\bar{u}_{\gamma}(r)=\gamma^{\alpha} \bar{u}(\gamma r), \bar{v}_{\gamma}(r)=\gamma^{\beta} \bar{v}(\gamma r)$, for $\alpha, \beta$ as in (1.5). Then $\left(\bar{u}_{\gamma}, \bar{v}_{\gamma}\right)$ is a positive solution pair of (1.7) for $R / \gamma$. Set $\mathfrak{m}=\min \{R, R / \gamma\}$.

Step 1) $u(0)=\bar{u}_{\gamma}(0)$ yields $\bar{v}_{\gamma}(0)=v(0)$.
We suppose by contradiction that $\bar{v}_{\gamma}(0)<v(0)$; for the other inequality it is analogous. If either $I=(0, \mathfrak{m}]$ if $R<\infty$, or $I=(0,+\infty)$ if $R=\infty$, we first claim that

$$
\begin{equation*}
\bar{v}_{\gamma}(r)<v(r) \text { for all } r \in I \tag{3.20}
\end{equation*}
$$

Indeed, assume on the contrary that there exists $a \in I$ such that $\bar{v}_{\gamma}-v<0$ in $[0, a)$ and $\left(\bar{v}_{\gamma}-v\right)(a)=0$. Let us first show this implies $\bar{u}_{\gamma}-u>0$ in $(0, a]$ (here we do not include 0 since $\bar{u}_{\gamma}(0)=u(0)$ ).

If this was not true, then there would exist $b \in(0, a]$ such that $\left(\bar{u}_{\gamma}-u\right)(b) \leq 0$. Since

$$
\begin{equation*}
\mathcal{M}^{+}\left(D^{2}\left(\bar{u}_{\gamma}-u\right)\right) \geq \mathcal{M}^{+}\left(D^{2} \bar{u}_{\gamma}\right)-\mathcal{M}^{+}\left(D^{2} u\right)=v^{p}-\bar{v}_{\gamma}^{p}>0 \text { in } B_{b}, \quad \bar{u}_{\gamma}-u \leq 0 \text { on } \partial B_{b}, \tag{3.21}
\end{equation*}
$$

then the maximum principle (MP) implies $\bar{u}_{\gamma}-u \leq 0$ in $B_{b}$, and the strong maximum principle (SMP) yields $\bar{u}_{\gamma}-u<0$ in $B_{b}$. We refer for instance [2, 4, 22] on properties of Pucci operators, MP and SMP. But this contradicts our initial assumption $\bar{u}_{\gamma}(0)=u(0)$.

Now, by using the other equation we derive

$$
\mathcal{M}^{+}\left(D^{2}\left(v-\bar{v}_{\gamma}\right)\right) \geq \mathcal{M}^{+}\left(D^{2} v\right)-\mathcal{M}^{+}\left(D^{2} \bar{v}_{\gamma}\right)=\bar{u}_{\gamma}^{q}-u^{q} \geq 0 \text { in } B_{a}, \quad v-\bar{v}_{\gamma}=0 \text { on } \partial B_{a},
$$

then again MP and SMP (since $\bar{u}_{\gamma}>u$ out of 0 ) give us $v-\bar{v}_{\gamma}<0$ in $B_{a}$, which in turn contradicts $\bar{v}_{\gamma}<v$ in $B_{a}$, and the claim (3.20) is proved.

Now we claim that, for the interval $I$ as above, we have

$$
\begin{equation*}
\bar{u}_{\gamma}>u \text { in } I \tag{3.22}
\end{equation*}
$$

Otherwise, there would exist $b \in I(b \neq 0)$, such that $\bar{u}_{\gamma}-u \leq 0$ at $r=b$. Then it implies (3.21) (recall that $\bar{v}_{\gamma}<v$ in $I$ holds due to the conclusion of Claim 3.20). Thus we derive $\bar{u}_{\gamma} \leq u$ in $B_{b}$ by MP. Again $\bar{u}_{\gamma}<u$ in $B_{b}$ by SMP (since the strictly inequality is in force in (3.21)); in particular it holds at 0 . But this contradicts $\bar{u}_{\gamma}(0)=u(0)$, and so (3.22) is proved.
(i) If $R=\infty$, then for $\varepsilon>0$ we set $U=\bar{u}_{\gamma}-u-\varepsilon$. Since $u, \bar{u}_{\gamma} \rightarrow 0$ as $r \rightarrow \infty$ (cf. Corollary 3.2), then in particular there exists a large $b>0$ such that $U \leq 0$ for all $|x| \geq b$, and as in (3.21),

$$
\mathcal{M}^{+}\left(D^{2} U\right)>0 \text { in } B_{b}, \quad U \leq 0 \text { on } \partial B_{b}
$$

Hence MP yields $U \leq 0$ in $B_{b}$, and by letting $b \rightarrow \infty$ we get $\bar{u}_{\gamma}-u \leq \varepsilon$ in $\mathbb{R}^{N}$. Since $\varepsilon$ is arbitrary, then $\bar{u}_{\gamma} \leq u$ in $\mathbb{R}^{N}$, which contradicts (3.22).
(ii) If $R<\infty$, then $\sigma=\left(\bar{v}_{\gamma}-v\right)(\mathfrak{m})<0$. But since

$$
\sigma=-v(R / \gamma)<0 \quad \text { if } \gamma>1, \quad \sigma=0 \quad \text { if } \gamma=1, \quad \sigma=\bar{v}_{\gamma}(R)>0 \quad \text { if } \gamma<1,
$$

then $\gamma>1$. Next, by Claim 3.22 we have $\bar{u}_{\gamma}-u>0$ in $(0, \mathfrak{m}]$. So $\theta=\left(\bar{u}_{\gamma}-u\right)(\mathfrak{m})>0$, while

$$
\theta=-u(R / \gamma)<0 \quad \text { if } \gamma>1, \quad \theta=0 \quad \text { if } \gamma=1, \quad \theta=\bar{u}_{\gamma}(R)>0 \quad \text { if } \gamma<1
$$

Therefore $\gamma<1$, which is impossible. This proves that $\bar{v}_{\gamma}(0)=v(0)$.
Step 2) Equal shootings in (1.7) lead to equal solutions.
Note that if either $R=\infty$ or $R<\infty$ with $p, q \geq 1$, then the uniqueness of the ODE problem (1.7) is a consequence of Lipschitz continuity; in particular (i) is proved. Assume then $R<\infty$ in the general superlinear regime $p q>1$.

Recall we have chosen $\gamma>0$ such that $\xi=\gamma^{\alpha} \bar{\xi}$. Next, by Step 1 we have obtained $\eta=\gamma^{\beta} \bar{\eta}$. Let $\Gamma=$ $(X, Y, Z, W)$ and $\bar{\Gamma}=(\bar{X}, \bar{Y}, \bar{Z}, \bar{W})$ be the trajectories associated to $(u, v)$ and ( $\bar{u}, \bar{v})$ respectively, with $c_{\Gamma}$ and $c_{\overline{\bar{\Gamma}}}$ being the corresponding slopes of their projections on the plane ( $X, Y$ ). Further, $\bar{\Gamma}$ is also the corresponding trajectory to $\left(\bar{u}_{\gamma}, \bar{v}_{\gamma}\right)$, by (3.18) since the system is autonomous.

Now we infer that $\Gamma=\bar{\Gamma}$. Indeed, if $\bar{\kappa}$ and $\bar{\ell}$ are the constants in (3.15) related to $\bar{X}, \bar{Y}$, then $\bar{\kappa}=\kappa \gamma^{\alpha-\beta p}$ and $\bar{\ell}=\ell \gamma^{\beta-\alpha q}$, since $\xi=\gamma^{\alpha} \bar{\xi}$ and $\eta=\gamma^{\beta} \bar{\eta}$. Hence $c_{\bar{\Gamma}}=c_{\Gamma}$, which means that the projections of $\Gamma$ and $\bar{\Gamma}$ on the plane $(X, Y)$ coincide. Since the unstable manifold at $N_{0}$ is a graph on the variables $(X, Y)$ (see also Remark 3.5 ahead), then the trajectories $\Gamma$ and $\bar{\Gamma}$ are the same.

So we deduce that $\gamma=1$ and $(u, v)=(\bar{u}, \bar{v})=\left(\bar{u}_{\gamma}, \bar{v}_{\gamma}\right)$ in $B_{R}$. Since any positive solution of (1.1), (1.4) is radially symmetric by [9], item (ii) is proved.

### 3.4 Blow-up analysis of regular solutions

As far as regular trajectories are concerned, the conclusion of Proposition 3.1 (ii) is always verified. On the other hand, if (i) does not hold for such a trajectory $\tau$, it means that at least one of $X, Y$ blows up in finite forward time. In the sequel we characterize the blow-up of regular trajectories.

Remark 3.5. The local unstable manifold at the point $N_{0}$, which we denote by $\mathcal{W}_{u}\left(N_{0}\right)$, is a two dimensional graph of smooth functions $\varphi(X, Y), \psi(X, Y)$, see Proposition 2.10(2). Namely, for some $\rho>0$, set $\mathcal{U}\left(N_{0}\right)=$ $B_{\rho}(0,0) \backslash\{(0,0)\} \subset \mathbb{R}^{2}$, and write

$$
\mathcal{W}_{u}\left(N_{0}\right)=\left\{(X, Y, \varphi(X, Y), \psi(X, Y)) \in \mathbb{R}^{4}:(X, Y) \in \mathcal{U}\left(N_{0}\right)\right\}
$$

Let $\Gamma_{x, y}=(X, Y, Z, W)$ be the unique trajectory passing through the point $(x, y, \varphi(x, y), \psi(x, y))$ in $\mathcal{W}_{u}\left(N_{0}\right)$ at time $t=0$, where $(x, y) \in \mathcal{U}\left(N_{0}\right)$. Set $T_{*}=T_{*}(x, y)$ so that $\left(-\infty, T^{*}\right]$ is the maximal interval of existence for $\Gamma_{x, y}$.

We split the set $\mathcal{U}\left(N_{0}\right)$ as the disjoint union $\mathcal{U}\left(N_{0}\right)=\mathcal{N}_{1} \cup \mathcal{N}_{2} \cup \mathcal{D} \cup \mathcal{G}_{N_{0}}$, where

$$
\begin{aligned}
& \mathcal{N}_{1}=\left\{(x, y) \in \mathcal{U}\left(N_{0}\right): x, y>0, \text { for } \Gamma_{x, y}, \lim _{t \rightarrow T_{*}} X(t)=+\infty, Y\left(T_{*}\right)<+\infty\right\}, \\
& \mathcal{N}_{2}=\left\{(x, y) \in \mathcal{U}\left(N_{0}\right): x, y>0, \text { for } \Gamma_{x, y}, X\left(T_{*}\right)<+\infty, \lim _{t \rightarrow T_{*}} Y(t)=+\infty\right\}, \\
& \mathcal{D}=\left\{(x, y) \in \mathcal{U}\left(N_{0}\right): x, y>0, \text { for } \Gamma_{x, y}, \lim _{t \rightarrow T_{*}} X(t)=\lim _{t \rightarrow T_{*}} Y(t)=+\infty\right\}, \\
& \mathcal{G}_{N_{0}}=\left\{(x, y) \in \mathcal{U}\left(N_{0}\right): x, y>0, \Gamma_{x, y} \text { stays in the box } \mathcal{B}_{ \pm} \text {of Proposition 3.1 }\right\} .
\end{aligned}
$$

Proposition 3.6. $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are open nonempty subsets. Moreover, $\mathcal{N}_{1}$ contains a neighborhood of the $X$-axis, and $\mathcal{N}_{2}$ contains a neighborhood of the $Y$-axis. Further, $\mathcal{D} \cup \mathcal{G}_{N_{0}}=\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2} \neq \emptyset$.

The proof of Proposition 3.6 is similar to [3, Theorem 1.1] once the correct correspondence with the case of the Pucci-Lane-Emden system (1.1) is established. Since this result plays a pivotal role in our analysis, and for reader's convenience, we provide some details in what follows.

Proof. In order to fix the ideas we consider the operator $\mathcal{M}^{+}$, since for $\mathcal{M}^{-}$it is analogous.
We first infer that if $(x, y) \notin \mathcal{G}_{N_{0}}$, then

$$
\begin{equation*}
\lim _{t \rightarrow T_{*}}(X(t)+Y(t))=+\infty \tag{3.23}
\end{equation*}
$$

Indeed, Proposition 3.1 yields $Z, W \in(0, \lambda N)$ for regular orbits. Now, if both components $X, Y$ were bounded, then by the classical ODE theory we would have $\Gamma_{x, y}=(X, Y, Z, W)$ defined for every time $t$, which contradicts the hypothesis. Thus, at least one of $X, Y$ is unbounded. Hence there exists a first time $T$ so that $X(T)=\tilde{N}_{+}-2$ or $Y(T)=\tilde{N}_{+}-2, T<T_{*}$. Recall that if $X(T)=\tilde{N}-2$ then $\dot{X}>0$ from $T$ on by Proposition 2.11(ii); the same for $Y$.

In terms of solutions $(u, v)$ of $\left(P_{+}\right), \mathcal{N}_{1}$ is the set where $u$ vanishes before $v$; similarly for $\mathcal{N}_{2}$. Further, from $\mathcal{D}$ we obtain the set of solutions $(u, v)$ of $\left(P_{+}\right)$with $u$ and $v$ vanishing at the same time $R_{*}=e^{T_{*}}$ (see Remark 3.3), so Hopf lemma yields

$$
\begin{equation*}
\lim _{r \rightarrow R_{*}^{-}} \frac{u(r)}{\left(r-R_{*}\right) u^{\prime}(r)}=\lim _{r \rightarrow R_{*}^{-}} \frac{v(r)}{\left(r-R_{*}\right) v^{\prime}(r)}=1, \quad \text { then } \quad \lim _{t \rightarrow T_{*}^{-}} \frac{X}{Y}=1 . \tag{3.24}
\end{equation*}
$$

Let $\bar{x} \in(0, \rho)$. Let us consider the borderline point $(\bar{x}, 0)$ of $\left\{(x, y) \in \mathcal{U}\left(N_{0}\right): x, y>0\right\}$, where $\Gamma_{\bar{x}, 0}=$ $(\bar{X}, \bar{Y}, \bar{Z}, \bar{W})$ is the trajectory with $\bar{Y} \equiv 0$ passing through the point $(\bar{x}, 0, \varphi(\bar{x}, 0), \psi(\bar{x}, 0)) \in \mathcal{W}_{u}$ at time $t=0$. Let us see that $\bar{X}$ blows up in finite time and $\Gamma_{\bar{x}, 0}$ does not correspond to a regular solution $u, v$ of $\left(P_{+}\right)$.

Note that $Y \equiv 0$ means that $Y(t)=-\frac{\mathrm{d}}{\mathrm{d} t}\left(\ln \left(v\left(e^{t}\right)\right)\right) \equiv 0$, and so $v$ is a positive constant. Also, the system (2.6) for $Y \equiv 0$ becomes

$$
\begin{array}{r}
\dot{X}=X\left[X+1-M_{+}(\lambda(N-1)-Z)\right], \quad \dot{Z}=Z\left[1+M_{+}(\lambda(N-1)-Z)\right],  \tag{3.25}\\
\dot{W}=W\left[1-q X+M_{+}(\lambda(N-1)-W)\right] .
\end{array}
$$

The equation for $Z$ in (3.25) is autonomous, whose RHS is continuous and positive at $\pi_{3, \lambda}$. Thus a qualitative ODE analysis unveils that either:
(a) $Z \in(0, \lambda N)$ is defined for all time, and it is forward increasing;
(b) $Z \equiv \lambda N$ is a stationary orbit for all time;
(c) or $Z>\lambda N$ blows up in finite backward time, and it is forward decreasing for all time.

We infer that situation (c) is not admissible. In fact, a point of blow-up for $Z$ would produce a positive radius $r_{0}>0$ at which $u^{\prime}\left(r_{0}\right)=0$, and so $X\left(\ln r_{0}\right)=0$. But this is impossible since the projection of the trajectory $\Gamma_{\bar{x}, 0}$ on the plane $(X, Y)$ lies on the $X$ axis; i.e. it starts at $(0,0)$ and is increasing in the $X$ direction.

If (b) is true, then $\dot{X}=X(X+2)>0$, it is easy to see that $X$ blows up in finite forward time, and we are done. Assume then (a) occurs, then the explicit expression for $Z$ is given by

$$
Z(t)=\frac{\lambda N c_{1} e^{N\left(t-t_{1}\right)}}{1+c_{1} e^{N\left(t-t_{1}\right)}}, \quad \text { where } c_{1}=\frac{Z_{1}}{\lambda N-Z_{1}}>0, \quad \text { for } Z_{1}=Z\left(t_{1}\right)
$$

By replacing this into the definition of the variable $Z$ (recall that $v \equiv c$ ) yields an explicit expression for $u$ in which $u(0)=+\infty$ and $u(+\infty)=-\infty$. Hence by the Mean Value theorem there exists a radius $R>0$ at which $u(R)=0$, and so $X$ blows up in finite time, thus $(\bar{x}, 0) \in \mathcal{N}_{1}$. A simple computation shows that such a pair $(u, c)$ does not satisfy our PDE system (1.1).

The next step is to show that $\mathcal{N}_{1}$ contains a neighborhood of $(\bar{x}, 0)$. Let us prove that a neighborhood of regular trajectories $\Gamma_{x, y}$ with $x, y>0$ in $\mathcal{W}_{u}\left(N_{0}\right)$ blows up only in $X$ at $T_{*}(x, y)$ whenever $Y$ is taken sufficiently small.

Set $A:=2 N-\tilde{N}>0$, pick up $\varepsilon \in(0, A)$ and $\eta>0$ such that $B_{\eta}(\bar{x}, 0) \subset B_{\rho}(0,0)$. Since $\lim _{t \rightarrow T_{*}} \bar{X}(t)=+\infty$, by continuity of the ODE system with respect to the initial conditions, for any $(x, y) \in B_{\eta}(\bar{x}, 0)$ with $y>0$ and $\Gamma_{x, y}=(X, Y, Z, W)$ as above, there exists $T_{\varepsilon}<T_{*}$ such that $X\left(T_{\varepsilon}\right)=2 A$, and $Y(t) \in(0, \varepsilon)$ for all $t \leq T_{\varepsilon}$. Note that $X$ is increasing from $T_{\varepsilon}$ on. Now, define $\Phi=X / Y$ in $\left(-\infty, T_{*}\right)$. By using

$$
\begin{equation*}
M_{+}(\lambda(N-1)-Z) \leq N-1-\frac{Z}{\Lambda}, \quad M_{+}(\lambda(N-1)-W) \geq \tilde{N}-1-\frac{W}{\lambda}, \tag{3.26}
\end{equation*}
$$

together with $Z \geq 0$ and $W \leq \lambda N$, we obtain

$$
\begin{equation*}
\frac{\dot{\Phi}}{\Phi}=X-Y-M_{+}(\lambda(N-1)-Z)+M_{+}(\lambda(N-1)-W) \geq X-Y-A \tag{3.27}
\end{equation*}
$$

so $\dot{\Phi}\left(T_{\varepsilon}\right)>0$. Set $\theta=\sup \left\{t \in\left(T_{\varepsilon}, T_{*}\right]: \dot{\Phi}>0\right.$ in $\left.\left(T_{\varepsilon}, t\right)\right\}$, then

$$
\begin{equation*}
\Phi(t) \geq \Phi\left(T_{\varepsilon}\right) \geq 2 A / \varepsilon>2 \quad \text { for all } t \in\left(T_{\varepsilon}, \theta\right] \tag{3.28}
\end{equation*}
$$

Here $X, Y$ do not blow up in $\left(T_{\varepsilon}, T_{*}\right)$ by definition of $T_{*}=T_{*}(x, y)$ and construction of $T_{\varepsilon}$.
If we had $\theta<T^{*}$ then $\dot{\Phi}(\theta)=0$, so (3.27) would imply $X(\theta) \leq Y(\theta)+A$. Also, $Y(\theta)<X(\theta) / 2$ by (3.28). Thus $X(\theta)<X(\theta) / 2+A$, which contradicts the fact that $X(\theta) \geq X\left(T_{\varepsilon}\right)=2 A$. Hence $\theta=T^{*}$. If $\lim _{t \rightarrow T^{*}} Y(t)=\infty$ then $(x, y) \in \mathcal{D}$ and so $\lim _{t \rightarrow T_{*}} \Phi(t)=1$ by (3.24); but this is impossible by (3.28). Therefore $(x, y) \in \mathcal{N}_{1}$, for any $(x, y) \in B_{\eta}(\bar{x}, 0)$. This shows that a neighborhood of $\Gamma_{\bar{x}, 0}$ is contained in $\mathcal{N}_{1}$. Reasoning similarly, one proves that $\mathcal{N}_{1}$ is open. By exchanging the roles of $X, Y$ one sees that $\mathcal{N}_{2}$ is nonnempty and open.

Now, since $\mathcal{U}\left(N_{0}\right)$ is connected, then either $\mathcal{D}$ or $\mathcal{G}_{N_{0}}$ is nonempty.
Remark 3.7. The solutions associated with trajectories on the axes $X \equiv 0$ and $Y \equiv 0$ in the plane ( $X, Y$ ) can be seen as "infinite shootings", namely $X \equiv 0 \leftrightarrow " \eta=+\infty$ " and $Y \equiv 0 \leftrightarrow " \xi=+\infty$ ".

Proof of Theorem 1.5. Let us show that $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2}$ contains a unique trajectory. In terms of the second order PDE problem, this means that $\mathcal{G}$ is empty if and only if $\mathcal{C}$ is nonempty, and viceversa.

We fix a pair $(p, q)$ with $p, q>0$ and $p q>1$. By Proposition 3.6 , any point of $\mathcal{D}$ or $\mathcal{G}_{N_{0}}$ must lie in the intersection $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2}$. Next we infer that $\mathcal{D}$ consists of a unique curve given by the projection of a unique trajectory, and the same holds for $\mathcal{G}_{N_{0}}$.

Indeed, recall that there is a biunivocal correspondence between $\mathcal{U}\left(N_{0}\right)$ and the set of orbits in $\mathbb{R}^{4}$ around $N_{0}$ by Remark 3.5 ; in particular in $\mathcal{U}\left(N_{0}\right)$ there cannot be orbits intersection. Formally, the uniqueness of projections is a consequence of uniqueness of trajectories. We infer that the latter for $\mathcal{D}$ and $\mathcal{G}_{N_{0}}$, in turn, comes from uniqueness of solutions given in Theorem 1.1.

Indeed, if we had two trajectories $\Gamma$ and $\tilde{\Gamma}$ defined in $\mathbb{R}^{N}$, by the one to one correspondence between orbits of (2.6) and solutions of (1.1) given by (2.3) and (2.8), these would be associated with two solutions ( $u, v$ ) and $(\tilde{u}, \tilde{v})$ in $\mathbb{R}^{N}$. Then Theorem 1.1(i) yields $(\tilde{u}, \tilde{v})=\left(u_{\gamma}, v_{\gamma}\right)$ in $\mathbb{R}^{N}$. Since the system is autonomous, $\Gamma=\Gamma_{\gamma}=\tilde{\Gamma}$,
see (3.18). By a similar reasoning, any two trajectories corresponding to two regular solutions in the ball, even for different radii, represent the same trajectory by Theorem 1.1(ii).

Therefore, $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2} \cap \mathcal{G}_{N_{0}}$ consists of at most one trajectory in $\mathcal{U}\left(N_{0}\right)$, and the same is true for $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2} \cap \mathcal{D}$. This gives us at most two connected components for $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2}$. Hence, we only need to prove that $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are connected sets, which translates into saying that we do not have corresponding solutions both in a ball and in $\mathbb{R}^{N}$ simultaneously.

To see this, we use the fact that the ordering of the connected components around the axes $X, Y$ is already prescribed, in the sense that one displays $\mathcal{N}_{1}$ near $Y \equiv 0$, and $\mathcal{N}_{2}$ near $X \equiv 0$. Thus $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2}$ must have an odd number of connected components. This means that if $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}}_{2}$ had more than one connected component, then it would need to have at least three (see Figure 3); but this is impossible since we have at most two of them.


Figure 3: The projection of the stable manifold on the plan $X, Y$ in the case that $\overline{\mathcal{N}}_{1} \cap \overline{\mathcal{N}_{2}}$ has three connected components.

Definition 3.8. For each $(p, q)$ with $p, q>0, p q>1$, by Theorem 1.5, we define $\Gamma_{p, q} \in{\overline{\mathcal{N}_{1}}}^{p, q} \cap \overline{\mathcal{N}}_{2}^{p, q}$ as the unique regular trajectory exiting $N_{0}$ such that either $(p, q) \in \mathcal{C}$ or $(p, q) \in \mathcal{G}$.

Remark 3.9. The mapping $(p, q) \mapsto \Gamma_{p, q}$ is continuous. Indeed, this is a consequence of (2.23) (see the proof of Proposition $2.10(2)$ ), since in a neighborhood of $N_{0}, Z$ and $W$ are continuous functions of $X, Y, p, q$.

Proposition 3.10. $\mathcal{C}$ is open.
Proof. For simplicity, let us consider the operator $\mathcal{M}^{+}$; for $\mathcal{M}^{-}$it is similar.
Let $\left(p_{0}, q_{0}\right) \in \mathcal{C}$. Then there exists a regular trajectory $\Gamma_{0}$ of $(2.6)_{p_{0}, q_{0}}$ that crosses both $L_{X}^{ \pm}$and $L_{Y}^{ \pm}$before $X, Y$ blowing up together at the finite time $T_{0}^{*}$. Say $\Gamma_{0}$ passes through the point $\left(x_{0}, y_{0}, \varphi\left(x_{0}, y_{0}\right), \psi\left(x_{0}, y_{0}\right)\right) \in \mathcal{W}_{u}\left(N_{0}\right)$ at time $t=0$, for some $\left(x_{0}, y_{0}\right) \in \mathcal{U}\left(N_{0}\right)$, see Remark 3.5. By Theorem 1.5 one knows that positive radial solutions of $(1.1)_{\left(p_{0}, q_{0}\right)}$ in $\mathbb{R}^{N}$ do not exist.

Fix $(p, q)$ near $\left(p_{0}, q_{0}\right)$. By ODE properties of continuity with respect to data and parameters, any regular trajectory $\Gamma_{x, y}=(X, Y, Z, W)$ of $(2.6)_{p, q}$, with $(x, y)$ close to $\left(x_{0}, y_{0}\right)$, namely $(x, y) \in B_{\delta}\left(x_{0}, y_{0}\right)$, also has to cross both $L_{X}^{ \pm}$and $L_{Y}^{ \pm}$, in such a way that both $X$ or $Y$ blow up in finite time by Proposition 3.1, namely at $T_{X}^{*}$ and $T_{Y}^{*}$.

Moreover, $\Gamma_{p, q}$ (see Definition 3.8) passing through the point $(x, y)$ at $t=0$ is so that $(x, y) \in B_{\delta}\left(x_{0}, y_{0}\right)$ for $(p, q)$ sufficiently close to $\left(p_{0}, q_{0}\right)$. So $(p, q) \notin \mathcal{G}$, and $(p, q) \in \mathcal{C}$ by Theorem 1.5.

### 3.5 Blow-up analysis of fast decaying solutions

In this section we pay a special attention to fast decaying trajectories.
Definition 3.11. The set of fast decaying solutions, which we denote by $\mathcal{F}$, is the set of $(p, q)$ with $p, q>0$ and $p q>1$ such that solutions of $\left(P_{+}\right)$or $\left(P_{-}\right)$defined in $\mathbb{R}^{N}$ have their respective trajectories of (2.6) or (2.7) converging to either $A_{0}, P_{0}$ or $Q_{0}$.

We stress that fast decaying trajectories are in one to one correspondence (up to scaling) with fast decaying solutions settled in Definition 1.2, accordingly to Proposition 2.10(3)-(5); see also [18, proof of Proposition 3.9].

Set $\mathfrak{P}=\left(x_{0}, y_{0}, z_{0}, w_{0}\right)$ as either $A_{0}, P_{0}$ or $Q_{0}$. Here,

$$
\begin{gathered}
\left(z_{0}, w_{0}\right)=(0,0) \quad \text { if } \mathfrak{P}=A_{0} \text { for } p, q>\frac{\tilde{N}_{ \pm}}{N_{ \pm}-2} \\
\left(z_{0}, w_{0}\right)=\left(0, \Lambda\left(\tilde{N}_{ \pm}-q\left(\tilde{N}_{ \pm}-2\right)\right)\right) \quad \text { if } \mathfrak{P}=P_{0} \text { and } p>\frac{\tilde{N}_{ \pm}}{\tilde{N}_{ \pm}-2} \\
\left(z_{0}, w_{0}\right)=\left(\Lambda\left(\tilde{N}_{ \pm}-p\left(\tilde{N}_{ \pm}-2\right)\right), 0\right) \quad \text { if } \mathfrak{P}=Q_{0} \text { and } q>\frac{\tilde{N}_{ \pm}}{\tilde{N}_{ \pm}-2}
\end{gathered}
$$

When $A_{0} \neq P_{0}$ and $A_{0} \neq Q_{0}$, we recall that $\mathcal{W}_{s}(\mathfrak{P})$ is locally a two dimensional graph of smooth functions $\varphi(Z, W), \psi(Z, W)$; see Proposition 2.10 (3)-(5), (2.24), and the proof item (4) there. For some $\rho>0$, set $\mathcal{U}(\mathfrak{P})=B_{\rho}\left(z_{0}, w_{0}\right) \backslash\left\{\left(z_{0}, w_{0}\right)\right\} \subset \mathbb{R}^{2}$, and write

$$
\mathcal{W}_{s}(\mathfrak{P})=\left\{(\varphi(Z, W), \psi(Z, W), Z, W) \in \mathbb{R}^{4}:(Z, W) \in \mathcal{U}(\mathfrak{P})\right\} .
$$

Given $(z, w) \in \mathcal{U}(\mathfrak{P})$, let $\Upsilon_{z, w}=(X, Y, Z, W)$ be the unique trajectory passing through the point $(\varphi(z, w), \psi(z, w), z, w)$ in $\mathcal{W}_{s}(\mathfrak{P})$ at time $t=0$. Then set $T_{*}=T_{*}(z, w)$ so that $\left[T^{*},+\infty\right)$ is maximal interval of existence for $\Upsilon_{z, w}$.

At the collision points $A_{0}=P_{0}$ and $A_{0}=Q_{0}$, a trajectory in $\mathcal{K}$ enters by a center manifold of dimension one, while its stable manifold is also one dimensional, i.e.

$$
\mathcal{W}_{c}(\mathfrak{P})=\left\{(X(W), Y(W), Z(W), W) \in \mathbb{R}^{4}\right\}, \quad \mathcal{W}_{s}(\mathfrak{P})=\left\{(X(Z), 0, Z, 0) \in \mathbb{R}^{4}\right\}
$$

Thus, any trajectory converging either to $A_{0}=P_{0}$ or $A_{0}=Q_{0}$ is a local graph on the variables $(Z, W)$, which again can be represented by

$$
\begin{equation*}
\left\{\Upsilon_{z, w}=(\varphi(Z, W), \psi(Z, W), Z, W) \in \mathbb{R}^{4}\right\} \quad \text { near either } A_{0}=P_{0} \text { or } A_{0}=Q_{0} \tag{3.29}
\end{equation*}
$$

whose projection we still denote by $(z, w) \in \mathcal{U}(\mathfrak{P})$ w.l.g.
Now, we split the set $\mathcal{U}(\mathfrak{P})$ as the disjoint union $\mathcal{U}(\mathfrak{P})=\mathcal{A}_{1} \cup \mathcal{A}_{2} \cup \Sigma \cup \mathcal{G}_{\mathfrak{P}}$, where

$$
\begin{aligned}
& \mathcal{A}_{1}=\left\{(z, w) \in \mathcal{U}(\mathfrak{P}): z, w>0, \text { for } \Upsilon_{z, w}, \lim _{t \rightarrow T_{*}} Z(t)=+\infty, W\left(T_{*}\right)<+\infty\right\}, \\
& \mathcal{A}_{2}=\left\{(z, w) \in \mathcal{U}(\mathfrak{P}): z, w>0, \text { for } \Upsilon_{z, w}, Z\left(T_{*}\right)<+\infty, \lim _{t \rightarrow T_{*}} W(t)=+\infty\right\}, \\
& \Sigma=\left\{(z, w) \in \mathcal{U}(\mathfrak{P}): z, w>0, \text { for } \Upsilon_{z, w}, \lim _{t \rightarrow T_{*}} Z(t)=\lim _{t \rightarrow T_{*}} W(t)=+\infty\right\}, \\
& \mathcal{G}_{\mathfrak{P}}=\left\{(z, w) \in \mathcal{U}(\mathfrak{P}): z, w>0, \Upsilon_{z, w} \text { stays in the box } \mathcal{B}_{ \pm} \text {of Proposition 3.1 }\right\} .
\end{aligned}
$$

Proposition 3.12. The sets $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are nonempty and open. Also, $\mathcal{A}_{1}$ contains a neighborhood of the $Z$-axis, and $\mathcal{A}_{2}$ contains a neighborhood of the $W$-axis. Further, $\Sigma \cup \mathcal{G}_{\mathfrak{P}}=\overline{\mathcal{A}}_{1} \cap \overline{\mathcal{A}}_{2} \neq \emptyset$.

Proof. We fix the operator $\mathcal{M}^{+}$, since for $\mathcal{M}^{-}$will be analogous. Our strategy is to show that $\mathcal{A}_{1}$ is nonempty and open. By symmetry it will follow that $\mathcal{A}_{2}$ is also nonnempty and open. Thus, since $\mathcal{U}\left(A_{0}\right)$ is connected, either $\Sigma$ or $\mathcal{G}_{A_{0}}$ will be nonempty.

We first infer that if $(z, w) \notin \mathcal{G}_{A_{0}}$, then

$$
\begin{equation*}
\lim _{t \rightarrow T_{*}}(Z(t)+W(t))=+\infty \tag{3.30}
\end{equation*}
$$

Indeed, Proposition 3.1 yields $X, Y \in\left(0, \tilde{N}_{+}-2\right)$ for fast decaying orbits. Now, if both components $Z, W$ were bounded, then by classical ODE theory we would have $\Upsilon_{z, w}=(X, Y, Z, W)$ defined for every time $t$, which contradicts the hypothesis. Thus, at least one between $Z, W$ is unbounded. Hence there exists a first time $T$ so that $Z(T)=\lambda N$ or $W(T)=\lambda N, T>T_{*}$. Recall that if $Z(T)=\lambda N$ then $\dot{Z}<0$ up to time $T$, by Proposition 2.11(iii); the same for $Z$.

In terms of solutions $(u, v)$ of $\left(P_{+}\right), \mathcal{A}_{1}$ is the set where $u^{\prime}$ vanishes before $v^{\prime} ;$ similarly for $\mathcal{A}_{2}$. Further, from $\Sigma$ we obtain the set of solutions $(u, v)$ of $\left(P_{+}\right)$with $u^{\prime}$ and $v^{\prime}$ vanishing at the same time $R_{*}=e^{T_{*}}$, which gives us a solution in the exterior of a ball.

We first consider $\mathfrak{P}=A_{0}$, with $A_{0} \neq P_{0}$ and $A_{0} \neq Q_{0}$, and the operator $\mathcal{M}^{+}$.
Step 1) $\mathcal{A}_{1}$ is nonempty.
We recall that the stable manifold at the point $A_{0}$ is also a graph of the variables $X, Y$, due to the tangent direction expressions in (2.24). So we may consider the trajectory $\Upsilon_{\bar{z}, \bar{w}}=\Upsilon_{\bar{x}, \tilde{N}_{+}-2}=(\bar{X}, \bar{Y}, \bar{Z}, \bar{W})$ with $\bar{Y} \equiv$ $\tilde{N}_{+}-2$ passing through the point $\left(\bar{x}, \tilde{N}_{+}-2, \bar{z}, \bar{w}\right) \in \mathcal{W}_{s}\left(A_{0}\right)$ at time $t=0$. Let us see that $\bar{Z}$ blows up in finite time.

When $Y \equiv \tilde{N}_{+}-2$, the equation for $Z$ in the system (2.6) becomes independently expressed by

$$
\dot{Z}=Z\left[1-p\left(\tilde{N}_{+}-2\right)+M_{+}(\lambda(N-1)-Z)\right]=\left\{\begin{array}{l}
Z\left[\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)-\frac{Z}{\Lambda}\right] \text { in } R_{\lambda, Z}^{+}  \tag{3.31}\\
Z\left[N-p\left(\tilde{N}_{+}-2\right)-\frac{Z}{\lambda}\right] \text { in } R_{\lambda, Z}^{-}
\end{array}\right.
$$

Recall that $p>\frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$ since we are in the range of $(p, q)$ corresponding to the point $A_{0}$. Thus, in the region $R_{\lambda, Z}^{-}$ the stationary points $Z$ for the equation (3.31) are $Z=\tilde{N}_{+}-p\left(\tilde{N}_{+}-2\right)<0$ and $Z=0$. A qualitative analysis then unveils that solutions $Z(t)>0$ are decreasing for all time, by converging to zero when $t \rightarrow+\infty$ and blowing up in finite backward time.

On the other hand, in the region $R_{\lambda, Z}^{+}$one finds a possible positive stationary point for (3.31), namely $Z=$ $N-p\left(\tilde{N}_{+}-2\right)$. In this case, an increasing orbit $Z(t)$ defined for $t \rightarrow-\infty$ also exists, but it is not admissible for our problem since at the concavity plane $\pi_{\lambda, Z}$ the equation (3.31) produces $\dot{Z}_{\left.\right|_{Z=\lambda(N-1)}}<0$.

Anyways, solutions are differentiable and decreasing for all time, by converging to zero when $t \rightarrow+\infty$, and blow up in finite backward time $T$. Note that $\Upsilon_{\bar{z}, \bar{w}}$ does not correspond to a fast decaying positive solution $u, v$ of (1.1). Indeed, $Y \equiv \tilde{N}_{+}-2$ yields $v(r)=C r^{2-\tilde{N}_{+}}$and so $\mathcal{M}^{+}\left(D^{2} v\right)=0$ in $R_{\lambda, W}^{-}$.

Step 2) $\mathcal{A}_{1}$ is open.
Let us show that $\mathcal{A}_{1}$ contains a neighborhood of $(\bar{z}, \bar{w})$, that is, all fast decaying trajectories $\Upsilon_{z, w}$ near $A_{0}$ in $\mathcal{W}_{s}\left(A_{0}\right)$ blow up only in $Z$ at $T_{*}(x, y)$ whenever $W$ is sufficiently small. The proof that $\mathcal{A}_{1}$ is open will be a consequence of such argument.

We set $D:=q\left(\tilde{N}_{+}-2\right)+N-\tilde{N}_{+} \geq 1$, and choose $\varepsilon \in(0, \lambda D), \eta>0$ so that $B_{\eta}(\bar{z}, 0) \subset B_{\rho}(0,0)$. Since $\lim _{t \rightarrow T_{*}} \bar{Z}(t)=+\infty$, by continuity of the ODE system with respect to data, for any $(z, w) \in B_{\eta}(\bar{z}, 0)$ with $w>0$ and $\Upsilon_{z, w}=(X, Y, Z, W)$, there exists $T_{\varepsilon}>T_{*}$ such that $Z\left(T_{\varepsilon}\right)=2 \Lambda D$, and $W(t) \in(0, \varepsilon)$ for all $t \geq T_{\varepsilon}$. Note that $Z$ is decreasing up to $T_{\varepsilon}$ by Proposition 2.11(iii). Define $\Psi=Z / W$ in $\left(T_{*},+\infty\right)$. By using (3.26) in addition to $X \leq \tilde{N}_{+}-2$ and $Y \geq 0$, one finds

$$
\begin{equation*}
\frac{\dot{\Psi}}{\Psi}=q X-p Y+M_{+}(\lambda(N-1)-Z)-M_{+}(\lambda(N-1)-W) \leq D-\frac{Z}{\Lambda}+\frac{W}{\lambda} \tag{3.32}
\end{equation*}
$$

thus $\dot{\Psi}\left(T_{\varepsilon}\right)<0$. Set $\theta=\inf \left\{t \in\left[T_{*}, T_{\varepsilon}\right): \dot{\Psi}<0\right.$ in $\left.\left(t, T_{\varepsilon}\right)\right\}$, then

$$
\begin{equation*}
\Psi(t) \geq \Psi\left(T_{\varepsilon}\right) \geq \frac{2 \Lambda D}{\varepsilon}>\frac{2 \Lambda}{\lambda} \quad \text { for all } t \in\left[\theta, T_{\varepsilon}\right) \tag{3.33}
\end{equation*}
$$

Here $Z, W$ do not blow up in $\left(T_{*}, T_{\varepsilon}\right)$ by definition of $T_{*}=T_{*}(z, w)$ and construction of $T_{\varepsilon}$.
If we had $\theta>T^{*}$ then $\dot{\Psi}(\theta)=0$, so (3.32) yields $Z(\theta) \leq \frac{\Lambda}{\lambda} W(\theta)+\Lambda D<\frac{Z(\theta)}{2}+\lambda D$, by using (3.33) at $t=\theta$, from which we deduce $Z(\theta)<2 \Lambda D$. But this contradicts $Z(\theta) \geq Z\left(T_{\varepsilon}\right)=2 \Lambda D$. Hence $\theta=T^{*}$. If $\lim _{t \rightarrow T^{*}} Z(t)=\infty$ then $(z, w) \in \Sigma_{A_{0}}$, and for $R_{*}=e^{T_{*}}$ it holds

$$
\lim _{t \rightarrow T_{*}} \Psi(t)=\lim _{r \rightarrow R_{*}} \frac{v^{p} v^{\prime}}{u^{q} u^{\prime}}=\lim _{r \rightarrow R_{*}} \frac{p v^{p-1}\left(v^{\prime}\right)^{2}+v^{p} v^{\prime \prime}}{q u^{q-1}\left(u^{\prime}\right)^{2}+u^{q} u^{\prime \prime}}=\lim _{r \rightarrow R_{*}} \frac{p v^{p-1}\left(v^{\prime}\right)^{2}-v^{p}\left\{\frac{(N-1)}{r} v^{\prime}+\frac{u^{q}}{\lambda}\right\}}{q u^{q-1}\left(u^{\prime}\right)^{2}-u^{q}\left\{\frac{(N-1)}{r} u^{\prime}+\frac{v^{p}}{\lambda}\right\}}=1,
$$

by using L'Hospital rule and the fact $u, v$ are concave near $T^{*}$. But this contradicts (3.33), since $\Psi$ is decreasing. Hence $(z, w) \in \mathcal{A}_{1}$, for any $(z, w) \in \mathcal{U}\left(A_{0}\right)$. Then a neighborhood of $\Upsilon_{\bar{z}, \bar{w}}$ is contained in $\mathcal{A}_{1}$.

Next we look at the colision point $\mathfrak{P}=Q_{0}=A_{0}$ (the case $\mathfrak{P}=P_{0}=A_{0}$ will be similar), in which we need to replace $\mathcal{W}_{s}(\mathfrak{P})$ by (3.29). When $Y \equiv \tilde{N}_{+}-2$ and $p=\frac{\tilde{N}_{+}}{\tilde{N}_{+}-2}$ the system (2.6) becomes

$$
\dot{Z}=-\frac{Z^{2}}{\Lambda} \quad \text { in } R_{\lambda, Z}^{-}, \quad \dot{Z}=Z\left(N-\tilde{N}_{+}-\frac{Z}{\lambda}\right) \quad \text { in } R_{\lambda, Z}^{+}
$$

A qualitative analysis on these autonomous equations in $Z$ gives us that the resulting trajectory in $R_{\lambda, Z}^{-}$is forever decreasing and blows up in finite backward time.

Meanwhile, in $R_{\lambda, Z}^{+}$we have a positive stationary point $Z=N-\tilde{N}_{+}$which produces two types of orbits: one decreasing and blowing up in finite backward time, and another one increasing and defined for all backward time. The latter is not admissible because in the point $Z=\lambda(N-1)$ where the solution $\dot{Z}$ changes definition we have $\dot{Z}<0$. Hence, the trajectory needs to blow up in finite backward time, from which $Z \rightarrow+\infty$ as $t \rightarrow t_{0}$ for some $t_{0} \in \mathbb{R}$.

Observe that when $Y \equiv \tilde{N}_{+}-2$, then $y \equiv 0$ in (2.28) and the linearized direction that gives us $W \equiv 0$. In particular, the trajectory $\bar{\Upsilon}:=\left(\bar{X}, \tilde{N}_{+}-2, \bar{Z}, 0\right)$ satisfying $\bar{\Upsilon}=\Upsilon_{\bar{x}, \tilde{N}_{+}-2}$ is such that $\left(\bar{x}, \tilde{N}_{+}-2\right) \in \mathcal{A}_{1}$. As in Step 2 one finds that $\mathcal{A}_{1}$ is open.

Finally we treat the case $\mathfrak{P}=Q_{0} \neq A_{0}$ (the corresponding $\mathfrak{P}=P_{0} \neq A_{0}$ will be analogous).
By the proof of Proposition $2.104(\mathrm{i})$, the formulas (2.25), (2.26) with $c_{2} \neq 0, c_{4} \neq 0$, by properly changing the roles of $X$ and $Y, Z$ and $W, p$ and $q$ ) and the two main principal tangent directions gives us that $Z$ and $W$ only depend on $X, Y$. So the manifold around $Q_{0}$ is also a graph on the variables $X, Y$. Thus, one may consider the trajectory $\bar{\Upsilon}=\Upsilon_{\bar{z}, \bar{w}}=\Upsilon_{\bar{x}, \tilde{N}_{+}-2}=(\bar{X}, \bar{Y}, \bar{Z}, \bar{W})$ such that $Y \equiv \tilde{N}_{+}-2$. Arguing as in Steps 1 and 2 we get that $\mathcal{A}_{1}$ is nonempty and open.

## 4 Energy analysis

Our first goal in this section is to prove our main existence and nonexistence results; see Figure 2. In terms of regular solutions, we will show that $\mathcal{R}_{u}^{+} \subset \mathcal{G}$ and $\mathcal{R}_{d}^{+} \subset \mathcal{C}$.

We define the following auxiliary hyperbolas for the study of the $\mathcal{M}^{+}$operator.

$$
\begin{equation*}
\overline{\mathcal{H}}_{+}: \frac{1}{p+1}+\frac{1}{q+1}=\frac{\tilde{N}_{+}-2}{N}, \quad \underline{\mathcal{H}}_{+}: \quad \frac{1}{p+1}+\frac{1}{q+1}=\frac{N-2}{\tilde{N}_{+}} \tag{4.1}
\end{equation*}
$$

We observe that the upper region $\mathcal{R}_{u}^{+}$contains the hyperbola $\overline{\mathcal{H}}_{+}$, and the down region $\mathcal{R}_{d}^{+}$contains the hyperbola $\underline{\mathcal{H}}_{+}$, see Figure 2 where (4.1) are dashedly displayed. Here, $\underline{\mathcal{H}}_{+}$gives the asymptotic behavior of the upper boundary of $\mathcal{R}_{d}^{+}$when either $p \rightarrow \infty$ or $q \rightarrow \infty$, and $\overline{\mathcal{H}}_{+}$gives the asymptotic behavior of the boundary of $\mathcal{R}_{u}^{+}$ when either $p \rightarrow \infty$ or $q \rightarrow \infty$. Note that for the region $\mathcal{R}_{s}^{+}$in (1.13), its upper boundary asymptotic is described through $\widetilde{\mathcal{H}}_{+}$when either $p \rightarrow+\infty$ or $q \rightarrow+\infty$.

Let $\sigma$ be a positive parameter, and define the energy functional $E=E_{\sigma}(u, v):[0, \infty) \rightarrow \mathbb{R}$ of a solution $u, v$ of ( $P_{+}$) with $u^{\prime}, v^{\prime}<0$ as follows:

$$
E(r)= \begin{cases}r^{N}\left(u^{\prime} v^{\prime}+\frac{1}{\lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\lambda} \frac{u^{q+1}}{q+1}+\frac{N}{p+1} \frac{v u^{\prime}}{r}+\frac{N}{q+1} \frac{u v^{\prime}}{r}\right) & \text { in }\left\{u^{\prime \prime}<0\right\} \cap\left\{v^{\prime \prime}<0\right\} \\ r^{\sigma}\left(u^{\prime} v^{\prime}+\frac{1}{\lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\Lambda} \frac{u^{q+1}}{q+1}+\frac{N}{p+1} \frac{v u^{\prime}}{r}+\frac{\tilde{N}_{+}}{q+1} \frac{u v^{\prime}}{r}\right) & \text { in }\left\{u^{\prime \prime}<0\right\} \cap\left\{v^{\prime \prime}>0\right\} \\ r^{\sigma}\left(u^{\prime} v^{\prime}+\frac{1}{\Lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\lambda} \frac{u^{q+1}}{q+1}+\frac{\tilde{N}_{+}}{p+1} \frac{v u^{\prime}}{r}+\frac{N}{q+1} \frac{u v^{\prime}}{r}\right) & \text { in }\left\{u^{\prime \prime}>0\right\} \cap\left\{v^{\prime \prime}<0\right\} \\ r^{\tilde{N}}\left(u^{\prime} v^{\prime}+\frac{1}{\Lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\Lambda} \frac{u^{q+1}}{q+1}+\frac{\tilde{N}_{+}}{p+1} \frac{v u^{\prime}}{r}+\frac{\tilde{N}_{+}}{q+1} \frac{u v^{\prime}}{r}\right) & \text { in }\left\{u^{\prime \prime}>0\right\} \cap\left\{v^{\prime \prime}>0\right\}\end{cases}
$$

Equivalently, in terms of the variables $X, Y, Z, W$, the energy $E(t)=E_{\sigma, A_{i}}(t, X, Y, Z, W)$ reads as

$$
E(t)= \begin{cases}e^{t(N-2-\alpha-\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left(X Y+\frac{X Z}{\lambda(p+1)}+\frac{Y W}{\lambda(q+1)}-\frac{N X}{p+1}-\frac{N Y}{q+1}\right) & \text { in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+}, \\ e^{t(\sigma-2-\alpha-\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left(X Y+\frac{X Z}{\lambda(p+1)}+\frac{Y W}{\Lambda(q+1)}-\frac{N X}{p+1}-\frac{\tilde{N}_{+} Y}{q+1}\right) & \text { in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{-}, \\ e^{t(\sigma-2-\alpha-\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left(X Y+\frac{X Z}{\Lambda(p+1)}+\frac{Y W}{\lambda(q+1)}-\frac{\tilde{N}_{+} X}{p+1}-\frac{N Y}{q+1}\right) & \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{+}, \\ e^{t\left(\tilde{N}_{+}-2-\alpha-\beta\right)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left(X Y+\frac{X Z}{\Lambda(p+1)}+\frac{Y W}{\Lambda(q+1)}-\frac{\tilde{N}_{+} X}{p+1}-\frac{\tilde{N}_{+} Y}{q+1}\right) & \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-} .\end{cases}
$$

We observe that $E(t, O)=E\left(t, N_{0}\right)=E\left(t, A_{0}\right)=E\left(t, K_{0}\right)=E\left(t, L_{0}\right) \equiv 0$ for all $t$. Besides,

$$
E\left(t, M_{0}\right)=-\frac{4}{p q-1} e^{t\left(\tilde{N}_{+}-2-\alpha-\beta\right)}<0 \quad \text { for all } t \in \mathbb{R}
$$

thus a trajectory which converges to $M_{0}$ attains the energy value

$$
\begin{equation*}
E\left(M_{0}\right)<0 \text { on } \widetilde{\mathcal{H}}_{+}, \quad E\left(M_{0}\right)=0 \text { below } \widetilde{\mathcal{H}}_{+}, \quad E\left(M_{0}\right)=-\infty \text { above } \widetilde{\mathcal{H}}_{+} \tag{4.2}
\end{equation*}
$$

by understanding the previous expressions as limits as $t \rightarrow+\infty$, for $\widetilde{\mathcal{H}}_{+}$defined in (1.11). Also,

$$
\begin{aligned}
& E\left(t, P_{0}\right)=-\left(\tilde{N}_{+}-2\right) e^{t\left(\tilde{N}_{+}-2-\alpha-\beta\right)}\left\{\frac{\tilde{N}_{+}}{p+1}-\frac{-2+q\left(\tilde{N}_{+}-2\right)}{q+1}\right\}, \\
& E\left(t, Q_{0}\right)=-\left(\tilde{N}_{+}-2\right) e^{t\left(\tilde{N}_{+}-2-\alpha-\beta\right)}\left\{\frac{\tilde{N}_{+}}{q+1}-\frac{-2+p\left(\tilde{N}_{+}-2\right)}{p+1}\right\} .
\end{aligned}
$$

In particular, if a trajectory $\tau(t)$ converges either to $P_{0}$ or $Q_{0}$ as $t \rightarrow+\infty$, then

$$
\begin{equation*}
E\left(P_{0}\right)=0, \quad E\left(Q_{0}\right)=0 \quad \text { below } \widetilde{\mathcal{H}}_{+} . \tag{4.3}
\end{equation*}
$$

Notice that the energy (defined in $\mathcal{K}$ ) is not continuous in the variables $X, Y, Z, W$ when crossing the concavity hyperplanes $\pi_{\lambda, Z}$ and $\pi_{\lambda, W}$. However, the expressions in brackets are so, and the energy preserves sign when the respective solutions $u, v$ change concavity.

Moreover, the derivative of $E$ with respect to $r=e^{t}$ is given by

$$
E^{\prime}(r)= \begin{cases}r^{N-1} u^{\prime} v^{\prime}\left\{\frac{N}{p+1}+\frac{N}{q+1}-(N-2)\right\} & \text { in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+} \\ r^{\tilde{N}-1} u^{\prime} v^{\prime}\left\{\frac{\tilde{N}_{ \pm}}{p+1}+\frac{\tilde{N}_{ \pm}}{q+1}-\left(\tilde{N}_{ \pm}-2\right)\right\} & \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-}\end{cases}
$$

Now, since regular positive solutions satisfy $u^{\prime}, v^{\prime}<0$, it follows that

$$
\begin{array}{ll}
\dot{E} \leq 0 & \text { above or on } \widetilde{\mathcal{H}}_{ \pm} \\
& \text {in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+} \text {and in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-}  \tag{4.5}\\
& \dot{E}>0
\end{array} \text { below } \mathcal{H} \text { in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+} \text {and in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-} .
$$

Furthermore, in the mixed regions where the dependence of the parameter $\sigma$ appears, one finds

$$
E^{\prime}(r)= \begin{cases}r^{\sigma-1} u^{\prime} v^{\prime}\left(2-N-\tilde{N}_{+}+\sigma+\frac{N}{p+1}+\frac{\tilde{N}_{+}}{q+1}\right)+r^{\sigma-1} \mathcal{E}_{\sigma, 1}(r) & \text { in } R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{-}  \tag{4.6}\\ r^{\sigma-1} u^{\prime} v^{\prime}\left(2-N-\tilde{N}_{+}+\sigma+\frac{\tilde{N}_{+}}{p+1}+\frac{N}{q+1}\right)+r^{\sigma-1} \mathcal{E}_{\sigma, 2}(r) & \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{+}\end{cases}
$$

where

$$
\begin{aligned}
& \mathcal{E}_{\sigma, 1}(r)=\left\{\frac{v^{p+1}}{\lambda(p+1)}+\frac{N v u^{\prime}}{r(p+1)}\right\}(\sigma-N)+\left\{\frac{u^{q+1}}{\Lambda(q+1)}+\frac{\tilde{N}_{+} v^{\prime} u}{r(q+1)}\right\}\left(\sigma-\tilde{N}_{+}\right), \\
& \mathcal{E}_{\sigma, 2}(r)=\left\{\frac{v^{p+1}}{\Lambda(p+1)}+\frac{\tilde{N}_{+} v u^{\prime}}{r(p+1)}\right\}\left(\sigma-\tilde{N}_{+}\right)+\left\{\frac{u^{q+1}}{\lambda(q+1)}+\frac{N v^{\prime} u}{r(q+1)}\right\}(\sigma-N),
\end{aligned}
$$

or in terms of the dynamical system variables (2.3),

$$
\begin{align*}
& \mathcal{E}_{\sigma, 1}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{\sigma-N}{p+1} X\left(\frac{Z}{\lambda}-N\right)+\frac{\sigma-\tilde{N}_{+}}{q+1} Y\left(\frac{W}{\Lambda}-\tilde{N}_{+}\right)\right\}, \\
& \mathcal{E}_{\sigma, 2}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{\sigma-\tilde{N}_{+}}{p+1} X\left(\frac{Z}{\Lambda}-\tilde{N}_{+}\right)+\frac{\sigma-N}{q+1} Y\left(\frac{W}{\lambda}-N\right)\right\} . \tag{4.7}
\end{align*}
$$

On the other hand, for the operator $\mathcal{M}^{-}$we consider the auxiliary hyperbolas

$$
\begin{equation*}
\overline{\mathcal{H}}_{-}: \quad \frac{1}{p+1}+\frac{1}{q+1}=\frac{N-2}{\tilde{N}_{-}}, \quad \underline{\mathcal{H}}_{-}: \quad \frac{1}{p+1}+\frac{1}{q+1}=\frac{\tilde{N}_{-}-2}{N}, \tag{4.8}
\end{equation*}
$$

which are contained in the regions $\mathcal{R}_{u}^{-}$in (1.17) and $\mathcal{R}_{d}^{-}$in (1.16), respectively.
The energy for the system involving $\mathcal{M}^{-}$is established by exchanging the roles of $\lambda$ and $\Lambda$ in the definition of the energy $E(r)$ for $\mathcal{M}^{+}$.

Proof of Theorem 1.6. Step 1) Existence of ground state solutions in $\overline{\mathcal{R}}_{u}^{+}$.
Let us first consider the operator $\mathcal{M}^{+}$. We fix a pair $(p, q)$ in the region $\mathcal{R}_{u}^{+}$. Recall $\mathcal{R}_{u}^{+}$is contained in the region lying above or on $\widetilde{\mathcal{H}}_{+}$.

We infer that $E$ is nonincreasing for all $t \in(-\infty, T]$. Indeed, we set $\sigma=N$, then

$$
\begin{align*}
& \mathcal{E}_{N, 1}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{N-\tilde{N}_{+}}{q+1} Y\left(\frac{W}{\Lambda}-\tilde{N}_{+}\right)\right\} \leq 0, \\
& \mathcal{E}_{N, 2}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{N-\tilde{N}_{+}}{p+1} X\left(\frac{Z}{\Lambda}-\tilde{N}_{+}\right)\right\} \leq 0, \tag{4.9}
\end{align*}
$$

since $\tilde{N}_{+} \leq N$ and Proposition 2.11 (iii), from which $Z, W<\lambda N \leq \Lambda \tilde{N}_{+}$. This fact and the inequalities coming from the region (1.15) applied to (4.6) yield $E^{\prime} \leq 0$ in the mixed regions. Since $\mathcal{R}_{u}^{+}$in (1.15) is a region located above the hyperbolas (1.10) and (1.11), with (4.5) being true, then the desired monotonicity follows.

We assume by contradiction that there not exists any regular solution in $\mathbb{R}^{N}$ of (1.1) for this pair $(p, q)$. Then, by Theorem 1.5, there exists a regular solution $(u, v)$ of (1.1), (1.4) in the ball $B_{R}$, with corresponding regular trajectory $\Gamma(t)=(X(t), Y(t), Z(t), W(t))$ of (2.6) such that $X(T)=Y(T)=+\infty$ for $T=\ln (R)$.

Recall that there exists a one to one correspondence between solutions of (1.1) and trajectories of (2.6), in particular between their energies. We know that the solution $(u, v)$ starts at $r=0$ with zero energy. Thus, as a nonincreasing function, the energy of $(u, v)$ remains nonpositive whenever it is defined, in particular at the limit point.

On the other hand, observe that

$$
u^{\prime \prime}(R)=M\left(-\lambda r^{-1}(N-1) u^{\prime}\right)>0, \quad \text { and } \quad v^{\prime \prime}(R)=M\left(-\lambda r^{-1}(N-1) v^{\prime}\right)>0 .
$$

Then at $r=R$ we have $E(R)=r^{\tilde{N}_{+}} u^{\prime}(R) v^{\prime}(R)>0$. This yields a contradiction with $E(R) \leq 0$. So by Theorem 1.5 there exists a solution of (1.1) in $\mathbb{R}^{N}$.

The proof for $\mathcal{M}^{-}$in (1.17) is analogous, by taking instead $\sigma=\tilde{N}_{-}=\max \left\{N, \tilde{N}_{-}\right\}$.
Step 2) Nonexistence of ground states in $\mathcal{R}_{d}^{+}$.
We consider the operator $\mathcal{M}^{+}$. Set $\sigma=\tilde{N}_{+}$. With this choice in (4.6) and (4.5), we infer that $E$ is a nondecreasing function for all $t \in \mathbb{R}$ when the pair $p, q$ lies in the region $\mathcal{R}_{d}^{+}$in (1.14). Indeed, by (4.7),

$$
\begin{align*}
& \mathcal{E}_{\tilde{N}_{+}, 1}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{\tilde{N}_{+}-N}{p+1} X\left(\frac{Z}{\lambda}-N\right)\right\} \geq 0, \\
& \mathcal{E}_{\tilde{N}_{+}, 2}(t)=e^{-t(2+\alpha+\beta)}(X Z)^{\frac{\beta}{2}}(Y W)^{\frac{\alpha}{2}}\left\{\frac{\tilde{N}_{+}-N}{q+1} Y\left(\frac{W}{\lambda}-N\right)\right\} \geq 0, \tag{4.10}
\end{align*}
$$

since $\tilde{N}_{+} \leq N$, and $Z, W<\lambda N$ by Proposition 2.11 (iii).
Assume by contradiction that there exists a nontrivial positive regular solution in $\mathbb{R}^{N}$. Then the correspondent regular trajectory $\Gamma$ starts at $-\infty$ with zero energy from $N_{0}$.

Note that it holds the bound $E(r) \leq C r^{N-2-\alpha-\beta}$ for large $r$ when $\sigma=\tilde{N}_{+}$, by Proposition 3.1 and $\tilde{N}_{+} \leq N$. Then, since the region $\mathcal{R}_{d}^{+}$in (1.14) is situated below the hyperbola $\mathcal{H}$, one has $\lim _{r \rightarrow \infty} E(r)=0$. But this contradicts the monotonicity of $E$ in the case of a nontrivial pair solution $u, v$ in $\mathbb{R}^{N}$. So, by Theorem 1.5 there exists a solution of the Dirichlet problem in a ball.

The results for $\mathcal{M}^{-}$in the region (1.16) are analogous, by taking $\sigma=N=\min \left\{N, \tilde{N}_{-}\right\}$.

Lemma 4.1. Let $\Gamma=(X, Y, Z, W)$ be a regular trajectory of (2.6). If

$$
\begin{equation*}
E \geq 0 \quad \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-} \tag{4.11}
\end{equation*}
$$

then $X$ and $Y$ may have at most one extremal point, which is a maximum. Moreover,
(i) if the trajectory $\Gamma$ is defined for all $t$, then it converges to a stationary point;
(ii) if instead $\Gamma$ blows up in finite time, then $\dot{X}, \dot{Y}>0$ in its whole interval of definition.

An analogous result holds for the system (2.7) with respect to the operator $\mathcal{M}^{-}$.
Proof. Recall $\dot{X}>0$ in $R_{\lambda, Z}^{+}$and $\dot{Y}>0$ in $R_{\lambda, W}^{+}$. We observe that hypothesis (4.11) yields

$$
X Y+\frac{X Z}{\Lambda(p+1)}+\frac{Y W}{\Lambda(q+1)}-\frac{\tilde{N}_{+} X}{p+1}-\frac{\tilde{N}_{+} Y}{q+1} \geq 0 \quad \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-}
$$

and so, by (2.6),

$$
\begin{equation*}
\dot{Y}=Y\left(Y+2-\tilde{N}_{+}+\frac{W}{\Lambda}\right) \geq Y[Y+2-(q+1) X]+\frac{q+1}{p+1} X\left(\tilde{N}_{+}-\frac{Z}{\Lambda}\right) \text { in } R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-} \tag{4.12}
\end{equation*}
$$

Using (2.6) again, we get

$$
\begin{equation*}
\dot{X}=X\left(X+2-\tilde{N}_{+}+\frac{Z}{\Lambda}\right), \quad \dot{Z}=Z\left(\tilde{N}_{+}-p Y-\frac{Z}{\Lambda}\right) \quad \text { in } R_{\lambda, Z}^{-} \tag{4.13}
\end{equation*}
$$

By Lemma 2.1, $\Gamma$ starts from $N_{0}$ in the region $R_{\lambda, Z}^{+} \cap R_{\lambda, W}^{+}$. Suppose that $X$ has a maximum at $t_{0}$ followed by a minimum at $t_{1}$. At these times we have $\dot{X}=0$, and so $\Gamma\left(t_{0}\right), \Gamma\left(t_{1}\right) \in R_{\lambda, Z}^{-}$. From (4.13) we have $\Lambda \partial_{t t} X=X \dot{Z}$ thus $\dot{Z}\left(t_{0}\right) \leq 0 \leq \dot{Z}\left(t_{1}\right)$. There exists $t_{2} \in\left[t_{0}, t_{1}\right]$ such that $\dot{Z}\left(t_{2}\right)=0$, with $t_{2}$ being a minimum. We obtain $\dot{X}\left(t_{2}\right) \leq 0$ by construction, and so $\Gamma\left(t_{2}\right) \in R_{\lambda, Z}^{-}$. By definition (2.16) one has

$$
\begin{equation*}
\frac{Z}{\Lambda}\left(t_{2}\right)=\tilde{N}_{+}-p Y\left(t_{2}\right) \tag{4.14}
\end{equation*}
$$

then $0 \leq Z_{t t}\left(t_{2}\right)=-p(Z \dot{Y})\left(t_{2}\right)$, so $\dot{Y}\left(t_{2}\right) \leq 0$. In particular, $\Gamma\left(t_{2}\right) \in R_{\lambda, W}^{-}$, besides

$$
\begin{equation*}
Y(t)<\tilde{N}_{+}-2 \text { for all } t \leq t_{2} \tag{4.15}
\end{equation*}
$$

by Proposition 2.11 (ii). We infer that

$$
\begin{equation*}
X\left(t_{0}\right)<p\left(\tilde{N}_{ \pm}-2\right)-2 \tag{4.16}
\end{equation*}
$$

Indeed, by putting $\dot{X}\left(t_{0}\right)=0$ and $\dot{Z}\left(t_{0}\right) \leq 0$ in (4.13) one has $\tilde{N}_{+}-p Y\left(t_{0}\right) \leq \frac{Z\left(t_{0}\right)}{\Lambda}=\tilde{N}_{+}-2-X\left(t_{0}\right)$; then we get (4.16) by (4.15). Further, (4.12), (4.14) yield

$$
\begin{equation*}
0 \geq \dot{Y}\left(t_{2}\right) \geq Y\left(t_{2}\right)\left[Y\left(t_{2}\right)+2-\frac{q+1}{p+1} X\left(t_{2}\right)\right] \tag{4.17}
\end{equation*}
$$

Again by $\dot{X}\left(t_{2}\right) \leq 0$ one gets $\left(X+\frac{Z}{\Lambda}\right)\left(t_{2}\right) \leq \tilde{N}_{+}-2$. This and (4.14), (4.17) imply

$$
\tilde{N}_{+}-2-X\left(t_{2}\right) \geq \frac{Z}{\Lambda}\left(t_{2}\right) \geq \tilde{N}_{+}-p\left(\frac{q+1}{p+1} X\left(t_{2}\right)-2\right)
$$

from which

$$
\begin{equation*}
2(p+1) \leq\left(p \frac{q+1}{p+1}-1\right) X\left(t_{2}\right)=\frac{2(p+1)}{\left(\tilde{N}_{+}-2\right) p-2} X\left(t_{2}\right) \text { i.e. } X\left(t_{2}\right) \geq p\left(\tilde{N}_{+}-2\right)-2 . \tag{4.18}
\end{equation*}
$$

On the other hand $X\left(t_{2}\right) \leq X\left(t_{0}\right)<p\left(\tilde{N}_{+}-2\right)-2$ by (4.16), which contradicts (4.18). Then $X$ has at most one extremum. Hence, either $X$ is an increasing function, or it has one extremum. In the latter case this extremum is a maximum, so $\dot{X}<0$ for some time on. By symmetry of $X$ and $Y$ with respect to their equations, also $Y$ has at most one extremum.

Concerning $(i)$, independently of having an extremum or not, $X$ has a finite limit in $\left(0, \tilde{N}_{+}-2\right]$ at $+\infty$, by Proposition 3.1. In this case, $Z$ also has at most one extremum, which is a minimum. Indeed, at the points where $\dot{Z}=0$ it happens that $-Z_{t t}$ has the sign of $\dot{Y}$. Thus $Z, W$ both have limits in the interval $[0, \lambda N)$. Therefore, $\Gamma$ converges to a stationary point.

Under (ii) though, $\Gamma$ cannot have a maximum point since it is unbounded from above.
Corollary 4.2. In $\mathcal{R}_{d}^{ \pm}$regular solutions of $\left(P_{+}\right)$or $\left(P_{-}\right)$in a ball change concavity only once.

Proof. Let us argue with the region $\mathcal{R}_{d}^{+}$since for $\mathcal{R}_{d}^{-}$it is analogous. By taking $\sigma=\tilde{N}_{+}$in the expression of the energy, we obtain that the energy is nondecreasing in the region $\mathcal{R}_{d}^{+}$whenever it is defined. Since a corresponding regular trajectory $\Gamma_{p}$ starts with zero energy at $N_{0}$ then hypothesis (4.11) is verified.

Hence, hypothesis (4.11) is verified and so Lemma 4.1 (ii) applies to ensure that

$$
\begin{equation*}
\dot{X}, \dot{Y}>0 \quad \text { for all } t<T \tag{4.19}
\end{equation*}
$$

Now we claim that $u, v$ change concavity only once. Recall that they start concave in a neighborhood of 0 by Lemma 2.1. If for instance $u$ changed concavity twice, then $\Gamma$ would cross the hyperplane $\pi_{\lambda, Z}$ at times $s_{1}, s_{2}$, first from $R_{\lambda, Z}^{+}$to $R_{\lambda, Z}^{-}$and then from $R_{\lambda, Z}^{-}$to $R_{\lambda, Z}^{+}$. By Proposition 2.11 (i) we need to have at these times $Y\left(s_{1}\right)>1 / p$ and $Y\left(s_{2}\right)<1 / p$. But then $\dot{Y}\left(s_{0}\right)<0$ for some $s_{0} \in\left(s_{1}, s_{2}\right)$, which contradicts (4.19). The argument for $v$ is the same.

Proof of Theorem 1.3. We have already seen that a regular solution $(u, v)$ is such that $u, v$ change concavity at least once. When $\lambda=\Lambda$ we have $\tilde{N}_{ \pm}=N$ and the operator is a multiple of the Laplacian.

By taking $\sigma=N=\tilde{N}_{ \pm}$, the energy for $\mathcal{M}^{+}=\mathcal{M}^{-}=\lambda \Delta$ is defined through a single continuous function, and so is monotonous with respect to the radius, see also [3, proof of Theorem 1.6]. Namely, the energy is always increasing in the subcritical case $\alpha+\beta<N-2$, while it is constant on the critical one $\alpha+\beta=N-2$. Anyway, the corresponding regular trajectory $\Gamma=(X, Y, Z, W)$ starts with zero energy and remains nonnegative forward in time, in particular in the region $R_{\lambda, Z}^{-} \cap R_{\lambda, W}^{-}$. Thus, hypothesis (4.11) is verified and Lemma 4.1 is applicable. Under the subcritical case, the proof of Corollary 4.2 with $\lambda=\Lambda$ already implies the desired conclusion.

In the critical case though, we are in the situation of Lemma $4.1(i)$, and $(p, q) \in \mathcal{F}$ by [3, proof of Theorem 1.6]. Note that if we had $\dot{X}>0$ and $\dot{Y}>0$ for all $t \in \mathbb{R}$, then arguing as in the proof of of Corollary 4.2 one already obtains the conclusion.

Thus, let us assume that at least one between $X$ or $Y$ has exactly one extremal point, which is a maximum. For instance, say it happens for $X$ at time $T$, then $\dot{X}>0$ for $t<T$, while $\dot{X}<0$ for all $t>T$.

We claim that, since $X$ has a maximal point at $T$, then $v$ cannot change its concavity twice. Otherwise, if $v$ changed it at the points $t_{1}$ and $t_{2}$ consecutively, then at these points we would have $X\left(t_{1}\right)>1 / q, X\left(t_{2}\right)<1 / q$ by Proposition 2.11 (i). Thus $X$ decreases somewhere in $\left(t_{1}, t_{2}\right)$ and so $T \in\left(t_{1}, t_{2}\right)$. Now, using that the hyperplane $\pi_{\lambda, W}$ is contained in the region where $\dot{X}>0$, we know that $\dot{X}\left(t_{2}\right)>0$, which contradicts the fact that $\dot{X}<0$ for all $t>T$.

Now it remains to be proved that $u$ does not change concavity twice. Recall that $Y$ also has at most one extremal point. First, similarly to the preceding paragraph, one proves that if $Y$ has a maximal point at $T$ then $u$ cannot change its concavity twice.

To finish, suppose that $\dot{Y}>0$ for all $t \in \mathbb{R}$. If $\Gamma$ crossed $\pi_{\lambda, Z}$ at times $s_{1}$ and $s_{2}$ consecutively, we would have $Y\left(s_{1}\right)>1 / p$ and $Y\left(s_{2}\right)<1 / p$ by Proposition 2.11 (i). Again, this means that $Y$ decreases at some point before reaching $s_{2}$. But by the mean value theorem, this yields the existence of a critical point $s_{3} \in\left(s_{1}, s_{2}\right)$ for $Y$, i.e. $\dot{Y}\left(s_{3}\right)=0$, which contradicts the fact that $Y$ has no extremal points. The proof is then concluded.

Remark 4.3. The situation of having one extremal point is only admissible if $\Gamma$ converges to either $P_{0}$ or $Q_{0}$. In other words, if $\Gamma$ converges to $A_{0}$ then both $X$ and $Y$ cannot have extremal points. Indeed, since $M_{0}=\left(\alpha, \beta, Z_{0}, W_{0}\right) \in \pi_{1, \lambda} \cap \pi_{3, \lambda}$ we have $X(T)<\alpha<\tilde{N}_{ \pm}-2$ and $Y(T)<\beta<\tilde{N}_{ \pm}-2$. So, in order to converge to $A_{0}$ at $+\infty$ both $X$ and $Y$ need to increase and reach $\tilde{N}_{ \pm}-2$, instead of decreasing in some interval of time.
Proof of Theorem 1.7. Step 1) Existence of fast decaying exterior domain solutions in $\mathcal{R}_{u}^{ \pm}$.
We assume by contradiction the conclusion does not hold. Then, by Proposition 3.12 there exists a fast decaying trajectory $\Upsilon$, with corresponding solution $(u, v)$ of (1.1) defined in the whole $\mathbb{R}^{N}$. Thus, the a priori bounds in Proposition 3.1 imply that $\Upsilon$ stays in the box $\mathcal{B}_{+}$, in particular satisfying $Z, W<\lambda N$ for all $t \in \mathbb{R}$. As a consequence, by (4.9) the energy of $\Upsilon$ is a nonincreasing function.

Observe that $\Upsilon$ arrives at $+\infty$ with zero energy at the point $A_{0}$. Set $\sigma=N$. Then the energy of $\Upsilon$ remains nonnegative whenever it is defined. Once again we use Proposition 3.1 to infer

$$
|E(\Upsilon, r)| \leq C r^{N-2-\alpha-\beta} \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

since $\alpha+\beta<N-2$ represents the region above $\mathcal{H}$, which in turn contains $\mathcal{R}_{u}^{+}$. Thus $E(0)=0$, which is impossible for a nontrivial trajectory.

Step 2) Nonexistence in $\overline{\mathcal{R}}_{D}^{ \pm}$.
Assume on the contrary that there exists a nontrivial exterior domain solution of (1.1) in $\mathbb{R}^{N} \backslash B_{R}$, for some $R>0$ with $\partial_{\nu} u=\partial_{\nu} v=0$ and $u, v=\kappa$ on $\partial B_{R}$ for some $\kappa>0$. Its corresponding trajectory $\Upsilon$ blows up at finite time $T=\ln (R) \in \mathbb{R}$ such that $\lim _{t \rightarrow T^{+}} Z(t)=\lim _{t \rightarrow T^{+}} W(t)=+\infty$.

We fix the operator $\mathcal{M}^{+}$. For $\mathfrak{A}, \mathfrak{B}$ we define a new energy function as follows

$$
\begin{equation*}
\mathbb{E}(r)=r^{\tilde{N}_{+}}\left(u^{\prime} v^{\prime}+\frac{1}{\Lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\Lambda} \frac{u^{q+1}}{q+1}+\mathfrak{A} \frac{v u^{\prime}}{r}+\mathfrak{B} \frac{u v^{\prime}}{r}\right) \tag{4.20}
\end{equation*}
$$

Then we rewrite the problem $\left(P_{+}\right)$as

$$
u^{\prime \prime}+\frac{\hat{N}-1}{r} u^{\prime}=-\frac{v^{p}}{\hat{\sigma}}, \quad v^{\prime \prime}+\frac{\bar{N}-1}{r} v^{\prime}=-\frac{u^{q}}{\bar{\sigma}},
$$

where $(\hat{N}, \hat{\sigma})$ and $(\bar{N}, \bar{\sigma})$ are either $(N, \lambda)$ or $\left(\tilde{N}_{+}, \Lambda\right)$. So we deduce

$$
\begin{aligned}
\mathbb{E}^{\prime}(r) & \geq r^{\tilde{N}_{+}-1} u^{\prime} v^{\prime}\left(2-\hat{N}-\bar{N}+\tilde{N}_{+}+\mathfrak{A}+\mathfrak{B}\right)+r^{\tilde{N}_{+}-2} \mathfrak{A}\left(\tilde{N}_{+}-\hat{N}\right) v u^{\prime}+r^{\tilde{N}_{+}-2} \mathfrak{B}\left(\tilde{N}_{+}-\bar{N}\right) u v^{\prime} \\
& +v^{p+1} r^{\tilde{N}_{+}-1}\left\{\frac{1}{\Lambda} \frac{\tilde{N}_{+}}{p+1}-\frac{\mathfrak{A}}{\hat{\sigma}}\right\}+u^{q+1} r^{\tilde{N}_{+}-1}\left\{\frac{1}{\Lambda} \frac{\tilde{N}_{+}}{q+1}-\frac{\mathfrak{B}}{\bar{\sigma}}\right\} .
\end{aligned}
$$

Let $\delta \geq 0$ be such that $\frac{1}{p+1}+\frac{1}{q+1}=\frac{\Lambda}{\lambda} \frac{2 N-\tilde{N}_{+}-2}{\tilde{N}_{+}}+\delta$. Then we define $\mathfrak{A}:=\frac{\lambda}{\Lambda} \frac{\tilde{N}_{+}}{p+1}-\frac{\delta}{2}$ and $\mathfrak{B}:=\frac{\lambda}{\Lambda} \frac{\tilde{N}_{+}}{q+1}-\frac{\delta}{2}$. Hence $\mathfrak{A}+\mathfrak{B}=2 N-\tilde{N}_{+}-2$. These and $u^{\prime}, v^{\prime}<0$ yield $\mathbb{E}^{\prime}(r) \geq 0$ for all $r \geq R$.

Note that $E(\Upsilon, T)>0$, since $u^{\prime}(R)=v^{\prime}(R)=0$. Thus $E(t)>0$ for all $t \geq T$.
Firstly, if $\Upsilon$ were a fast decaying trajectory, then it would end at $+\infty$ on either $A_{0}, P_{0}$ or $Q_{0}$. But all of these points have zero energy, see (4.3), which is impossible due to the monotonicity of $E$.

Now assume by contradiction $\Upsilon$ is a slow decaying trajectory i.e. $\omega(\Upsilon)=M_{0}$. Since the region $\mathcal{R}_{d}^{+}$is contained in the region below $\widetilde{\mathcal{H}}_{+}$, then $\Upsilon$ would end with zero energy by (4.2). But this contradicts the sign of the energy at the blow-up point $T$. Finally, Lemma 4.1 concludes that no exterior domain oscillating solutions are admissible.

For $\mathcal{M}^{-}$it is analogous, by considering the energy

$$
\mathbb{E}(r)=r^{N}\left(u^{\prime} v^{\prime}+\frac{1}{\Lambda} \frac{v^{p+1}}{p+1}+\frac{1}{\Lambda} \frac{u^{q+1}}{q+1}+\mathfrak{A} \frac{v u^{\prime}}{r}+\mathfrak{B} \frac{u v^{\prime}}{r}\right),
$$

with $\mathfrak{A}:=\frac{\lambda}{\Lambda} \frac{N}{p+1}-\frac{\delta}{2}$ and $\mathfrak{B}:=\frac{\lambda}{\Lambda} \frac{N}{q+1}-\frac{\delta}{2}$, whenever $\frac{1}{p+1}+\frac{1}{q+1}=\frac{\Lambda}{\lambda} \frac{2 \tilde{N}_{-}-N-2}{\tilde{N}_{-}}+\delta$, for some $\delta \geq 0$.
If $\lambda=\Lambda$, on the hyperbola $\mathcal{H}$ in (1.10), the fast decaying trajectory corresponds to a solution defined in the whole $\mathbb{R}^{N}$. Moreover, the energy of any trajectory of (2.6) is identically zero. This reduces the dimension of the system, where for instance the variable $W$ disappears. It follows by $[3,16]$ the analysis associated to the 3 -dimensional dynamical system in this case.

Proof of Theorem 1.8. The existence follows from item 1.1 in the proof of Theorem 1.7. Indeed, the nonexistence of fast decaying exterior domain solutions and the alternative in Proposition 3.12 leads to a fast decaying solution of (1.1) in $\mathbb{R}^{N}$. Similarly, the nonexistence part follows from Step 2 in the proof of Theorem 1.7.

Proof of Theorem 1.4. Let $\lambda=\Lambda$ and $R>0$. Assume by contradiction there exists a nontrivial exterior domain solution of (1.1) in $\mathbb{R}^{N} \backslash B_{R}$, with $u, v=0$ on $\partial B_{R}$.

For $\mathfrak{A}, \mathfrak{B}$ we consider the energy (4.20). Now, since $N=\tilde{N}_{+}$, by taking $\delta \geq 0$ so that $\frac{N}{p+1}+\frac{N}{q+1}=N-2+\delta$, with $\mathfrak{A}=\frac{N}{p+1}-\frac{\delta}{2}$ and $\mathfrak{B}=\frac{N}{q+1}-\frac{\delta}{2}$, then we get $\mathbb{E}^{\prime}(r)=\frac{\delta r^{N-1}}{2 \Lambda}\left(v^{p+1}+u^{q+1}\right) \geq 0$ for all $r \geq R$.

Since $\mathbb{E}$ is increasing and $\mathbb{E}(\Upsilon, R)>0$, we have $\mathbb{E}>0$ for all $r \geq R$. Now, as in Step 1 of the proof of Theorem 1.7, $\Upsilon$ cannot approach neither $A_{0}, P_{0}, Q_{0}$ nor $M_{0}$ at infinity because they have zero energy; while $\Upsilon$ is not oscillating at infinity by Lemma 4.1. Hence, the existence of $\Upsilon$ is denied.
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