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In this work, we show that it is possible to define a classical system associated with a Generalized 
Uncertainty Principle (GUP) theory via the implementation of a consistent symplectic structure. 
This provides a solid framework for the classical Hamiltonian formulation of such theories and 
the study of the dynamics of physical systems in the corresponding deformed phase space.

By further characterizing the functions that govern non-commutativity in the configuration space 
using the algebra of angular momentum, we determine a general form for the rotation generator in 
these theories and crucially, we show that, under these conditions, unlike what has been previously 
found in the literature at the quantum level, this requirement does not lead to the superselection 
of GUP models at the classical level.

Finally, we postulate that a properly defined GUP theory can be correctly interpreted classically 
if and only if the corresponding quantum commutators satisfy the Jacobi identities, identifying 
those quantization prescriptions for which this holds true.

1. Introduction

Generalized uncertainty principle (GUP) theories are quantum non-relativistic models based on a modification of the usual Heisen-

berg uncertainty principle (HUP), capable of providing an effective framework to account for an altered structure of space-time.

Several arguments, stemming from String Theory and Gedanken experiments [1–3], suggest that a modification of the HUP is indeed 
necessary at some level. It is straightforward to realize that the most rigorous way to implement such a modification is to properly 
induce a different structure of the Heisenberg algebra, i.e. alter the canonical commutation relations between quantum conjugate 
operators. According to the type of modification introduced in the algebra, different classes of GUP theories can be identified. In the 
class of interest in this paper, whose structure will be discussed below, the main possible physical consequences due to the constructed 
deformation are twofold: first, the appearance of a minimum structure in the configuration space of the theory, e.g. a minimum length 
in position space, in the form of a non-zero minimal uncertainty in the configuration operators; second, a resulting non-commutativity 
between the configuration operators, which can be interpreted as the emergence of a non-commutative “geometry” in configuration 
space [4–7].
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Being effective models, GUP theories are characterized by a deformation parameter, usually denoted as 𝛽, which naturally sets the 
scale of the deformation of the algebra or, in other words, the energy regime in which the physical effects described above become 
potentially relevant.

Both of these features address the need to reconsider the space-time structure at some level, a common and widespread idea in any 
theory of quantum gravity, and in this spirit, it is clear that the scale of corrections provided by GUP theories is a Planckian one.

In this respect, even if applications of GUP theories can be found in countless physical scenarios [8], perhaps the most relevant 
implementation of these effective models concerns early-stage cosmology [9–11] and black hole physics [12,13]. In these contexts, 
they can introduce a drastically different dynamics at the Planck scale, providing useful physical insights on the role played by 
quantum gravity.

From all these considerations, it is well understood that the natural formulation of GUP theories is in the quantum setting. 
Nevertheless, in the literature, it is possible to find numerous works in which the GUP framework is implemented at the classical 
level [14,15]. To achieve this, the deformed structure of the commutators is inherited by the Poisson brackets, which dictate the 
Hamiltonian dynamics. From a physical point of view, the essence of these studies is clearly a semi-classical formulation of the 
dynamics of the systems of interest: the classical trajectories acquire some corrective terms, which should be relevant at some level, 
arising in principle from the underlying quantum theory.

Despite the soundness of the physical approach, from a formal perspective, given a set of commutators, it is not an obvious matter to 
determine if these are compatible with the classical Hamiltonian formulation of the dynamics.

Hamiltonian classical mechanics can be completely recast in the powerful language of symplectic geometry. In this formulation, 
the phase space is represented by an even-dimensional smooth manifold  equipped with a non-degenerate and closed differential 
2-form, called symplectic form, which will induce a Poisson structure on  [16,17]. Once these objects are constructed coherently, 
the Hamiltonian dynamics we are familiar with can be correctly obtained and used as a framework to study the system of interest in 
phase space. The definition of such a 2-form with these precise requirements is the key ingredient to achieve a correct Hamiltonian 
formulation of the classical dynamics. More specifically, once we have equipped our phase space with a symplectic form and hence 
induced a Poisson structure, we can define a Hamiltonian vector field associated with a preferred smooth function 𝐻 called Hamilto-

nian function. The non-degeneracy of the 2-form ensures that the evolution of the Hamiltonian vector field is uniquely determined by 
the corresponding Hamiltonian 𝐻 ; the closure, on the other hand, allows us to preserve the symplectic form - hence the Hamiltonian 
dynamics - along the Hamiltonian vector field itself. Clearly, not all Hamiltonian systems are supposed to respect these conditions. 
For example, gauge systems should be described by degenerate 2-forms and non-holonomic systems by a 2-form not-closed. These 
cases will not be relevant for our purpose.

In light of this, in this paper, we investigate if it is possible to correctly implement a GUP theory at the classical level, using the 
symplectic geometry formulation. Given an even-dimensional smooth manifold , we interpret the variables (𝑞, 𝑝) as coordinates on 
 and define a 2-form which induces the desired GUP Poisson brackets, requiring this 2-form to be symplectic, i.e. non-degenerate and 
closed. This allows us to completely characterize the symplectic structure of the theory in order to be consistent, finding precise and 
completely general relations between the phase-space functions which control the deformation of the Poisson structure. Consistently, 
the results we obtain are entirely equivalent to imposing the validity of Jacobi identities for the deformed Poisson brackets, exactly 
as it should be.

On the basis of these general symplectic relations, we further constrain the Poisson brackets between the generalized coordinates. 
Specifically we require that they form a set of phase-space functions, whose algebra corresponds to that of an angular momentum. 
This request, commonly imposed in many GUP theories, helps to maintain the rotational invariance of the algebra. This allows us 
to further specify the structure of the Poisson brackets and determine the generator of rotations in these theories. Our results are 
essentially compatible with those of [18,19], where a similar analysis is conducted at the quantum level using the Jacobi identities. 
However, while [18,19] suggests that the angular momentum operator constrains the theory additionally due to the presence of the 
spin, our analysis shows that this possibility is ruled out at the classical level. Specifically, we demonstrate that an angular momentum, 
which proper generates the rotations, exists as a phase-space function but, since no analogue of the spin emerges classically, does not 
impose any other constraint.

As a primary consequence, this implies, as we will discuss in detail, that at the classical level no specific GUP model is favored, in 
contrast to what is argued in the quantum case in [18,19].

The complete general determination of the symplectic structure of the classical theory ultimately allows us to formulate a Conjecture 
that concludes this work: a GUP theory is consistently implemented at the classical level if and only if the corresponding quantum 
commutators satisfy the Jacobi identities. Indeed, if the Jacobi identities are satisfied at the quantum level, it is straightforward to 
show that they will also be satisfied at the classical level. Due to the equivalence between the validity of the Jacobi identities and the 
non-degeneracy and closure of the symplectic form, the classical theory constructed in this way will be well-defined, with a Poisson 
structure related to the symplectic form.

Conversely, if the classical relations that ensure the theory is symplectic are satisfied, meaning that the classical Jacobi identities hold, 
it is not obvious that the quantum Jacobi identities are satisfied due to the ambiguities in the quantization procedures. Nevertheless, 
we show that some of the most natural ordering prescriptions satisfy the Jacobi identities, thereby providing a potential guideline 
for the prescription of the theory at the quantum level.

The paper is organized as follows: Section 2 reviews fundamental elements and concepts of symplectic geometry relevant to the 
formulation of Hamiltonian classical mechanics. Moreover, we introduce the concept of classical interpretation of a GUP theory and 
2

the main Conjecture associated with this definition.
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In Section 3, we derive the symplectic structure of a general GUP theory within the class of interest, based on its Poisson brackets. 
We particularly focus on the relationships dictated by the closure condition of the 2-form. We perform computations ranging from 1
to d-dimensional cases, providing concrete examples of GUP theories that align perfectly with the derived relations, including, e.g. 
the GUP model found in [4], along with explicit calculations.

In Section 4 we consider the case where an angular momentum function defines the Poisson brackets between generalized coordinates 
and we suitably compare our findings with those presented in [18,19].

In Section 5 we present a wide class of cases for which the Conjecture presented in Section 2 holds. The Conjecture provides a relation 
between the classical and quantum framework of these theories.

Finally, in Section 6 we give our conclusions, emphasizing the significance of clarifying the consistency of GUP theories at the classical 
level for any semiclassical applications.

Additionally, an appendix, Appendix A, in which we review the relation between the Poisson brackets and the Jacobi identities is 
included.

2. Classical interpretation and Jacobi identity

The class of GUP theories of which we aim to discuss the classical interpretation is the one described by the following commutation 
relations:

[𝑝̂𝑖, 𝑝̂𝑗 ] = 0,

[𝑞𝑖, 𝑞𝑗 ] = 𝑖ℏ𝐿𝑖𝑗 (𝑞, 𝑝̂), (2.1)

[𝑞𝑖, 𝑝̂𝑗 ] = 𝑖ℏ𝛿𝑖𝑗𝑓 (𝑞, 𝑝̂).

By classical interpretation of a d-dimensional GUP theory we can give the following definition:

Definition 2.1. The classical interpretation of a GUP theory in the class given above consists of interpreting the set (𝑞1, … , 𝑞𝑑 , 𝑝1, … , 𝑝𝑑 )
as coordinates on a 2d-dimensional smooth manifold  equipped with a symplectic form 𝜔 such that it induces the following fun-

damental Poisson brackets:

{𝑝𝑖, 𝑝𝑗} = 0,

{𝑞𝑖, 𝑞𝑗} =𝐿𝑖𝑗 (𝑞, 𝑝), (2.2)

{𝑞𝑖, 𝑝𝑗} = 𝑓 (𝑞, 𝑝)𝛿𝑖𝑗 .

We refer to the symplectic manifold (, 𝜔) as phase space.

Remark 2.2. A symplectic form 𝜔 induces a Lie algebra structure on ∞() via the Poisson brackets. Let 𝑓, 𝑔 ∈ ∞(), and let 
𝑋𝑓 be Hamiltonian vector field of 𝑓 defined by 𝑑𝑓 =𝑋𝑓 ⌟ 𝜔, the Poisson brackets of two functions are {𝑓, 𝑔} = −𝜔(𝑋𝑓 , 𝑋𝑔). The 
Poisson brackets satisfy the Jacobi identity and define a non-degenerate Poisson structure on  [17].

From Definition 2.1 we can compute the matrix associated with the symplectic form that induces the Poisson brackets (2.2) in the 
coordinate system 𝑥𝑎 = (𝑞1, … , 𝑞𝑑 , 𝑝1, … , 𝑝𝑑 ). Indeed, the inverse of the symplectic form matrix is easily computable:

𝜔𝑎𝑏 = {𝑥𝑎, 𝑥𝑏} =
(

𝐿 𝑓 id𝑑
−𝑓 id𝑑 0

)
. (2.3)

The inverse of this matrix is immediate and so we obtain the matrix of the symplectic form:

𝜔𝑎𝑏 =

(
0 − 1

𝑓
id𝑑

1
𝑓
id𝑑

1
𝑓2 𝐿

)
, (2.4)

where clearly 𝐿 ∶= {𝐿𝑖𝑗} is a skew-symmetric submatrix and id𝑑 is the identity matrix in 𝑑 dimensions.

From (2.4) it is straightforward to realize that, if we want to deal with a properly defined smooth 2-form, we have to require 
𝑓 (𝑥) ≠ 0, ∀𝑥 ∈. Hence, 𝑓 is a function with a definite sign all over . Specifically, in order to obtain ordinary classical mechanics 
in a proper limit, these functions have to be strictly positive functions. Usually, this limit is managed by introducing some suitable 
parameter that controls the deformation of the Poisson structure. As this parameter approaches zero, ordinary Poisson brackets are 
fully recovered.

However, the 2-form in (2.4) is not a symplectic form a priori. This classical structure is a relevant feature for the study of quantum 
physical theory. Indeed, despite in the literature it is debated if the semiclassical dynamics of a GUP is implemented by its classical 
interpretation, we can anyway relate the algebraic properties of the quantum commutation relations to the symplectic structure. 
When 𝐿𝑖𝑗 and 𝑓 can be interpreted as smooth functions of the coordinates on an open subset  ⊂ℝ2𝑑 and 𝑓 is strictly positive on 
3

 , we can formulate the following Conjecture:
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Conjecture 2.3. A d-dimensional GUP theory as in (2.1) admits a classical interpretation defined in Definition 2.1 if and only if the 
commutators satisfy the Jacobi identity.

In Section 5 we provide a series of cases in which the Conjecture is verified. As we will see, we can postulate that the Conjec-

ture provides us with a correct prescription for the quantization of some relevant phase-space functions, selecting suitable operator 
orderings among all the possible ones.

The following Section shows how to construct the symplectic form 𝜔 just imposing the non-degeneracy and the closure of 𝜔, funding 
some constraints for the expressions of 𝐿 and 𝑓 . The considerations expressed in Section 3 will constitute the main part of the 
construction of the Conjecture 2.3.

The non-degeneracy condition is quite trivial since det(𝜔𝑎𝑏) = 𝑓−2𝑑 . Therefore, to fulfill the non-degeneracy request it suffices to deal 
with smooth strictly positive function 𝑓 on , as already required.

The closed condition, on the other hand, implies that we have to verify that 𝑑𝜔 = 0. As we are going to see, this condition will give 
us a complete set of equations for 𝐿 and 𝑓 and it will establish a set of relations between these two objects.

3. Building the function f(p)

In this section, we are going to explicitly compute the equations coming from 𝑑𝜔 = 0, for the 1, 2, and finally d-dimensional case. 
Furthermore, we will provide some explicit examples and we will discuss, within this symplectic framework, some well-known GUP 
models scattered in the literature.

3.1. 1-dimensional GUP theories

The 1-dimensional case is highly trivial. Being, in this case, the phase space a 2-dimensional manifold, every 2-form is closed. 
This means that the closed condition is automatically satisfied. From this, immediately follows that every 1-dimensional GUP theory, 
with a suitable 𝑓 respecting the minimal conditions imposed above, has a symplectic structure and hence a classical interpretation.

3.2. 2-dimensional GUP theories

In the 2-dimensional case, the matrix 𝐿𝑖𝑗 has a unique degree of freedom 𝐿12(𝑞, 𝑝) =∶ 𝑙(𝑞, 𝑝). Let us call 𝑓−1 = ℎ. The symplectic 
form matrix now reads:

𝜔𝑎𝑏 =
⎛⎜⎜⎜⎝
0 0 −ℎ 0
0 0 0 −ℎ
ℎ 0 0 ℎ2𝑙
0 ℎ −ℎ2𝑙 0

⎞⎟⎟⎟⎠ . (3.1)

The closure condition, namely 𝜕𝑐𝜔𝑎𝑏𝑑𝑥
𝑐∧𝑑𝑥𝑎∧𝑑𝑥𝑏 = 0, gives us 

(4
3

)
= 4 scalar equations, i.e. the components of the 3-form 𝜕𝑐𝜔𝑎𝑏𝑑𝑥

𝑐∧
𝑑𝑥𝑎 ∧ 𝑑𝑥𝑏 = 2(𝜕𝑐𝜔𝑎𝑏 + 𝜕𝑎𝜔𝑏𝑐 + 𝜕𝑏𝜔𝑐𝑎)𝑑𝑥𝑐 ⊗ 𝑑𝑥𝑎 ⊗ 𝑑𝑥𝑏 = 0. Explicitly, we obtain the following set of equations:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(123) 𝜕ℎ

𝜕𝑞2
= 0,

(124) − 𝜕ℎ

𝜕𝑞1
= 0,

(134) 𝜕ℎ2𝑙
𝜕𝑞1

− 𝜕ℎ

𝜕𝑝2
= 0,

(234) 𝜕ℎ2𝑙
𝜕𝑞2

+ 𝜕ℎ

𝜕𝑝1
= 0.

(3.2)

The first two say that ℎ, hence 𝑓 , does not depend on 𝑞1, 𝑞2, but only on the momenta variables 𝑝1, 𝑝2. Therefore, considering 
ℎ(𝑝1, 𝑝2) = 𝑓−1(𝑝1, 𝑝2), the last two equations of (3.2) can be rewritten as:

𝜕𝑙

𝜕𝑞1
+ 𝜕𝑓

𝜕𝑝2
= 0, 𝜕𝑙

𝜕𝑞2
− 𝜕𝑓

𝜕𝑝1
= 0. (3.3)

These relations can be read as a gradient equation for 𝑓 in an open set 𝑈 ⊂ℝ2 with respect to the 𝑝1, 𝑝2 variables. Together with the 
independence of 𝑓 from 𝑞1, 𝑞2, from (3.3) we can deduce a general form for the 𝑙 function:

𝑙(𝑞, 𝑝) = 𝑠(𝑝) + 𝑎(𝑝)𝑞1 + 𝑏(𝑝)𝑞2, (3.4)

where 𝑠, 𝑎, 𝑏 are smooth functions of 𝑝1, 𝑝2. If 𝑈 is simply connected, the system (3.3) admits solution if and only if

𝜕𝑎(𝑝)
𝜕𝑝1

= − 𝜕𝑏(𝑝)
𝜕𝑝2

. (3.5)
4

In this case, the solution for 𝑓 is given by the integral along a curve 𝛾 ⊂ 𝑈 with final point (𝑝1, 𝑝2) modulo an integration constant:
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𝑓 (𝑝1, 𝑝2) = ∫
𝛾

( 𝜕𝑙

𝜕𝑞2
,− 𝜕𝑙

𝜕𝑞1
) ⋅ 𝛾̇(𝑡)𝑑𝑡. (3.6)

Note that, in this setting, the system (3.3) can be equivalently read as a gradient equation for 𝑙.

3.2.1. 2D classical mechanics and 2D non-commutative classical mechanics

Fixing 𝑙 = 𝜅, where 𝜅 is an arbitrary constant, we find a trivial solution for 𝑓 . The two equations (3.3) impose indeed 𝑓 = 𝑐𝑜𝑛𝑠𝑡. 
With a proper choice of the constants involved, here we can recover both ordinary 2D classical mechanics (𝜅=0 and 𝑓=1) and one 
of the most studied formulations of 2D non-commutative classical mechanics, which does not involve a modification of the Poisson 
brackets between conjugate variables (see e.g. [20]).

3.2.2. Interesting example: Kempf-Mangano-Mann 2D-GUP

Consider 𝑙(𝑞, 𝑝) proportional to the usual angular momentum 𝑙 = 𝜅(𝑞1𝑝2 − 𝑞2𝑝1). This function is clearly compatible with the 
general form (3.4) and satisfies the integrability condition (3.5).

In this case the gradient equation (3.3) for 𝑓 assumes a simple form:

𝜅𝑝2 +
𝜕𝑓

𝜕𝑝2
= 0, 𝜅𝑝1 +

𝜕𝑓

𝜕𝑝1
= 0.

The solution is 𝑓 (𝑝1, 𝑝2) = − 𝜅

2 (𝑝
2
1 + 𝑝22) + 𝑐𝑜𝑛𝑠𝑡, which essentially represents, modulo the factor 𝜅, a kinetic energy term.

The integration constant can be fixed by introducing a control parameter and requiring that, in a certain limit, one recovers the 
ordinary Poisson brackets. In the case taken into the analysis, this can be done by evaluating the limit for 𝜅 → 0, which fixes the 
integration constant to be 1.

Clearly we are not considering a possible dependence of the integration constant on the control parameter 𝜅. The idea is indeed to 
introduce the deformation parameter in a natural way only once and let it properly propagate along the equations.

If we now fix 𝜅 = −2𝛽, where 𝛽 is a positive parameter, what we obtain is the well-known GUP model first proposed by Kempf, 
Mangano, and Mann in [4], at the quantum level.

Note that in order to deal with a strictly positive 𝑓 , for the reason discussed above, either 𝜅 < 0 or, for 𝜅 > 0, our phase space is a 
ball in the space of momenta 𝜅2 (𝑝

2
1 + 𝑝22) < 1.

It is worth to notice that the symplectic form naturally induces a volume form in the phase space, which, in the 2-dimensional case, 
reads as Vol𝜔 ∶= 𝜔 ∧𝜔 = 2!𝑓−2 𝑑𝑞1 ∧𝑑𝑞2 ∧𝑑𝑝1 ∧𝑑𝑝2. This volume form is clearly well-defined if and only if the 𝜔 is non-degenerate, 
that is if 𝑓 ≠ 0. The resulting condition is very close to the one obtained in the quantum framework from the request of symmetry 
of the fundamental operators, in particular the position operator. In this context in order to recover the symmetry of the operators 
- necessary but not sufficient condition for the self-adjointness - we need to deform the Lebesgue measure in a very similar way, 
introducing a factor 1∕𝑓 . As a consequence, both measures result to be well-defined if and only if 𝑓 ≠ 0, which in turn is a condition 
related, in the classical context, to the non-degeneracy of 𝜔.

3.2.3. Explicit computation: polynomial functions

In this Section, we aim to derive an explicit and general form for 𝑓 from a wide class of functions for 𝑙. We consider a polynomial 
function 𝑙:

𝑙(𝑞, 𝑝) =
∑

𝛼𝑟𝑠𝑚𝑛𝑞
𝑟
1𝑞

𝑠
2𝑝

𝑚
1 𝑝

𝑛
2. (3.7)

We already know that 𝑙(𝑞, 𝑝) can be a polynomial with maximal degree one with respect to the 𝑞 variables. Given that, we can write:

𝑙(𝑞, 𝑝) =
∑

𝛼𝑚𝑛𝑝
𝑚
1 𝑝

𝑛
2 + 𝑞1

∑
𝛽𝑚𝑛𝑝

𝑚
1 𝑝

𝑛
2 + 𝑞2

∑
𝛾𝑚𝑛𝑝

𝑚
1 𝑝

𝑛
2. (3.8)

The necessary and sufficient condition (3.5) now reads as:

𝑚𝛽𝑚,𝑛−1 + 𝑛𝛾𝑚−1,𝑛 = 0, ∀𝑚,𝑛 ∈ ℕ. (3.9)

From the constraint (3.9), the polynomial 𝑙 has the following form:

𝑙(𝑞, 𝑝) =
∑

𝑚,𝑛≥0
𝛼𝑚𝑛𝑝

𝑚
1 𝑝

𝑛
2 +

∑
𝑚≥1, 𝑛≥0

𝛽𝑚𝑛𝑝
𝑚
1 𝑝

𝑛
2𝑞1 +

∑
𝑛≥0

𝛽𝑛𝑝
𝑛
2𝑞1 −

∑
𝑚≥0, 𝑛≥1

𝑚+1
𝑛

𝛽𝑚+1,𝑛−1𝑝
𝑚
1 𝑝

𝑛
2𝑞2 −

∑
𝑚≥0

𝛾𝑚𝑝
𝑚
1 𝑞2, (3.10)

with 𝛽𝑛 ≡ 𝛽0𝑛 and 𝛾𝑚 ≡ −𝛾𝑚0. The 𝑓 function, by reason of (3.6), can be computed on a simple curve

𝛾(𝑡) =

{
(𝑡,0) if 0 ≤ 𝑡 ≤ 𝑝1,

(𝑝1, 𝑡− 𝑝1) if 𝑝1 ≤ 𝑡 ≤ 𝑝2 + 𝑝1,

resulting in

𝑓 (𝑝1, 𝑝2) =

𝑝1
𝜕𝑙 (𝑝′ ,0)𝑑𝑝′ −

𝑝2
𝜕𝑙 (𝑝1, 𝑝′ )𝑑𝑝′ + 𝑐.
5

∫
0

𝜕𝑞2
1 1 ∫

0
𝜕𝑞1

2 2
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From this solution, we can give an explicit form of 𝑓 (𝑝) in the polynomial case.

𝑓 (𝑝1, 𝑝2) = −
∑
𝑚≥0

𝛾𝑚

𝑚+1𝑝
𝑚+1
1 −

∑
𝑛≥0

𝛽𝑛

𝑛+1𝑝
𝑛+1
2 −

∑
𝑚,𝑛≥1

1
𝑛
𝛽𝑚,𝑛−1𝑝

𝑚
1 𝑝

𝑛
2 + 𝑐. (3.11)

We can check a posteriori that 𝑓 is smooth and, if 𝑐 > 0, there exists 𝜀 > 0 such that 𝑓 is strictly positive in 𝔹2
𝜀
⊂ℝ2. Thus, our phase 

space is  = ℝ2 × 𝔹2
𝜀

with a symplectic form given in coordinates by (3.1), where the functions 𝑙 and 𝑓 are defined in (3.10) and 
(3.11), respectively.

Note that the “angular momentum” case is included in this description. It can be recovered by setting 𝛽1 = 𝜅 = 𝛾1 and all others 
coefficients null.

3.3. d-dimensional GUP theories

We can extend this analysis to GUP theories in every dimension d. Analogously to the 2-dimensional case, from the closed condition 
of the 2-form in (2.4), we find a set of differential equations for 𝐿 and 𝑓 .

Notice that we can rewrite the 2-form as 𝜔 = ℎ𝜔̃, where ℎ(𝑞, 𝑝) = 𝑓−1(𝑞, 𝑝) and

𝜔̃𝑎𝑏 =
(

0 −id𝑑
id𝑑 ℎ𝐿

)
.

In coordinates 𝑥𝑎 = (𝑞1, … , 𝑞𝑑 , 𝑝1, … , 𝑝𝑑 ), the closure condition 𝑑𝜔 = 0 reads

𝜔̃𝑎𝑏𝜕𝑐𝑓 + 𝜔̃𝑏𝑐𝜕𝑎𝑓 + 𝜔̃𝑐𝑎𝜕𝑏𝑓 − 𝑓𝜕𝑐𝜔̃𝑎𝑏 − 𝑓𝜕𝑎𝜔̃𝑏𝑐 − 𝑓𝜕𝑏𝜔̃𝑐𝑎 = 0. (3.12)

The equations can be collected in four sets, depending on the values of the indices. Clearly, the equations are symmetric under 
permutations of the indices, obtaining at most 

(2𝑑
3

)
independent equations.

For 𝑎, 𝑏, 𝑐 ≤ d, we have a set of trivial identities. So, that choice of indices is not relevant.

For 𝑐 > 𝑑 and 𝑎, 𝑏 ≤ 𝑑, defining 𝑘 = 𝑐 − 𝑑 and 𝑖, 𝑗 ∈ {1, ..., 𝑑}, we get:

− 𝜕𝑓

𝜕𝑞𝑖
𝛿𝑗𝑘 +

𝜕𝑓

𝜕𝑞𝑗
𝛿𝑖𝑘 = 0. (3.13)

That is the independence of 𝑓 on 𝑞 s. We can show it by noticing that the equations are antisymmetric in 𝑖, 𝑗 and the only non-trivial 
equations are for 𝑖 = 𝑘 (equivalently 𝑗 = 𝑘), providing a set of 𝑑 independent equations:

𝜕𝑓

𝜕𝑞𝑘
= 0.

For 𝑎, 𝑏 > 𝑑 and 𝑐 ≤ 𝑑, let 𝑖 = 𝑎 − 𝑑, 𝑗 = 𝑏 − 𝑑, 𝑘 ∈ {1, 𝑑}, we get the following equations:

𝑓−2 𝜕𝑓

𝜕𝑞𝑘
𝐿𝑖𝑗 +

𝜕𝑓

𝜕𝑝𝑖
𝛿𝑗𝑘 −

𝜕𝑓

𝜕𝑝𝑗
𝛿𝑖𝑘 − 𝑓

𝜕𝑓−1𝐿𝑖𝑗

𝜕𝑞𝑘
= 0.

Using the independence of 𝑓 on 𝑞 s, we obtain:

𝜕𝑓

𝜕𝑝𝑖
𝛿𝑗𝑘 −

𝜕𝑓

𝜕𝑝𝑗
𝛿𝑖𝑘 −

𝜕𝐿𝑖𝑗

𝜕𝑞𝑘
= 0. (3.14)

This contains the gradient equation. There are 𝑑3 not-independent equations. If 𝑘 ≠ 𝑖, 𝑗 we obtain 12𝑑(𝑑 − 1)(𝑑 − 2) independent 
equations:

𝜕𝐿𝑖𝑗

𝜕𝑞𝑘
= 0.

Due to antisymmetry of (3.14), 𝑘 = 𝑖 gives us the same equations of 𝑘 = 𝑗. So, considering 𝑘 = 𝑗 and 𝑖 ≠ 𝑗, we have 𝑑(𝑑−1) independent 
equations:

𝜕𝑓

𝜕𝑝𝑖
=

𝜕𝐿𝑖𝑗

𝜕𝑞𝑗
,

which give us constraints on 𝐿𝑖𝑗 (𝑞, 𝑝) and a gradient equation for 𝑓 (𝑝). The constraints read:

𝜕𝐿𝑖𝑗

𝜕𝑞𝑗
=

𝜕𝐿𝑖𝑘

𝜕𝑞𝑘
, ∀𝑖, 𝑗, 𝑘 ≤ 𝑑,

and give us the general form of 𝐿𝑖𝑗 :

𝐿𝑖𝑗 (𝑞, 𝑝) = 𝑆𝑖𝑗 (𝑝) − 𝑔𝑗 (𝑝)𝑞𝑖 + 𝑔𝑖(𝑝)𝑞𝑗 , (3.15)
6

where 𝑆𝑖𝑗 = −𝑆𝑗𝑖 and 𝑔𝑖 are a set of smooth functions on 𝑝 only.
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Thus, the remaining equations are simply recast as the gradient equation:

𝜕𝑓

𝜕𝑝𝑖
= 𝑔𝑖(𝑝). (3.16)

Let us consider this differential equation defined on a simply connected subset 𝑈 ⊂ ℝ𝑑 and define the 1-form 𝑔 =
∑𝑑

𝑖=1 𝑔𝑖𝑑𝑝𝑖. The 
equation is equivalent to 𝑑𝑓 = 𝑔. Hence, necessary and sufficient condition for integrability is 𝑑𝑔 = 0.

On the other hand, considering a given 𝑓 (𝑝), the Eq. (3.16) fully characterizes 𝐿𝑖𝑗 modulo a function on the momenta without any 
further request.

For 𝑎, 𝑏, 𝑐 > 𝑑, a new equation appears, which is not present in the 2-dimensional case:

2
(

𝜕𝑓

𝜕𝑝𝑘
𝐿𝑖𝑗 +

𝜕𝑓

𝜕𝑝𝑖
𝐿𝑗𝑘 +

𝜕𝑓

𝜕𝑝𝑗
𝐿𝑘𝑖

)
− 𝑓

(
𝜕𝐿𝑖𝑗

𝜕𝑝𝑘
+

𝜕𝐿𝑗𝑘

𝜕𝑝𝑖
+

𝜕𝐿𝑘𝑖

𝜕𝑝𝑗

)
= 0. (3.17)

The implication of this “strange equation” is not clear immediately.

We can study it considering the general form of 𝐿𝑖𝑗 given before, with 𝑆𝑖𝑗 ≡ 0. The first term vanishes

𝜕𝑓

𝜕𝑝𝑘
𝐿𝑖𝑗 +

𝜕𝑓

𝜕𝑝𝑖
𝐿𝑗𝑘 +

𝜕𝑓

𝜕𝑝𝑗
𝐿𝑘𝑖

= 𝑔𝑘(−𝑔𝑗𝑞𝑖 + 𝑔𝑖𝑞𝑗 ) + 𝑔𝑖(−𝑔𝑘𝑞𝑗 + 𝑔𝑗𝑞𝑘) + 𝑔𝑗 (−𝑔𝑖𝑞𝑘 + 𝑔𝑘𝑞𝑖)

= 0,

while the second term contains the integrability conditions

𝜕𝐿𝑖𝑗

𝜕𝑝𝑘
+

𝜕𝐿𝑗𝑘

𝜕𝑝𝑖
+

𝜕𝐿𝑘𝑖

𝜕𝑝𝑗

= −
𝜕𝑔𝑗

𝜕𝑝𝑘
𝑞𝑖 +

𝜕𝑔𝑖

𝜕𝑝𝑘
𝑞𝑗 −

𝜕𝑔𝑘

𝜕𝑝𝑖
𝑞𝑗 +

𝜕𝑔𝑗

𝜕𝑝𝑖
𝑞𝑘 −

𝜕𝑔𝑖

𝜕𝑝𝑗
𝑞𝑘 +

𝜕𝑔𝑘

𝜕𝑝𝑗
𝑞𝑖

=
(
𝜕𝑔𝑘

𝜕𝑝𝑗
−

𝜕𝑔𝑗

𝜕𝑝𝑘

)
𝑞𝑖 +

(
𝜕𝑔𝑖

𝜕𝑝𝑘
−

𝜕𝑔𝑘

𝜕𝑝𝑖

)
𝑞𝑗 +

(
𝜕𝑔𝑗

𝜕𝑝𝑖
−

𝜕𝑔𝑖

𝜕𝑝𝑗

)
𝑞𝑘.

Hence, considering the gradient equation satisfied, the strange equation becomes a constraint on the 𝑆𝑖𝑗 functions, which are not 
fixed by the form of 𝑓 (𝑝):

2
(

𝜕𝑓

𝜕𝑝𝑘
𝑆𝑖𝑗 +

𝜕𝑓

𝜕𝑝𝑖
𝑆𝑗𝑘 +

𝜕𝑓

𝜕𝑝𝑗
𝑆𝑘𝑖

)
− 𝑓

(
𝜕𝑆𝑖𝑗

𝜕𝑝𝑘
+

𝜕𝑆𝑗𝑘

𝜕𝑝𝑖
+

𝜕𝑆𝑘𝑖

𝜕𝑝𝑗

)
= 0. (3.18)

In reason of the previous discussion, 𝑆𝑖𝑗 ≡ 0 is a solution of the strange equation.

3.3.1. The 3-dimensional case

The simplest case in which the strange equation appears is the three dimensional one. Following the results of the previous Section, 
in dimension 3 the closure condition implies 

(6
3

)
= 20 equations.

Ten of them are trivial identities if we consider 𝑓 (𝑝) depending only on momenta variables. We then proceed to examine the remaining 
9+1 equations. Let us consider the first nine of these that correspond to (3.14):⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(145) 𝜕𝑓

𝜕𝑝2
+ 𝜕𝐿12

𝜕𝑞1
= 0,

(146) 𝜕𝑓

𝜕𝑝3
+ 𝜕𝐿13

𝜕𝑞1
= 0,

(156) 𝜕𝐿23
𝜕𝑞1

= 0,

(245) 𝜕𝑓

𝜕𝑝1
− 𝜕𝐿12

𝜕𝑞2
= 0,

(246) 𝜕𝐿13
𝜕𝑞2

= 0,

(256) 𝜕𝑓

𝜕𝑝3
+ 𝜕𝐿23

𝜕𝑞2
= 0,

(345) 𝜕𝐿12
𝜕𝑞3

= 0,

(346) 𝜕𝑓

𝜕𝑝1
− 𝜕𝐿13

𝜕𝑞3
= 0,

(356) 𝜕𝑓

𝜕𝑝2
− 𝜕𝐿23

𝜕𝑞3
= 0.

(3.19)

As already discussed, that system brings out the following form for 𝐿𝑖𝑗 :

𝐿12(𝑞, 𝑝) = 𝑆12(𝑝) − 𝑃 (𝑝)𝑞1 +𝑄(𝑝)𝑞2,

𝐿23(𝑞, 𝑝) = 𝑆23(𝑝) −𝑅(𝑝)𝑞2 + 𝑃 (𝑝)𝑞3,
7

𝐿13(𝑞, 𝑝) = 𝑆13(𝑝) −𝑅(𝑝)𝑞1 +𝑄(𝑝)𝑞3.
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Here, 𝑆𝑖𝑗 , 𝑃 , 𝑄, 𝑅 are smooth functions of 𝑝1, 𝑝2, 𝑝3. In such a way, the system (3.19) is recast as three independent equations:

⎧⎪⎨⎪⎩
𝜕𝑓

𝜕𝑝1
=𝑄(𝑝1, 𝑝2, 𝑝3),

𝜕𝑓

𝜕𝑝2
= 𝑃 (𝑝1, 𝑝2, 𝑝3),

𝜕𝑓

𝜕𝑝3
=𝑅(𝑝1, 𝑝2, 𝑝3).

(3.20)

Again we obtain a gradient equation in an open subset 𝑈 ⊂ℝ3. If 𝑈 is simply connected, the system is solvable if and only if
𝜕𝑃

𝜕𝑝1
− 𝜕𝑄

𝜕𝑝2
= 0, 𝜕𝑅

𝜕𝑝1
− 𝜕𝑄

𝜕𝑝3
= 0, 𝜕𝑃

𝜕𝑝3
− 𝜕𝑅

𝜕𝑝2
= 0,

that is the irrationality of the vector field 𝐕 = (𝑄, 𝑃 , 𝑅). In this case, the solution for 𝑓 (𝑝) is given by fixing a curve 𝛾 ⊂ 𝑈 with 
endpoint (𝑝1, 𝑝2, 𝑝3):

𝑓 (𝑝1, 𝑝2, 𝑝3) = ∫
𝛾

𝐕 ⋅ 𝑑𝛾. (3.21)

In dimension three, the strange equation has only one component, which reads:

2
(

𝜕𝑓

𝜕𝑝1
𝐿23 +

𝜕𝑓

𝜕𝑝2
𝐿31 +

𝜕𝑓

𝜕𝑝3
𝐿12

)
− 𝑓

(
𝜕𝐿12
𝜕𝑝3

+
𝜕𝐿23
𝜕𝑝1

+
𝜕𝐿31
𝜕𝑝2

)
= 0.

Considering the gradient equation (3.20) satisfied, we obtain a constraint on 𝑆𝑖𝑗 :

2
(
𝑄𝑆23 + 𝑃 𝑆31 +𝑅𝑆12

)
− 𝑓

(
𝜕𝑆12
𝜕𝑝3

+
𝜕𝑆23
𝜕𝑝1

+
𝜕𝑆31
𝜕𝑝2

)
= 0.

We note that solutions of the following system are solutions of the above equation as well:

⎧⎪⎨⎪⎩
2𝑅𝑆12 − 𝑓

𝜕𝑆12
𝜕𝑝3

= 0,

2𝑄𝑆23 − 𝑓
𝜕𝑆23
𝜕𝑝1

= 0,

2𝑃 𝑆31 − 𝑓
𝜕𝑆31
𝜕𝑝2

= 0.

In the subset of ℝ3 where 𝑆𝑖𝑗 (𝑝) ≠ 0 and 𝑓 (𝑝) ≠ 0, the system can be written compactly as:

1
𝑆𝑖𝑗

𝜕𝑆𝑖𝑗

𝜕𝑝𝑘
= 2 1

𝑓

𝜕𝑓

𝜕𝑝𝑘
with 𝑖 ≠ 𝑗 ≠ 𝑘. (3.22)

Hence, a possible solution is 𝑆𝑖𝑗 = ±𝑓 2𝑒𝑐𝑖𝑗 (𝑝𝑖,𝑝𝑗 ), where 𝑐𝑖𝑗 = 𝑐𝑗𝑖 are arbitrary functions on 𝑝𝑖, 𝑝𝑗 only.

3.3.2. Interesting example: Kempf-Mangano-Mann 3D-GUP

We now want to analyze the “angular momentum” case in three dimensions but from the perspective of a fixed 𝑓 (𝑝).
Let 𝑓 (𝑝) = 𝛽(𝑝21 + 𝑝22 + 𝑝23) + 𝑐, with 𝛽 strictly positive. This choice forces 𝑄 = 2𝛽𝑝1, 𝑃 = 2𝛽𝑝2, 𝑅 = 2𝛽𝑝3 because of (3.20). Hence,

𝐿𝑖𝑗 = 𝑆𝑖𝑗 (𝑝) + 2𝛽(𝑞𝑗𝑝𝑖 − 𝑞𝑖𝑝𝑗 ).

The Kempf-Mangano-Mann (KMM) GUP theory is recovered for 𝑐 = 1 and 𝑆𝑖𝑗 ≡ 0. However, as we already said, this is not the unique 
choice for 𝑆𝑖𝑗 . Nevertheless, considering 𝛽 the control parameter and requiring that the usual Heisenberg algebra is recovered for 
𝛽 → 0, it is possible to exclude some 𝑆𝑖𝑗 functions. For instance, 𝑆𝑖𝑗 = 𝑓 2𝑒𝑐𝑖𝑗 (𝑝𝑖,𝑝𝑗 ) is an admissible solution of (3.18) but it does not 
have the correct limit because 𝑓 ←←←←←←←←←←←←←←←←←←→

𝛽→0
𝑐, forcing 𝑐 = 1, and so 𝑆𝑖𝑗 ←←←←←←←←←←←←←←←←←←→

𝛽→0
𝑒𝑐𝑖𝑗 (𝑝𝑖,𝑝𝑗 ), which cannot be zero. For the same reason discussed 

in Section 3.2.2, here we are not considering a possible dependence of the 𝑐𝑖𝑗 functions, nor of the constant 𝑐, on the control parameter 
𝛽.

4. Maggiore GUP as an application

The mathematical relations we have derived in Section 3 are completely general and are based only on the request that the 2-form 
𝜔 (2.4) is symplectic, without further assumptions on the 𝑓 and 𝐿𝑖𝑗 functions.

Nevertheless, usually, in constructing a GUP theory other constraints are imposed on the general algebra (2.1). The most common 
additional demands include the rotational invariance of the algebra and the condition that the 𝐿𝑖𝑗 functions satisfy an angular 
momentum algebra.

This specific subclass of GUP theories is extensively discussed in [18,19] within the quantum framework, where formal and physical 
arguments supporting this choice are presented, showing in particular how it still maintains a certain level of generality.

In these works the authors consider the following structure for the GUP algebra:
8

[𝑝̂𝑖, 𝑝̂𝑗 ] = 0,
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[𝑞𝑖, 𝑞𝑗 ] =
ℏ2

𝜅2𝑐2
𝑎(𝑝̂)𝑖𝜖𝑖𝑗𝑘𝐽𝑘, (4.1)

[𝑞𝑖, 𝑝̂𝑗 ] = 𝑖ℏ𝑓 (𝑝̂)𝛿𝑖𝑗 ,

where 𝐽𝑘 satisfies

[𝐽𝑖, 𝑞𝑗 ] = 𝑖𝜖𝑖𝑗𝑘𝑞𝑘, [𝐽𝑖, 𝑝̂𝑗 ] = 𝑖𝜖𝑖𝑗𝑘𝑝̂𝑘, [𝐽𝑖, 𝐽𝑗 ] = 𝑖𝜖𝑖𝑗𝑘𝐽𝑘,

𝑎 and 𝑓 depend only on the momentum modulus 𝜌, while 𝜅 is a deformation parameter with the dimension of a mass and 𝑐 is the 
speed of light in vacuum.

By means of Jacobi identities, they are able to find two equations relating 𝑓 and 𝑎:

𝑑𝑎(𝜌̂)
𝑑𝜌

𝐩̂ ⋅ 𝐉̂ = 0, (4.2)

𝑓 (𝜌̂)𝑑𝑓 (𝜌̂)
𝑑𝜌

= −𝑎(𝜌̂)𝜌̂
𝜅2𝑐2

. (4.3)

Two cases can be distinguished:

• 𝐩̂ ⋅ 𝐉̂ = 0. This case arises when 𝐉̂ is regarded only as orbital angular momentum. Due to the zero scalar product the constrains 
(4.2) is removed, leaving the choice of 𝑎 arbitrary. Fixed a suitable 𝑎 it is possible to determine correctly 𝑓 or viceversa.

• 𝐩̂ ⋅ 𝐉̂ ≠ 0. This is the most general situation, happening when we are considering 𝐉̂ as a total angular momentum, including spin.

In this case (4.2) sets 𝑎(𝜌̂) = ±𝑘, where 𝑘 is a constant. By rescaling, we can fix 𝑎(𝑝̂) = ±1 and from (4.3) we obtain, modulo a 

sign, a unique solution for 𝑓 , namely 𝑓 (𝜌̂) =
√

1 ∓ 𝜌̂2

𝜅2𝑐2
.

Once again we have set the integration constant equal to one, for the reason discussed above.

The final algebra then reads:

[𝑞𝑖, 𝑞𝑗 ] = ∓ℏ2

𝜅2 𝑖𝜖𝑖𝑗𝑘𝐽𝑘,

[𝑞𝑖, 𝑝̂𝑗 ] = 𝑖ℏ𝛿𝑖𝑗

√
1 ± 𝜌̂2

𝜅2𝑐2
.

As it should be clear from the derivation, these specific GUP models acquire relevance since they are the most general models, defined 
only by the imposition of Jacobi identities and the inclusion of the spin operator. We stress that the generality of the model has to be 
intended in the sense specified above.

In light of this, in this section our aim is to discuss this particular scheme at the classical level, further constrain the general relations for 
𝑓 and 𝐿𝑖𝑗 we have obtained only asking for the 𝜔 to be symplectic. Exactly as in [18,19] we limit our discussion to the 3-dimensional 
case.

4.1. Closure condition and Maggiore algebra

Consider the corresponding classical interpretation of the algebra (4.1):

{𝑝𝑖, 𝑝𝑗} = 0,

{𝑞𝑖, 𝑞𝑗} = 𝑎(𝜌)𝜖𝑖𝑗𝑘𝐽𝑘, (4.4)

{𝑞𝑖, 𝑝𝑗} = 𝑓 (𝜌)𝛿𝑖𝑗 .

Note that now 𝐽𝑖 is a dimension-full quantity and we have absorbed the term (𝜅𝑐)−2 in the definition of 𝑎.

We demand that 𝑓 and 𝑎 depend only on the modulus of momentum 𝜌 and that the 𝐽𝑖 s satisfy the algebra of an angular momentum, 
that is {𝐽𝑖, 𝑞𝑗} = 𝜖𝑖𝑗𝑘𝑞𝑘, {𝐽𝑖, 𝑝𝑗} = 𝜖𝑖𝑗𝑘𝑝𝑘, {𝐽𝑖, 𝐽𝑗} = 𝜖𝑖𝑗𝑘𝐽𝑘.

With specific reference to the Poisson brackets above, the previously derived system of equations (3.19) coming from the closure 
9

condition, yields the following relations:
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(145) 𝜕𝑓

𝜕𝑝2
+ 𝑎(𝑝) 𝜕𝐽3

𝜕𝑞1
= 0,

(146) 𝜕𝑓

𝜕𝑝3
− 𝑎(𝑝) 𝜕𝐽2

𝜕𝑞1
= 0,

(156) 𝜕𝐽1
𝜕𝑞1

= 0,

(245) 𝜕𝑓

𝜕𝑝1
− 𝑎(𝑝) 𝜕𝐽3

𝜕𝑞2
= 0,

(246) 𝜕𝐽2
𝜕𝑞2

= 0,

(256) 𝜕𝑓

𝜕𝑝3
+ 𝑎(𝑝) 𝜕𝐽1

𝜕𝑞2
= 0,

(345) 𝜕𝐽3
𝜕𝑞3

= 0,

(346) 𝜕𝑓

𝜕𝑝1
+ 𝑎(𝑝) 𝜕𝐽2

𝜕𝑞3
= 0,

(356) 𝜕𝑓

𝜕𝑝2
− 𝑎(𝑝) 𝜕𝐽1

𝜕𝑞3
= 0.

(4.5)

By the same considerations developed for the system (3.19) we can obtain the following general structure for the 𝐽 s functions:

𝐽1(𝑞, 𝑝) = 𝑠1(𝑝) −𝑅(𝑝)𝑞2 + 𝑃 (𝑝)𝑞3,

𝐽2(𝑞, 𝑝) = 𝑠2(𝑝) +𝑅(𝑝)𝑞1 −𝑄(𝑝)𝑞3, (4.6)

𝐽3(𝑞, 𝑝) = 𝑠3(𝑝) − 𝑃 (𝑝)𝑞1 +𝑄(𝑝)𝑞2.

By imposing an additional structure, namely the angular momentum algebra to the 𝐽 s functions, we expect to be able to further 
constrain the previous expressions and relations.

As a first thing, we are going to explicitly evaluate the Poisson brackets {𝐽𝑚, 𝑝𝑙}. This procedure leads to the following result:

{𝐽𝑚, 𝑝𝑙} =
𝜕𝐽𝑚

𝜕𝑞𝑙
𝑓 (𝑝) ∶= 𝜖𝑚𝑙𝑘𝑝𝑘. (4.7)

From here, using the 𝐽 s formulae (4.6), we consistently find:

𝑅(𝑝) = −𝑓−1𝑝3, 𝑃 (𝑝) = −𝑓−1𝑝2, 𝑄(𝑝) = −𝑓−1𝑝1. (4.8)

This allows us to rewrite the functions (4.6) as:

𝐽1(𝑞, 𝑝) = 𝑠1(𝑝) + 𝑓−1(𝑝)(𝑝3𝑞2 − 𝑝2𝑞3),

𝐽2(𝑞, 𝑝) = 𝑠2(𝑝) + 𝑓−1(𝑝)(𝑝1𝑞3 − 𝑝3𝑞1), (4.9)

𝐽3(𝑞, 𝑝) = 𝑠3(𝑝) + 𝑓−1(𝑝)(𝑝2𝑞1 − 𝑝1𝑞2).

Accordingly, the gradient equation for 𝑓 that can be extracted from the system (4.5) becomes:

⎧⎪⎨⎪⎩
𝜕𝑓

𝜕𝑝1
+ 𝑎(𝑝)𝑝1𝑓−1(𝑝) = 0,

𝜕𝑓

𝜕𝑝2
+ 𝑎(𝑝)𝑝2𝑓−1(𝑝) = 0,

𝜕𝑓

𝜕𝑝3
+ 𝑎(𝑝)𝑝3𝑓−1(𝑝) = 0.

(4.10)

We now proceed in calculating explicitly the set of Poisson brackets {𝐽𝑚, 𝑞𝑙}, which lead to the following relation:

{𝐽𝑚, 𝑞𝑙} = −
𝜕𝐽𝑚

𝜕𝑝𝑙
𝑓 (𝑝) + 𝑎(𝑝)

𝜕𝐽𝑚

𝜕𝑞𝑖
𝜖𝑖𝑙𝑘𝐽𝑘 ∶= 𝜖𝑚𝑙𝑘𝑞𝑘. (4.11)

By means of the expressions (4.9) for the 𝐽 s functions we obtain a system of equations, which we can compactly write as:

−
𝜕𝑠𝑚

𝜕𝑝𝑙
𝑓 + 𝑎

𝑓
(𝑠𝑚𝑝𝑙 − 𝑠𝑖𝑝𝑗𝛿𝑖𝑗𝛿𝑚𝑙) + 𝜖𝑖𝑗𝑚𝑞𝑖𝑝𝑗

(
1
𝑓

𝜕𝑓

𝜕𝑝𝑙
+ 𝑎

𝑓 2 𝑝𝑙

)
= 0.
10

This set of equations can be simplified by considering the system (4.10), leading to the following partial differential equations system:
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𝑓 2(𝑝) 𝜕𝑠1
𝜕𝑝1

+ 𝑎(𝑝)(𝑠2(𝑝)𝑝2 + 𝑠3(𝑝)𝑝3) = 0,

𝑓 2(𝑝) 𝜕𝑠2
𝜕𝑝2

+ 𝑎(𝑝)(𝑠1(𝑝)𝑝1 + 𝑠3(𝑝)𝑝3) = 0,

𝑓 2(𝑝) 𝜕𝑠3
𝜕𝑝3

+ 𝑎(𝑝)(𝑠1(𝑝)𝑝1 + 𝑠2(𝑝)𝑝2) = 0,

𝑓 2(𝑝) 𝜕𝑠1
𝜕𝑝2

− 𝑎(𝑝)𝑝2𝑠1(𝑝) = 0,

𝑓 2(𝑝) 𝜕𝑠1
𝜕𝑝3

− 𝑎(𝑝)𝑝3𝑠1(𝑝) = 0,

𝑓 2(𝑝) 𝜕𝑠2
𝜕𝑝1

− 𝑎(𝑝)𝑝1𝑠2(𝑝) = 0,

𝑓 2(𝑝) 𝜕𝑠2
𝜕𝑝3

− 𝑎(𝑝)𝑝3𝑠2(𝑝) = 0,

𝑓 2(𝑝) 𝜕𝑠3
𝜕𝑝1

− 𝑎(𝑝)𝑝1𝑠3(𝑝) = 0,

𝑓 2(𝑝) 𝜕𝑠3
𝜕𝑝2

− 𝑎(𝑝)𝑝2𝑠3(𝑝) = 0.

(4.12)

Finally we carry out the calculations regarding the last set of Poisson brackets for the angular momentum algebra:

{𝐽𝑚,𝐽𝑛} =
(
𝜕𝐽𝑚

𝜕𝑞𝑖

𝜕𝐽𝑛

𝜕𝑝𝑗
−

𝜕𝐽𝑚

𝜕𝑝𝑖

𝜕𝐽𝑛

𝜕𝑞𝑗

)
𝛿𝑖𝑗𝑓 +

𝜕𝐽𝑚

𝜕𝑞𝑖

𝜕𝐽𝑛

𝜕𝑞𝑗
𝑎𝜖𝑖𝑗𝑘𝐽𝑘 ∶= 𝜖𝑚𝑛𝑙𝐽𝑙. (4.13)

Due to the antisymmetry of the brackets, we need to evaluate just three of them:

{𝐽1, 𝐽2} =𝑓−2(𝑝)𝑎(𝑝)𝑝3𝐩 ⋅ 𝐉+ 𝐽3 − 𝑠3(𝑝) + 𝑝3

(
𝜕𝑠1
𝜕𝑝1

+
𝜕𝑠2
𝜕𝑝2

)
− 𝑝2

𝜕𝑠2
𝜕𝑝3

− 𝑝1
𝜕𝑠1
𝜕𝑝3

∶= 𝐽3,

{𝐽2, 𝐽3} =𝑓−2(𝑝)𝑎(𝑝)𝑝1𝐩 ⋅ 𝐉+ 𝐽1 − 𝑠1(𝑝) + 𝑝1

(
𝜕𝑠2
𝜕𝑝2

+
𝜕𝑠3
𝜕𝑝3

)
− 𝑝3

𝜕𝑠3
𝜕𝑝1

− 𝑝2
𝜕𝑠2
𝜕𝑝1

∶= 𝐽1,

{𝐽3, 𝐽1} =𝑓−2(𝑝)𝑎(𝑝)𝑝2𝐩 ⋅ 𝐉+ 𝐽2 − 𝑠2(𝑝) + 𝑝2

(
𝜕𝑠1
𝜕𝑝1

+
𝜕𝑠3
𝜕𝑝3

)
− 𝑝3

𝜕𝑠3
𝜕𝑝2

− 𝑝1
𝜕𝑠1
𝜕𝑝2

∶= 𝐽2.

Taking now into account the relations established by the system (4.12) and the derived form (4.9) of the 𝐽 s functions, we can rewrite 
these conditions on the Poisson brackets as a simple algebraic system for the 𝑠𝑖 :

⎧⎪⎨⎪⎩
𝑓−2𝑎𝑝1𝐩 ⋅ 𝐬+ 𝑠1 = 0,
𝑓−2𝑎𝑝2𝐩 ⋅ 𝐬+ 𝑠2 = 0,
𝑓−2𝑎𝑝3𝐩 ⋅ 𝐬+ 𝑠3 = 0.

(4.14)

As a homogeneous linear system, its determinant is 𝑓−2(𝑓 2 + 𝑎(𝑝21 + 𝑝22 + 𝑝23)). The singular points are represented by the equation:

𝑎(𝑝)(𝑝21 + 𝑝22 + 𝑝23) = −𝑓 2(𝑝). (4.15)

Clearly, this equation admits solution only for 𝑎(𝑝) < 0. If it is satisfied in an open subset of ℝ3, then we can put the 𝑎(𝑝) derived from 
the above equation in the gradient equation (3.20). As a result, we obtain a unique solution for 𝑓 , which is 𝑓 (𝑝) = 𝜅

√
𝑝21 + 𝑝22 + 𝑝23. 

This solution is incompatible with the undeformed limit, since there is no any possible dependence of 𝜅 on the deformation parameter 
𝛽 which results in 𝑓 ←←←←←←←←←←←←←←←←←←→

𝛽→0
1.

As a consequence, the equation (4.15) can be satisfied only on a submanifold with at least codimension one. Where in ℝ3 the 
determinant is not singular, the unique solution of (4.14) is 𝐬 = 0. Hence, since 𝑠𝑖 is a smooth function everywhere null but on a 
closed surface, for continuity it must be zero everywhere in ℝ3.

It is trivial to verify that this solution is compatible with the system (4.12).

Now that we have further specified the form of the 𝐽 s functions, we analyze the remaining condition to be satisfied in order to 
have the closure of the 2-form 𝜔. This is exactly the Eq. (3.17), the specific form of which in this context is:

2𝑎2𝑓−1 (𝐽1𝑝1 + 𝐽2𝑝2 + 𝐽3𝑝3
)
+ 𝑓

(
𝜕(𝑎𝐽1)
𝜕𝑝1

+
𝜕(𝑎𝐽2)
𝜕𝑝2

+
𝜕(𝑎𝐽3)
𝜕𝑝3

)
= 0. (4.16)

By employing the last obtained form of the 𝐽 s we get:

𝐽1
𝜕𝑎

𝜕𝑝1
+ 𝐽2

𝜕𝑎

𝜕𝑝2
+ 𝐽3

𝜕𝑎

𝜕𝑝3
= 0. (4.17)

If we now recall our assumption of 𝑎 depending only on the modulus 𝜌 =
√

𝑝21 + 𝑝22 + 𝑝23, we finally obtain the equation:

𝐩 ⋅ 𝐉 𝜕𝑎

𝜕𝜌
= 0, (4.18)
11

which is the same of (4.2).
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Nevertheless, due the explicit form of the 𝐽 s and specifically to the fact that the 𝑠𝑖 functions have to be zero, it is immediate to 
show that 𝐩 ⋅ 𝐉 is always equals to zero in this context. This fact leads us to conclude that (4.18) is always satisfied for any smooth, 
rotational invariant 𝑎(𝜌) and rules out the case in which 𝐩 ⋅ 𝐉 ≠ 0. From here we can also deduce the potential role played by the 
functions 𝑠𝑖, as the only part of the 𝐽 s able to ensure the condition 𝐩 ⋅𝐉 ≠ 0. As a consequence, we conclude that the generality of the 
solution 𝑓 (𝑝) =

√
1 ∓ 𝑝2 in the quantum framework, seems to be lost at the classical level, being just one of the possible GUP models.

Finally we can write down the general solution for 𝑓 by examining the gradient equation (4.10). Being 𝑎(𝜌) rotational invariant 
and considering that 𝜌 is the length 𝜌 =

√
𝑝21 + 𝑝22 + 𝑝23, the system (4.10) can be recast in a gradient equation for 𝑔 = 𝑓 2 in 𝐩 =

(𝑝1, 𝑝2, 𝑝3) ∈ℝ3, completely equivalent to (4.3):

∇𝐩𝑔 = −2𝑎(𝜌)𝐩. (4.19)

Clearly, the right hand side is irrotational

∇𝐩 × (𝑎(𝜌)𝐩) = 𝑎(𝜌)∇𝐩 × 𝐩+∇𝐩𝑎 × 𝐩 = 1
𝜌

𝜕𝑎

𝜕𝜌
𝐩 × 𝐩 = 0.

Then, if 𝑎(𝜌) is defined on a simply connected domain, the system admits a solution:

𝑓 (𝑝) =
⎛⎜⎜⎝−2∫𝛾 𝑎(𝑝′)𝐩′ ⋅ 𝑑𝐩′

⎞⎟⎟⎠
1
2

=

⎛⎜⎜⎜⎜⎝
−2

√
𝑝21+𝑝

2
2+𝑝

2
3

∫
0

𝑎(𝜌)𝜌𝑑𝜌+ 𝑐

⎞⎟⎟⎟⎟⎠

1
2

. (4.20)

4.2. Kempf-Mangano-Mann case in Maggiore’s scheme

One of the most studied GUP algebra is the one first presented in [4].

In Section 3.2.2 we have already shown how this particular algebra can be recovered by choosing the 𝐿𝑖𝑗 functions as proportional 
to the ordinary angular momentum and in Section 3.3.2 we were able to derive its algebra by fixing the 𝑓 function and discussing 
the limit 𝛽 → 0. Precisely, the full agreement is obtained by setting 𝑆𝑖𝑗 ≡ 0 and the integration constant 𝑐 equal to one.

Here we briefly show how the KMM algebra can be reproduced in Maggiore’s scheme as well, unveiling the presence of the rotation 
generators in the modified Poisson brackets of the configuration variables.

Starting from the gradient equation (4.10) in the form:

∇𝐩𝑓 + 𝑓−1𝑎(𝜌)𝐩 = 0, (4.21)

we can fix the desired 𝑓 and solve algebrically the system for 𝑎. Hence, setting 𝑓 (𝜌) = 1 + 𝛽𝜌2, we easily obtain 𝑎(𝜌) = −2𝛽(1 + 𝛽𝜌2). 
According to the algebra (4.4), we should have:

{𝑞𝑖, 𝑞𝑗} = 𝑎(𝜌)𝜖𝑖𝑗𝑘𝐽𝑘 = −2𝛽(1 + 𝛽𝜌2)𝜖𝑖𝑗𝑘𝐽𝑘. (4.22)

At the same time we know the exact form of the 𝐽𝑘 functions from (4.9):

𝐽𝑘 =
1
2
𝑓−1𝜖𝑖𝑗𝑘(𝑞𝑖𝑝𝑗 − 𝑞𝑗𝑝𝑖) =

1
1 + 𝛽𝜌2

𝜖𝑖𝑗𝑘𝑞𝑖𝑝𝑗 . (4.23)

Putting everything together we finally obtain:

{𝑞𝑖, 𝑞𝑗} = −2𝛽(𝑞𝑖𝑝𝑗 − 𝑞𝑗𝑝𝑖), (4.24)

which is the correct expression of the KMM algebra at the classical level and the same formula obtained in Section 3.3.2, with the 
identifications previously mentioned, i.e. 𝑆𝑖𝑗 = 0 and 𝑐 = 1.

5. Verifying the conjecture

In this Section, we are going to provide some cases that satisfy the Conjecture 2.3. Let us start from the following Proposition 
(Prop.8.11 in [16]):

Proposition 5.1. A symplectic form on  is equivalent to a non-degenerate Poisson structure.

The equivalence is given identifying the Poisson bivector field 𝜋 [21] with the inverse of the symplectic form 𝜔, i.e., in coordinates, 
𝜋𝑎𝑏 = 𝜔𝑎𝑏.

Consider the fundamental Poisson brackets expressed in local coordinates 𝑥𝑎 = (𝑞1, … , 𝑞𝑑 , 𝑝1, … , 𝑝𝑑 ) as in (2.2), where 𝐿𝑖𝑗 and 
𝑓 are smooth functions of the coordinates, and 𝑓 is strictly positive on . If these Poisson brackets satisfy the Jacobi identities, 
then they define a non-degenerate Poisson structure. The non-degeneracy can be easily checked considering the bivector field in 
12

coordinates
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𝜋𝑎𝑏 ∶= {𝑥𝑎, 𝑥𝑏} =
(

𝐿 𝑓 id𝑑
−𝑓 id𝑑 0

)
, (5.1)

for which det(𝜋𝑎𝑏) = 𝑓 2𝑑 > 0. From this and Proposition 5.1, the following Lemma holds:

Lemma 5.2. The 2-form 𝜔 defined in (2.4) is a symplectic form if and only if the Poisson brackets in (2.2) satisfy the Jacobi identity.

Since a rigorous and consistent quantization procedure does not exist for GUP theories, we just check that the quantum Jacobi 
identity is satisfied if we consider 𝑓 and 𝐿 as in Section 3.3 for two possible ‘natural’ operator orderings in the quantum theory, 
namely all the momenta to the left and all the momenta to the right.

Let us consider a GUP theory in the class (2.1), with 𝐿 and 𝑓 that, as functions on the phase space, satisfy (3.13), (3.15), (3.16). The 
main problem is the choice of the operator ordering in 𝐿𝑖𝑗 (𝑞, 𝑝̂), since, in the classical functions, monomials of the kind 𝑝𝑖𝑞𝑖 appear. 
The other functions, which depend only on 𝑝, do not have any ambiguity in the ordering.

Let us first check the Jacobi identity for the fundamental Poisson brackets that do not depend on 𝐿𝑖𝑗 . On the momenta, the commu-

tation is trivially null [𝑝̂𝑖, [𝑝̂𝑗 , 𝑝̂𝑘]] + [𝑝̂𝑗 , [𝑝̂𝑘, 𝑝̂𝑖]] + [𝑝̂𝑘, [𝑝̂𝑖, 𝑝̂𝑗 ]] = 0.

Moreover, we have

[𝑝̂𝑖, [𝑝̂𝑗 , 𝑞𝑘]] + [𝑝̂𝑗 , [𝑞𝑘, 𝑝̂𝑖]] + [𝑞𝑘, [𝑝̂𝑖, 𝑝̂𝑗 ]]

= −𝑖ℏ𝛿𝑗𝑘[𝑝̂𝑖, 𝑓 (𝑝̂)] + 𝑖ℏ𝛿𝑖𝑘[𝑝̂𝑗 , 𝑓 (𝑝̂)] = 0.

Notice that, independently from the chosen ordering for 𝐿𝑖𝑗 (𝑞, 𝑝̂), we get

[𝑝̂𝑘,𝐿𝑖𝑗 (𝑞, 𝑝̂)] = 𝑖ℏ
(
𝛿𝑖𝑘𝑔𝑗 (𝑝̂)𝑓 (𝑝̂) − 𝛿𝑗𝑘𝑔𝑖(𝑝̂)𝑓 (𝑝̂)

)
. (5.2)

Furthermore, since there are no ambiguities in 𝑓 (𝑝), its derivative is well-defined 𝜕𝑓
𝜕𝑝𝑖

(𝑝̂) in its clear meaning and so it is not difficult 
to prove that:

[𝑞𝑘, 𝑓 (𝑝̂)] = 𝑖ℏ𝑓 (𝑝̂) 𝜕𝑓
𝜕𝑝𝑘

(𝑝̂) =∶ 𝑖ℏ𝑓 (𝑝̂)𝑔𝑘(𝑝̂). (5.3)

This leads us to conclude that another commutator is free from ambiguities:

[𝑞𝑖, [𝑞𝑗 , 𝑝̂𝑘]] + [𝑞𝑗 , [𝑝̂𝑘, 𝑞𝑖]] + [𝑝̂𝑘, [𝑞𝑖, 𝑞𝑗 ]]

= 𝑖ℏ𝛿𝑗𝑘[𝑞𝑖, 𝑓 (𝑝̂)] − 𝑖ℏ𝛿𝑖𝑘[𝑞𝑗 , 𝑓 (𝑝̂)] + 𝑖ℏ[𝑝̂𝑘,𝐿𝑖𝑗 (𝑞, 𝑝̂)]

= −ℏ2
(
𝛿𝑗𝑘𝑓 (𝑝̂)𝑔𝑖(𝑝̂) − 𝛿𝑖𝑘𝑓 (𝑝̂)𝑔𝑗 (𝑝̂) + 𝛿𝑖𝑘𝑔𝑗 (𝑝̂)𝑓 (𝑝̂) − 𝛿𝑗𝑘𝑔𝑖(𝑝̂)𝑓 (𝑝̂)

)
= 0.

We now need to fix an operator ordering in the theory to proceed. Let us first consider all the momenta on the left, so that the 
commutation between configuration coordinates reads:

[𝑞𝑖, 𝑞𝑗 ] = 𝑖ℏ
(
𝑆𝑖𝑗 (𝑝̂) − 𝑔𝑗 (𝑝̂)𝑞𝑖 + 𝑔𝑖(𝑝̂)𝑞𝑗

)
, (5.4)

from which, we can write the double commutator:

[𝑞𝑘, [𝑞𝑖, 𝑞𝑗 ]]

= 𝑖ℏ

(
[𝑞𝑘,𝑆𝑖𝑗 (𝑝̂)] − [𝑞𝑘, 𝑔𝑗 (𝑝̂)]𝑞𝑖 − 𝑔𝑗 (𝑝̂)[𝑞𝑘, 𝑞𝑖] + [𝑞𝑘, 𝑔𝑖(𝑝̂)]𝑞𝑗 + 𝑔𝑖(𝑝̂)[𝑞𝑘, 𝑞𝑗 ]

)
= −ℏ2

(
𝑓 (𝑝̂)

𝜕𝑆𝑖𝑗

𝜕𝑝𝑘
(𝑝̂) − 𝑓 (𝑝̂)

𝜕𝑔𝑗

𝜕𝑝𝑘
(𝑝̂)𝑞𝑖 − 𝑔𝑗 (𝑝̂)𝐿𝑘𝑖 + 𝑓 (𝑝̂)

𝜕𝑔𝑖

𝜕𝑝𝑘
(𝑝̂)𝑞𝑗 + 𝑔𝑖(𝑝̂)𝐿𝑘𝑗

)
.

Fixing 𝑆𝑖𝑗 ≡ 0, the last Jacobi identity is satisfied:

1
ℏ2

(
[𝑞𝑖, [𝑞𝑗 , 𝑞𝑘]] + [𝑞𝑗 , [𝑞𝑘, 𝑞𝑖]] + [𝑞𝑘, [𝑞𝑖, 𝑞𝑗 ]]

)
= −𝑓 (𝑝̂)

𝜕𝑔𝑘

𝜕𝑝𝑖
(𝑝̂)𝑞𝑗 − 𝑔𝑘(𝑝̂)𝐿𝑖𝑗 + 𝑓 (𝑝̂)

𝜕𝑔𝑗

𝜕𝑝𝑖
(𝑝̂)𝑞𝑘 + 𝑔𝑗 (𝑝̂)𝐿𝑖𝑘

− 𝑓 (𝑝̂)
𝜕𝑔𝑖

𝜕𝑝𝑗
(𝑝̂)𝑞𝑘 − 𝑔𝑖(𝑝̂)𝐿𝑗𝑘 + 𝑓 (𝑝̂)

𝜕𝑔𝑘

𝜕𝑝𝑗
(𝑝̂)𝑞𝑖 + 𝑔𝑘(𝑝̂)𝐿𝑗𝑖

− 𝑓 (𝑝̂)
𝜕𝑔𝑗

𝜕𝑝𝑘
(𝑝̂)𝑞𝑖 − 𝑔𝑗 (𝑝̂)𝐿𝑘𝑖 + 𝑓 (𝑝̂)

𝜕𝑔𝑖

𝜕𝑝𝑘
(𝑝̂)𝑞𝑗 + 𝑔𝑖(𝑝̂)𝐿𝑘𝑗(

𝜕𝑔𝑘 𝜕𝑔𝑗
) (

𝜕𝑔𝑖 𝜕𝑔𝑘
)
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= 𝑓 (𝑝̂)
𝜕𝑝𝑗

(𝑝̂) −
𝜕𝑝𝑘

(𝑝̂) 𝑞𝑖 + 𝑓 (𝑝̂)
𝜕𝑝𝑘

(𝑝̂) −
𝜕𝑝𝑖

(𝑝̂) 𝑞𝑗
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+ 𝑓 (𝑝̂)
(
𝜕𝑔𝑗

𝜕𝑝𝑖
(𝑝̂) −

𝜕𝑔𝑖

𝜕𝑝𝑗
(𝑝̂)

)
𝑞𝑘 − 2𝑔𝑘(𝑝̂)

(
−𝑔𝑗 (𝑝̂)𝑞𝑖 + 𝑔𝑖(𝑝̂)𝑞𝑗

)
− 2𝑔𝑖(𝑝̂)

(
−𝑔𝑘(𝑝̂)𝑞𝑗 + 𝑔𝑗 (𝑝̂)𝑞𝑘

)
− 2𝑔𝑗 (𝑝̂)

(
−𝑔𝑖(𝑝̂)𝑞𝑘 + 𝑔𝑘(𝑝̂)𝑞𝑖

)
= 0.

For a not identically null 𝑆𝑖𝑗 , the Jacobi identity imposes:

0 = 1
ℏ2

(
[𝑞𝑖, [𝑞𝑗 , 𝑞𝑘]] + [𝑞𝑗 , [𝑞𝑘, 𝑞𝑖]] + [𝑞𝑘, [𝑞𝑖, 𝑞𝑗 ]]

)
= 𝑓 (𝑝̂)

𝜕𝑆𝑗𝑘

𝜕𝑝𝑖
(𝑝̂) − 𝑔𝑘(𝑝̂)𝑆𝑖𝑗 (𝑝̂) + 𝑔𝑗 (𝑝̂)𝑆𝑖𝑘(𝑝̂) + 𝑓 (𝑝̂)

𝜕𝑆𝑘𝑖

𝜕𝑝𝑗
(𝑝̂)

− 𝑔𝑖(𝑝̂)𝑆𝑗𝑘(𝑝̂) + 𝑔𝑘(𝑝̂)𝑆𝑗𝑖(𝑝̂) + 𝑓 (𝑝̂)
𝜕𝑆𝑖𝑗

𝜕𝑝𝑘
(𝑝̂) − 𝑔𝑗 (𝑝̂)𝑆𝑘𝑖(𝑝̂) + 𝑔𝑖(𝑝̂)𝑆𝑘𝑗 (𝑝̂)

= 𝑓 (𝑝̂)
(
𝜕𝑆𝑖𝑗

𝜕𝑝𝑘
(𝑝̂) +

𝜕𝑆𝑗𝑘

𝜕𝑝𝑖
(𝑝̂) +

𝜕𝑆𝑘𝑖

𝜕𝑝𝑗
(𝑝̂)

)
− 2

(
𝑔𝑘(𝑝̂)𝑆𝑖𝑗 (𝑝̂) + 𝑔𝑖(𝑝̂)𝑆𝑗𝑘(𝑝̂) + 𝑔𝑗 (𝑝̂)𝑆𝑘𝑖(𝑝̂)

)
,

which is the strange equation (3.18). If the 𝑆𝑖𝑗 s fulfill the classical equation, the Jacobi identity is verified and no ambiguities in the 
ordering arise in the final expression, where everything is just a function of the momentum operator.

Nevertheless, the choice of the ordering of the 𝐿𝑖𝑗 operators is relevant for this last Jacobi identity, even after 𝑆𝑖𝑗 is fixed by solving 
the strange equation. That any ordering might lead to the same result and thus verify the validity of the latter Jacobi identity is 
neither clear nor straightforward to confirm in the general case. However, we can notice that in the other possible common choice 
with all the momenta on the right, the Jacobi identity is still achieved.

The converse, namely if the quantum commutators of a GUP in the class (2.1) satisfy the Jacobi identities then the Poisson brackets 
of its classical interpretation satisfy them too, is trivial.

6. Conclusions

The focus of this work is to explore whether a GUP theory can be consistently and rigorously implemented at the classical level. 
Assuming the classical system related to GUP theory is defined by a Poisson structure inherited from deformed quantum commutators, 
we established the corresponding 2-form, ensuring it is symplectic, i.e. non-degenerate and closed. These conditions lead to a set of 
equations and relationships that the functions controlling the deformation of the usual Heisenberg algebra must satisfy.

By carefully examining the implications of these equations, we defined a general form for the functions 𝐿𝑖𝑗 that introduce non-

commutativity in the considered GUP models, along with a gradient equation for the function 𝑓 that regulates the deformation of 
the Poisson brackets between conjugate variables.

When the theory respects these relations, its structure is guaranteed to be symplectic. This ensures that the classical Hamiltonian 
formulation for such a theory is well-defined and can be effectively used to study the dynamics of systems in the deformed phase 
space characterized by (2.2). Consistent with symplectic geometry, requiring the 2-form to be symplectic is equivalent to asking for 
the validity of the Jacobi identities for the Poisson brackets, a condition explicitly verified in the appendix as a further confirmation.

In the second part of the paper, we examined the consequences of adding another structure to the deformed Poisson brackets. Specifi-

cally, following the procedure used at the quantum level in [18,19], we required that the functions 𝐿𝑖𝑗 governing non-commutativity 
in configuration space satisfy the angular momentum algebra. This specification allowed us to determine the form of these functions, 
which are the generators of rotations in these GUP theories. The resulting explicit form for these generators excludes the possibility 
that the scalar product 𝑝 ⋅ 𝐽 is nonzero. This is in contrast with the findings reported in [18,19] at the quantum level, where the 
scenario in which 𝑝 ⋅ 𝐽 ≠ 0 is possible and it is used to extract a GUP model that is, in some ways, more general, accounting for the 
presence of spin operator. At the classical level, the algebra requirements rule out this possibility, as 𝑝 ⋅𝐽 = 0 within this class of GUP 
theories, leading to an infinite class of models, formally on the same level, without selecting a specific one.

An interesting follow-up to the analysis we carried out regarding the classical symplectic structure of these theories could be rep-

resented by the investigation of relativistic non-commutative models. In this respect, the well-known Snyder space-time [22] is a 
notable representative that will deserve examination within our framework.

Finally, we concluded the article by discussing a Conjecture in order to bridge the classical theory thus formulated and the quantum 
theory: a properly defined GUP theory can be correctly classically interpreted if and only if the corresponding quantum commutators 
satisfy the Jacobi identities. While transitioning from quantum to classical theory is straightforward concerning the Jacobi identities 
for brackets and commutators, the reverse is not obvious due to potential operator ordering ambiguities. If all classical relations 
ensuring a symplectic structure in GUP theory are assumed valid at the quantum level, this will ensure that the Jacobi identities 
for all commutators without ordering ambiguities are automatically satisfied. For the remaining commutators, specifically those 
involving only the generalized coordinates 𝑞 s, verifying the Jacobi identity requires fixing an ordering. Although proving that any 
ordering satisfies the Jacobi identities is generally not possible, the two most natural orderings do, providing potentially a guideline 
14

for constructing the quantum theory.



Nuclear Physics, Section B 1009 (2024) 116739M. Bruno, S. Segreto and G. Montani

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to 
influence the work reported in this paper.

Appendix A. Poisson brackets and Jacobi identity

The link between symplectic structure and Poisson structure is well-known. In particular, considering a non-degenerate Poisson 
structure {⋅, ⋅} on  and the induced (or induced by) symplectic form 𝜔, the Jacobi identity for {⋅, ⋅} is equivalent to the closure of 
𝜔. Hence, the result of Section 3 can be equivalently derived imposing the Jacobi identity on the fundamental Poisson brackets. In 
coordinates, {𝑥𝑎, {𝑥𝑏, 𝑥𝑐}} + {𝑥𝑏, {𝑥𝑐, 𝑥𝑎}} + {𝑥𝑐, {𝑥𝑎, 𝑥𝑏}} = 0.

Let us considering the fundamental Poisson brackets in (2.2).

For 𝑎, 𝑏, 𝑐 > 𝑑, the equations are just trivial identities.

For 𝑐 ≤ 𝑑, 𝑎, 𝑏 > 𝑑, we recover the 𝑞-independence of 𝑓 as in (3.13):

{𝑝𝑖,{𝑝𝑗 , 𝑞𝑘}} + {𝑝𝑗 ,{𝑞𝑘, 𝑝𝑖}} + {𝑞𝑘,{𝑝𝑖, 𝑝𝑗}}

= −{𝑝𝑖, 𝑓}𝛿𝑗𝑘 + {𝑝𝑗 , 𝑓}𝛿𝑘𝑖

= 𝜕𝑓

𝜕𝑞𝑖
𝛿𝑗𝑘 −

𝜕𝑓

𝜕𝑞𝑗
𝛿𝑖𝑘 = 0.

For 𝑎, 𝑏 ≤ 𝑑, 𝑐 > 𝑑, we obtain the equation (3.14):

{𝑞𝑖,{𝑞𝑗 , 𝑝𝑘}} + {𝑞𝑗 ,{𝑝𝑘, 𝑞𝑖}} + {𝑝𝑘,{𝑞𝑖, 𝑞𝑗}}

= {𝑞𝑖, 𝑓}𝛿𝑗𝑘 − {𝑞𝑗 , 𝑓}𝛿𝑖𝑘 + {𝑝𝑘,𝐿𝑖𝑗}

= 𝑓
𝜕𝑓

𝜕𝑝𝑖
𝛿𝑗𝑘 − 𝑓

𝜕𝑓

𝜕𝑝𝑗
𝛿𝑖𝑘 − 𝑓

𝜕𝐿𝑖𝑗

𝜕𝑞𝑘
= 0.

For 𝑎, 𝑏, 𝑐 ≤ 𝑑, the strange equation appears:

{𝑞𝑖,{𝑞𝑗 , 𝑞𝑘}} + {𝑞𝑗 ,{𝑞𝑘, 𝑞𝑖}} + {𝑞𝑘,{𝑞𝑖, 𝑞𝑗}}

= {𝑞𝑖,𝐿𝑗𝑘} + {𝑞𝑗 ,𝐿𝑘𝑖} + {𝑞𝑘,𝐿𝑖𝑗}

= 𝑓
𝜕𝐿𝑗𝑘

𝜕𝑝𝑖
+ 𝑓

𝜕𝐿𝑘𝑖

𝜕𝑝𝑗
+ 𝑓

𝜕𝐿𝑖𝑗

𝜕𝑝𝑘
+

𝑑∑
𝑟=1

(
𝜕𝐿𝑗𝑘

𝜕𝑞𝑟
𝐿𝑖𝑟 +

𝜕𝐿𝑘𝑖

𝜕𝑞𝑟
𝐿𝑗𝑟 +

𝜕𝐿𝑖𝑗

𝜕𝑝𝑟
𝐿𝑘𝑟

)
= 0.

The usual form of the strange equation (3.17) is recovered using the gradient equation. Indeed, the second term reads as:

𝑑∑
𝑟=1

(
𝜕𝐿𝑗𝑘

𝜕𝑞𝑟
𝐿𝑖𝑟 +

𝜕𝐿𝑘𝑖

𝜕𝑞𝑟
𝐿𝑗𝑟 +

𝜕𝐿𝑖𝑗

𝜕𝑝𝑟
𝐿𝑘𝑟

)

=
𝑑∑

𝑟=1

(
( 𝜕𝑓
𝜕𝑝𝑗

𝛿𝑘𝑟 −
𝜕𝑓

𝜕𝑝𝑘
𝛿𝑗𝑟)𝐿𝑖𝑟 + ( 𝜕𝑓

𝜕𝑝𝑘
𝛿𝑖𝑟 −

𝜕𝑓

𝜕𝑝𝑖
𝛿𝑘𝑟)𝐿𝑗𝑟 + ( 𝜕𝑓

𝜕𝑝𝑖
𝛿𝑗𝑟 −

𝜕𝑓

𝜕𝑝𝑗
𝛿𝑖𝑟)𝐿𝑘𝑟

)
= −2

(
𝜕𝑓

𝜕𝑝𝑘
𝐿𝑖𝑗 +

𝜕𝑓

𝜕𝑝𝑖
𝐿𝑗𝑘 +

𝜕𝑓

𝜕𝑝𝑗
𝐿𝑘𝑖

)
.

Thus, from these simple computations, we evince the expected equivalence between the two approaches.
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