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Purpose: Intraoperative electron radiotherapy (IOeRT) is considered the first
clinical translation of FLASH with electrons. A crucial aspect is represented by
the precise dosemonitoring andmeasurement; to this aim, we propose amethod
fully based on Monte Carlo (MC) simulation that uses as input the beam current
measurement and the beam optics simulation. To validate this approach, we
chose the NOVAC11 (produced by Sordina IORT Technologies SpA) accelerator,
which provides a well-studied model.

Methods: We used FLUKA and FRED MC software to simulate in detail the
geometry of the NOVAC11 and the coupled applicator usually adopted in
clinical practice to deliver the dose in the surgical bed. The simulation results
of the longitudinal and off-axis profiles and dose per pulse obtained in a water
phantom with different applicators are compared to the experimental data.

Results: A very good agreement not only for the relative dosimetry in both the
longitudinal and off-axis profiles, with a gamma index pass rate of 100% with 3%/
3 mm acceptance criteria, but also for the absolute dosimetry was obtained.

Conclusion: The results completely validate the MC description of the system
and provide a reliable evaluation of the dose per pulse and output factor with an
accuracy of the order of few % for different sets of applicator diameters
and lengths.
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1 Introduction

Intraoperative electron radiotherapy (IOeRT), which plays a
fundamental role in the treatment of prostate [1], breast [2], and
rectal [3] cancer, is a technique that delivers a single high dose of
ionizing radiation (10–25 Gy) directly to the surgical bed [4], after
tumor removal. The objective of this therapy modality is to eradicate
the microscopic residual tumor cells that surgery was not able to
remove completely. IOeRT could be used alternatively in
conjunction with other external beam radiotherapy (EBRT)
techniques, to boost the efficacy of the treatment or to replace
additional external radiotherapy cycles.

The dose is provided by an electron beam with uniform fluence
produced by using dedicated linear accelerators (LINACs) with
nominal energies between 4 and 12 MeV [5–7] covering tissue
depths up to 5 cm.

In this procedure, a homogeneous dose is used to target the
surgery bed and spare the surrounding healthy tissue. To achieve
such radiation beam dose delivery, a polymethyl methacrylate
(PMMA) cylindrical tube, called applicator, is used between the
LINAC exit window and the patient surface.

The IOeRT treatment is performed directly in the surgery room
in order to minimize the overall procedure duration. The
development of specific portable accelerators allowed a significant
improvement of this kind of treatments in terms of clinical logistics.
Nevertheless, the IOeRT technique still has some limitations that
make it difficult to fully exploit its potential.

In the current clinical practice, the main IOeRT issues are the
unavailability of a treatment planning system (TPS) and the
consequent absence of a dose planning optimized for the specific
patient morphology. The difficulty in the development of an IOeRT
TPS and the consequent technique limitations is mainly due to the
time scarcity during the surgery (an order of 1–10 min [8]) to obtain
both the image of the surgical field, needed to account for
morphological changes due to the surgery itself, and the TPS
computation.

As a consequence, during the standard IOeRT procedure, the
patient is irradiated using a uniform electron beam, whose size
and energy are evaluated according to the surgical bed
dimension, and whenever possible, a metallic radioprotection
disk, usually containing two layers of low and high atomic
number (Z), respectively, is inserted under the target volume
to preserve nearby critical organs [9]. The delivered dose (whose
prescription is usually set to 90% isodose) is then evaluated
according to measurements performed under reference
conditions (i.e., in water target phantom). In this context, it is
essential to perform the reference dosimetry measurements as
accurately as possible.

A key issue for IOeRT accelerators is the electron beam
dosimetry, which is quite different from that of the
accelerators used in standard external beam radiotherapy.
IOeRT has some specific characteristics that need to be taken
into account such as the presence of the applicator and, hence,
the lack of a “standard field size” used in EBRT dosimetry
protocols and the high dose per pulse delivered. Monte Carlo
(MC) simulations of the IOeRT accelerator head and electron
beam are useful to improve the accuracy of knowledge of
accelerator dosimetric characteristics.

Lately, a sudden interest arose around the IOeRT treatment in
relationship with the new possibility of FLASH radiotherapy
[10–16]. In this technique, the use of ultra-high-dose (> 40 Gy/s)
rate treatment seems to provide an improvement in healthy tissue
sparing. As a matter of fact, the use in a unique fraction of a single
field with high intensity pulses of electrons (needed to deliver the
whole dose of several Gy as fast as possible) makes IOeRT the
current best candidate for the first clinical implementation of the
FLASH effect. As a consequence, nowadays, the research
community is focusing on the IOeRT accelerator characteristics
and the related dose release evaluation by MC methods, in
correlation with the exploration of the FLASH effect potential
and its effective application in clinical practice.

In this paper, we used the MC simulation to evaluate the
radiation field produced by the NOVAC11 LINAC coupled with
different applicators. This study provides the relative and absolute
dosimetric characterization of the beam, i.e., percentage depth dose
(PDD), off-axis profiles, dose per pulse (Dp), and output factor (OF)
[17]. This paper also reports the validation of theMC simulation as a
method to evaluate all the radiation field features.

2 Materials and methods

2.1 The NOVAC11 linear accelerator

The NOVAC11 LINAC [18], shown in Figure 1, provides an
electron beam with four nominal energies: 4 MeV, 6 MeV, 8 MeV,
and 10 MeV, allowing treating targets with a thickness of up to
2.6 cm within the 90% isodose or up to 3.0 cm within the
80% isodose.

The radiofrequency section of the accelerator provides a train of
electron current pulses, each with approximately square shape in

FIGURE 1
Layout design of the NOVAC11 IOeRT linear accelerator.
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time and an approximate duration of 2.5 μs. The pulse repetition
frequency has a range of 5–30 Hz.

This system does not use a scattering foil for beam broadening,
but the electron beam crosses only the thin titanium window (60 μm
thick) that seals the LINAC vacuum chamber and four steel plates
(20 μm thick) which are the monitor ionization chamber electrodes.
These elements also produce the beam scattering needed to spread
the very narrow beam exiting from the RF section of the LINAC. At
the same time, these materials modify the electron energy spectrum
at the end of the accelerating structure and are the main source of
emission of Bremsstrahlung photons.

The beam collimation system is purely passive and consists of a
set of 5 mm-thick PMMA cylindrical applicators of different
diameters ranging from 3 cm to 12 cm and of different lengths.

Each applicator consists of two parts: the upper part and the
terminal section. The upper part, also called the applicator
holder, is directly mounted to the radiant head, while the
terminal part, also named the terminal applicator, is
connected to the upper section via a ring nut. Both flat and
beveled applicators are available, with possible inclination angles
with respect to the surgical bed surface of 0°, 15°, 22.5°, 30°, and
45° offering both circular and elliptical fields. The source-to-
surface distance (SSD) is 80 cm for the reference applicator
(10 cm diameter) and 65 cm for the others.

Despite the relatively simple architecture of the cylindrical
applicator, several collimation configurations (SSD, angle, etc.)
can be obtained, with different outputs in terms of dose per
pulse performance. It must be stressed that the dose per pulse
outcome is a particularly relevant figure for an IOeRT system
since it is directly proportional to the average dose rate DR

delivered, as reported by Eq. 1:

DR � PRF ·Dp, (1)

where PRF is the pulse repetition frequency. Another important
parameter of the system, the instantaneous dose rate (IDR), or dose
rate within pulse, can be obtained by dividing the dose per pulse Dp

by the pulse length (Δt). Taking into account that for the NOVAC11,
the pulse length is about 2.5 μs, the IDR can be easily calculated as
Eq. 2:

IDR ≃ 4 · 105Dp, (2)

where the IDR is expressed in Gy/s when Dp is given in Gy. In the
NOVAC11 system, despite a dose per pulse of up to 100 mGy, the
average dose rate is quite limited, from 4 up to 30 Gy/min, due to the
relatively low PRF (5 Hz in the clinical mode, up to 30 Hz in the
service mode).

2.2 Measurements

In this section, we describe the dosimetric characterization of the
nominal 10 MeV electron beam of the NOVAC11 accelerator.

The beam current, pulse length, and delivered charge were
measured by means of a Faraday cup, coupled with an
oscilloscope and positioned after the titanium window. The
Faraday cup employed for quantifying the NOVAC11 beam
charge consists of a basic copper cup electrode linked to a

Tektronix MDO4000C mixed domain oscilloscope [19].
Additionally, the Faraday cup features a suppressor plate set at a
polarization of −80 V, serving to restrict the escape of induction
electrons and maintain the integrity of charge collection. The
utilization of the oscilloscope proves beneficial not only for
charge measurement through waveform integration but also for
assessing pulse length, thereby providing supplementary insights
into the beam pulse characteristics.

The experimental setup for relative dosimetry, i.e., PDD and off-
axis profiles, measurements consisted of a 3D motorized water
phantom (MP3-XS, PTW, Freiburg, Germany [20]) equipped with
an unshielded diode (Diode E, type 60017, PTW [21]) as the field
detector and an ionization chamber (Semiflex IonizationChamber, type
31010, PTW [22]) as the reference detector. The two detectors were
connected to the dual-channel electrometer (UNIDOS E, PTW) [23].

The experimental measurements were performed using the
reference applicator, which has a diameter of 10 cm, positioned
to the water surface (no air gap) with a spatial resolution of 1.0 mm.
The percentage depth dose was acquired along the beam axis
perpendicular to the water phantom surface, while the transversal
profiles were measured at the depths of maximum (R100), 80%
(R80), and 50% (R50) of the PDD.

For absolute dosimetry measurements, the Advanced Markus
ionization chamber (type 34045, PTW [24]) was used. This detector
is a waterproof parallel plate chamber for the measurements of high-
energy electron radiation. The small cylindrical sensitive volume of
0.02 cm3 with a diameter of 2.5 mm makes the chamber ideal for dose
distribution measurements in a water phantom (the chamber has a
protective acrylic cover of 0.87 mm for use in water), giving a good
spatial resolution.

The absolute dose reference dosimetry was performed by
positioning the ionization chamber at zmax, i.e., the depth of
maximum dose value along the beam axes, according to the
Italian National Health Institute [25].

In addition, to evaluate the output factor of the NOVAC11, the
same absolute dosimetry measurements performed with the
reference applicator were assessed for a smaller applicator with a
diameter of 40 mm.

2.3 Monte Carlo simulations

We evaluated the dosimetric quantities to be compared with
experimental measurements by means of FLUKA [26, 27] Monte
Carlo software (2020.0.10 version), which is widely used in medical
applications and known to describe electromagnetic interactions
with very high precision [28], and FRED, a GPU-accelerated MC-
based dose engine [29–31].

As described in the previous section, the electron beam
generated by the NOVAC11 with different nominal energies
(4 MeV, 6 MeV, 8 MeV, and 10 MeV) is collimated on the
surgical bed by a cylindrical applicator which can have different
lengths and diameters.

In order to achieve the best possible agreement between the
measurements and the simulation, we described the applicator
geometry in great detail. In particular, the manufacturers
provided all the information about the applicator structure and
materials crossed by the beam.

Frontiers in Physics frontiersin.org03

Franciosini et al. 10.3389/fphy.2024.1249393

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1249393


For both MC simulations, the two applicators were modeled as a
series of PMMAhollow cylinders of different dimensions and shapes
centered on the beam axis (z-axis). The upper sections of the two
applicators were both simulated as two sequential cylinders with
diameters of 20 or 30 mm, a wall thickness of 5 mm, and lengths of
3.2 or 4.0 cm, respectively.

The terminal sections of the reference applicator were modeled
using other three sequential cylinders with diameter equal to 27.5,
45, and 100 mm, wall thickness ranging from 5 to 15 mm, and
lengths 2.2, 3.8, and 66.8 cm, respectively. The total applicator
length, i.e., the SSD, was, thus, 80 cm. The terminal section of
the 40 mm applicator was modeled as two PMMA cylinders with

diameters of 30 and 40 mm with a wall thickness of 5–15 mm and a
length of 3.6 and 54.2 cm, respectively. In this case, the SSD was
equal to 65 cm.

In the upper section, the electron beam exits from the LINAC,
passes through a 60 μm-thick titaniumwindow that seals the LINAC
vacuum chamber, and, after 16 mm, goes through four 20 μm-thick
steel plates, which are the monitor ionization chamber electrodes. In
the simulation, these elements were modeled as circular planes,
inserted inside the applicator, with the same dimensions and
material as those supplied by the manufacturer. In both
simulations at the end of the applicator geometry, according to
the setup used for the experimental data acquisition, a water
phantom of 40 × 40 × 20 cm3 was placed. Figure 2 shows the
FLUKA MC geometries for the 100 mm and 40 mm applicators in
the plane containing the beam axis.

For the input of the Monte Carlo calculation, a model of the
electron beam impinging in the LINAC titanium window was
provided by the manufacturer. The spatial beam profile was
assumed to have Gaussian shape with an FWHM of 1.3 mm. The
angular spread of the accelerated electrons was considered
negligible. The 10 MeV electron energy spectrum used in the
simulation is shown in Figure 3 and was obtained from the
PARMELA code [32].

The energy cutoffs for the transport and production of both
electrons and photons were set to EMFCUT = 10 keV (kinetic
energy). Particles with energy below this threshold are not
transported anymore, and their energy is locally deposited.

3 Results

We used the FLUKA MC simulation to investigate beam
features such as the energy distribution inside the reference
cylindrical applicators for both electrons and photons. Figure 4
shows the electron and photon distribution of fluence with respect to
energy at the exit of the titanium window and at the surface of the
water phantom, respectively, for the 10 MeV beam and the 100 mm-
diameter applicator. The values of the total calculated electron
fluence over the primary fluence are 1.03 and 0.32 at the exit of
the titanium window and at the water phantom surface, respectively.

FIGURE 2
Cross-section of the 100 mm (left)- and 40 mm (right)-diameter applicators used in FLUKA simulation. The beam travels in the positive z-direction.
The electron beam first crosses the LINAC titanium window and then the four steel plates of the monitor ionization chamber to propagate eventually
through the air-filled PMMA applicator with 80 cm (left) or 65 cm (right) length.

FIGURE 3
Distribution of planar fluence with respect to the energy of the
electron beam impinging in the NOVAC11 LINAC titanium window for
the 10 MeV modality. This distribution was obtained from PARMELA
simulation [32]. In the graph, the distribution is plotted
normalized to its maximum value with an energy bin of 50 keV.
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As expected, the number of electrons decreases as the beam travels
through the applicator due to absorption and scattering both on air
and in the PMMA applicator walls. For the same reasons, the low-
energy component of the beam also increases with respect to the
initial one. For the photons, which are produced mainly from the
interaction of the primary electrons with the titanium and steel
plates, the integral value is 1.35 × 10−2 photon/primary and 3.24 ×
10−2 photon/primary for the blue and red curve, respectively.

Afterward, we studied the relative and absolute dosimetry
comparing the FRED and FLUKA simulations with the
experimental measurements.

3.1 Relative dosimetry

The dose deposited in the water phantom at the applicator exit
was calculated for each primary electron crossing the titanium
window. In order to score the energy deposition, the phantom
was divided into 201 × 201 × 200 voxels of size 2 × 2 × 1 mm3

in the x × y × z direction for both MC simulations. The FLUKA 2D
dose distributions for the reference applicator are shown in Figure 5.
To reduce the statistical MC fluctuation, the FRED and FLUKA
simulations were performed using 109 histories (or primary
electrons). The experimental measurements and simulated curves

FIGURE 4
Electron (left) and photon (right) fluence as a function of energy at the exit of the titaniumwindow (red line) and at the surface of the water phantom
(blue line) for the 10 MeV modality and 100 mm-diameter applicator. For both plots, the energy bin is equal to 50 keV. Distributions were normalized to
the peak value, and the photon plot is reported in the logarithmic scale.

FIGURE 5
Two-dimensional FLUKA dose distributions on the XY slice at z = 1.35 cm (left), YZ slice at x = 0.00 cm (center), and ZX slice at y = 0.00 cm (right) per
primary electron inside the water phantom for an electron beam having 10 MeV nominal energy collimated by the reference applicator. Origin of
coordinates corresponds to the intersection of the water phantom surface and beam axis. The color linear scale represents the dose in Gy/primary units.
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of the relative dosimetry, i.e., PDD along the beam axis and dose
profiles at the depth of 15 ± 1 mm (R100), 28 ± 1 mm (R80), and 36 ±
1 mm (R50), are reported in Figures 6, 7 for the reference applicator.

In the simulations, the dose in water was evaluated in volumes
with a transverse area of 2 × 2 mm2, corresponding to the sensitive
area of the diode used in the measurements.

To test the agreement between the simulated and measured
distributions, we performed a gamma index [33] analysis
comparing FRED and FLUKA with the experimental data
separately. Such test is widely used in medical physics to
assess the agreement between planned and measured dose
distributions, by evaluating both spatial and dosimetric

differences, comparing corresponding points in the two maps.
The test was conducted employing distance-to-agreement (DTA)
and dose difference acceptance criteria of 3 mm/3% (standard
criteria) and 2 mm/2% (more stringent criteria). Figures 6, 7
display the gamma index curve for 3 mm/3%.

As observed in both MC simulations, the γ index curves for the
PDD and the R100 and R80 transverse profiles show that the majority
of points fall below 1. This indicates that for 100% or 99.45% of the
points in the distribution, the difference between the measured and
simulated curves is less than 3 mm/3% for FLUKA and slightly
greater than 3 mm/3 for FRED. However, for the R50 transverse
profile, only 98.8% for FLUKA and 98.30% for FRED of the points
meet this criterion.

As can be observed for both MC simulations, the γ index curves
for the PDD and the R100 and R80 transverse profiles show that the
majority of points fall below 1. This indicates that for 100%, for
FLUKA, and 99.45%, for FRED, of the points in the distribution, the
difference between the measured and simulated curves is less than
3 mm/3% for FLUKA and slightly greater than 3 mm/3% for FRED.
However, for the R50 transverse profile, only 98.8% for FLUKA and
98.30% for FRED of the points meet this criterion. Table 1
summarizes the results obtained from the gamma index analysis
with 3%/3 mm and 2%/2 mm acceptance criteria for both MC
simulations.

3.2 Absolute dosimetry

For absolute dosimetry, the experimental measurements with
the AdvancedMarkus at the peak values of the depth dose curves for
both applicators were compared to the MC dose released in an ~
4.4 × 4.4 × 1 mm3 cubic voxel at the same position corresponding to
the sensitive volume of the detector. From the two FLUKA
simulations, we obtained a Dmax value equal to (1.285 ± 0.002) ×
10–12 Gy/electron and (2.847 ± 0.004)× 10–12 Gy/electron for the
applicator with 100 mm and 40 mm diameter, respectively. From
the FRED one was instead obtained (1.269 ± 0.002) × 10–12 Gy/

FIGURE 6
The measured (blue line), FRED (green line), and FLUKA (orange
line) PDD distributions for the 10 MeV-nominal energy and 100 mm-
diameter applicator of the NOVAC11. The γ index curve with 3 mm/3%
criteria is also plotted in a red line with cross and horizontal line
markers for FRED and FLUKA MC, respectively.

FIGURE 7
Themeasured (blue line), FRED (green line), and FLUKA (orange line) transverse profile at z = 15 mm (left), z = 28 mm (center), and z = 36 mm (right),
corresponding to profiles at R100, R80, and R50, respectively. The red lines with cross and horizontal line markers for FRED and FLUKA MC, respectively,
show the gamma index curve for acceptance criteria 3 mm/3%. The two simulations were performed using 109 primary electrons in order to reduce the
impact of MC statistical fluctuations.
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electron for the 100 mm applicator and (2.918 ± 0.004)× 10–12 Gy/
electron for the 40 mm one. With these values, it is possible to
compute the dose per pulse. To relate the dose in water to the current
measurement at the NOVAC11 exit, the Dmax values per LINAC
electron were rescaled in order to match the equivalent charge ofQ =
3.88 ± 0.32 nC (corresponding to (2.422 ± 0.775) · 1010 electrons per
pulse) as measured by the Faraday cup. Table 2 shows the estimated
and measured dose per pulse values for the applicator with 100 and
40 mm diameter. It is worthwhile noticing that the uncertainty on
the (MC/data) ratio is mainly due to the uncertainty of the charge
measurement.

To further test the agreement between the experimental data and
the simulations, we compared the relative NOVAC11 output factor
defined as

OF d( ) � D d, zmax( )
D dref, zmax( )

, (3)

where D(d, zmax) is the absorbed dose at depth zmax in water
for the beam collimated by an applicator with diameter d and
D(dref, zmax) is the absorbed dose in water evaluated for the
reference applicator at depth zmax [34]. In the present case, we
considered the reference field as the 100 mm-diameter applicator
and the field of interest as the 40 mm-diameter applicator.
According to Eq. 3 and using the Dmax values reported in
Table 2, the output factor evaluated from the simulation data
is equal to 2.22 ± 0.01 and 2.22 ± 0.01 for FLUKA and FRED,
respectively. This value was compared to the measured one,
which is equal to 2.26 ± 0.06.

4 Discussion

The goal of the present work goes significantly beyond the state
of the art of the MC simulation for IOeRT LINACs. After the first
pioneering works [34, 35], the work of Iaccarino et al. [36]
established a benchmark leading to the development of dedicated
software which has increased the safety and reduced the length of the
commissioning process. Such approach, capable of determining the
whole relative dosimetry (PDD, profiles, isodose curves, and output
factors) of IOeRT LINACs by using a pre-validated MC library, has
been widely adopted over the last years [37–39]. Nevertheless, in our
best knowledge, there was no attempt to directly correlate the beam
current with the dose in water. This possibility would be extremely
relevant for the “FLASH” effect clinical application in IOeRT
treatments as the ultra-high dose rates needed to trigger the
effect are already available [40, 41]. A major challenge in that
case is represented by the need of a reliable dose monitoring.
Standard transmission ionization chambers are not adequate to
monitor FLASH irradiations, as the detector response is heavily
affected by saturation effects due to large recombination effects that
have to be properly accounted for [42] and are, so far, resulting in
substantial uncertainties [43]. Monitoring the total dose by means of
a direct measurement of the beam current is being explored as a
solution for this issue.

In this work, the verification of the reference and absolute
dosimetry from the MC simulations was performed by
comparing the obtained results directly with experimental
measurements. The results show a successful agreement with

TABLE 1 Gamma index analysis with 3%/3 mm and 2%/2 mm acceptance criteria performed on the measured and simulated PDD and transverse profile
curves.

FLUKA FRED

Profile 3 mm/3% γ 2 mm/2% γ 3 mm/3% γ 2 mm/2% γ

PDD 100% 100% 100% 100%

R100 100% 89.86% 99.45% 86.20%

R80 100% 87.55% 100% 86.50%

R50 98.77% 69.12% 98.30% 79.61%

The FRED and FLUKA simulations were performed using 109 primary electrons in order to reduce the impact of MC statistical fluctuations.

TABLE 2 The measured and simulated dose per pulse for the applicator with diameter equal to 100 and 40 mm.

d = 100mm d = 40mm

DATA

1010e−/pulse 2.422 ± 0.200 2.422 ± 0.200

DDATA
p 3.10 ± 0.06 6.99 ± 0.13

MC FLUKA FRED FLUKA FRED

Dmax
e− (10−10cGy/e−) 1.285 ± 0.002 1.269 ± 0.002 2.847 ± 0.004 2.918 ± 0.004

DMC
p (cGy/pulse) 3.11 ± 0.26 3.07 ± 0.26 6.90 ± 0.56 7.12 ± 0.59

R(MC
data) 1.00 ± 0.08 0.99 ± 0.08 0.99 ± 0.09 0.97 ± 0.10

The dose per pulse measurementsDDATA
p were taken using the AdvancedMarkus ionization chamber, while the simulatedDMC

p were calculated bymultiplying theDmax
e− , which is the dose at the

peak value of the longitudinal profile deposited by a single electron, for the equivalent number of electrons per pulse measured by the Faraday cup. Finally, the ratio between the simulated and

measured dose per pulse value is evaluated.
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both MC tools obtaining an ~ 100% gamma index pass rate for the
PDD, R100, and R80 profiles and ~ 98% for the R50 one with 3 mm/
3% acceptance criteria. The result obtained for profile R50 with both
FLUKA and FRED, which is worse than that of the others, can be
explained in the context of a limited accuracy in the positioning of
the diode (±1 mm), at the required depth, along the beam axis that
can easily account for the systematic shift observed in Figure 7.

Concerning absolute dosimetry, the comparison heavily
depends on the uncertainties associated to the current and pulse
length measurements. As shown in the previous section while the
measured dose per pulse value DDATA

p is directly obtained by means
of the Markus chamber, the MC one, DMC

p , is extracted from the
maximum dose per electron and rescaled by the number of electrons
per pulse. This value, measured with an accuracy of ~ 5%, has a huge
impact on the absolute dosimetry comparison since the MC
statistical fluctuations were reduced to a minimum by increasing
the number of primaries to be simulated (109). However, we
obtained a reasonable agreement also for the absolute dosimetry
study: the measured and simulated dose per pulse, with both MC
tools, are compatible within uncertainty for both LINAC
applicators.

The agreement also between the measured and simulated output
factor is excellent, confirming the accuracy of the FLUKA and FRED
simulation in describing not only the relative but also the
absolute dosimetry.

5 Conclusion

In this work, a dosimetric analysis of the NOVAC11 linear
accelerator was performed by comparing a FLUKA and FRED
MC simulation with the experimental measurements of the PDD
and off-axis profiles for relative dosimetry and the dose per pulse
and OF values for absolute dosimetry. The results of relative and
absolute dosimetry reported here completely validate the FLUKA
and FRED MC description of the system and provide a reliable
evaluation of the dose per pulse and OF values for different sets of
applicator diameters and lengths. In particular, we obtained a
gamma index pass rate of ~ 100% and ~ 90% for the PDD and off-
axis profiles using 3 mm/3% and 2 mm/2% acceptance criteria,
respectively. The absolute dosimetry also validates the successful
results achieved for the relative dosimetry: for both simulations
(10 MeV electron beam collimated by the d = 100 and d = 40 mm
diameter applicators), the ratio between the measured and
simulated dose per pulse value is compatible with the one
within the associated uncertainty.

These results should allow relying on FLUKA or FRED MC, or
similar high-performance and accurate software, to characterize a
new IORT accelerator and increase accuracy in dose reporting.

As the most promising beam-monitoring technique for
electron FLASH LINACs is based on current transformers [43,
44] which provides a direct current measurement at the LINAC
exit window, the possibility of relating such measurement to dose
is particularly interesting and may even represent a solution to
the actual difficulties in dose monitoring. The interested reader
could find details about the current FLASH dosimetric challenges
in [43, 45], together with some promising solutions: the FLASH

diamond [46], FLASH ionization chambers [47–49], and using
current technologies in the FLASH regimes [50, 51]. This work
presents and validates the determination of the absorbed dose to
water in any clinical configurations by means of a purely Monte
Carlo simulation, once the beam optics geometry is known and
the beam current at the exit window is available. The method was
validated by using an IOeRT LINAC whose dose per pulse, even if
greater than that of the conventional one, can still be safely
measured with the standard technique. The next step will consist
in adapting such approach to ultra-high-dose rate systems, such
as electron FLASH [43, 44, 52].
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