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Summary 

The hyper-connected environment of today has resulted in a substantial boost in 

productivity, efficiency, and system integration, but it has also raised the number of possible 

threats. Organizations are increasingly reliant on data and information from their 

interconnected systems, making them exposed to a variety of cyber attacks. Cyber threats 

have an impact on the continuity of their company operations, the loss of confidential 

information, reputational harm, and possibly the safety of their employees. Cyber attacks 

have become more sophisticated, raising awareness of the importance of not limiting the 

design of cybersecurity practices to detection and protection phases, but of considering the 

ability to respond, recover, and thus withstand cyber incidents as fundamental from a cyber 

resilience perspective. 

This thesis is based on four comprehensive research objectives. First, the thesis sheds light 

on the definitions and topics related to cyber resilience and cyber security. These analyses set 

the groundwork and motivate the challenges addressed in the thesis. The second part of the 

thesis then focuses on the need to go beyond purely technical aspects when managing cyber 

resilience by integrating organizational and human aspects. The debate is developing as to 

which is the human role in cyber socio-technical systems. Specifically, the aim is to identify 

new managerial and operational opportunities to raise the positive role of humans in 

increasing the cyber resilience of the cyber socio-technical systems in which organizations 

operate today. 

The thesis maps the human factors involved in cybersecurity, identifying under what 

circumstances they can be a driver or a barrier to it, helping practitioners prioritize and 

achieve cyber resilience goals. Second, tools that can be used as external leverage to improve 

human integration with cyber socio-technical systems are presented. Outsourcing strategies 

for cybersecurity management are discussed. In addition, a reference architecture and 

taxonomy for intelligent digital assistants is developed and a proactive agent to support 

employees in managing cybersecurity issues is tested.  

In sum, this thesis adds both theoretical and practical contributions to the field of cyber 

resilience, focusing on managerial and operational opportunities. The thesis has a 

publication-based structure. 
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1. Introduction 
The widespread adoption of cyber-physical systems, the Internet of Things (IoT), big data, 

smart technologies, and cloud computing across industries has led to a growing need to 

develop information security systems. Working with large groups of devices, software, and 

interconnected systems can cause some of them to be compromised. Moreover, the presence 

of these sensors in industrial environments poses a considerable security challenge since 

most systems were not designed with cybersecurity in mind, and people involved in these 

processes are often not trained to face these new emerging challenges. These new hazards 

are constantly evolving, forcing a continuous rethinking of strategies to ensure business 

continuity. Moreover, threats and incidents have become more sophisticated, increasing 

awareness of not limiting the design of cybersecurity practices to the phases of detection and 

protection, but of considering as fundamental the ability to respond, recover and therefore 

withstand cyber incidents in a cyber resilience perspective. In this scenario, organizations 

find themselves working in a more complex environment and the theory suggested to cope 

with complexity is Resilience Engineering which addresses ways to build an adaptive 

capacity to cope with intractable systems. Specifically, related to the topic of cyber threats 

and new hazards that shape today's cyberspace, the concept of cyber resilience has become 

popular in recent years.  

The first step of this thesis work was to harmonize knowledge on the topic of cybersecurity 

and cyber resilience. For this reason, the first research question was addressed.  

 

- RQ1: Which are the approaches to enhance cyber resilience? 

To answer the question a systematic literature review exploring the topics of cybersecurity, 

cyber resilience, and cyber-socio-technical systems was conducted. The study of the literature 

made it possible to compare definitions of cybersecurity and cyber resilience, collect and 

describe the main cyber threats and attacks, and present internationally recognized 

frameworks for managing cyber resilience in the enterprise. The author will define cyber 

resilience as “the ability to continuously deliver the intended outcome despite adverse cyber events 

caused by humans and nature”[1]  throughout the thesis. Cyber resilience it is an ongoing 

practice, not a one-time effort. It is the ability to continually adapt to new or potential risks. 

In this scenario during the first stage of the thesis difference between cybersecurity and cyber 

resilience are underlined, emphasizing the concept that the main distinction between 

cybersecurity and cyber resilience comes in the objective and scope. The purpose of 

cybersecurity is to keep IT systems operational, whereas cyber resilience during adverse 

events focuses on maintaining business objectives. 

This initial analysis showed how the literature on the topic of cyber resilience is still quite 

broad and non-domain specific and lacks a commonly endorsed definition. However, when 

placed in relation to the better-known topic of resilience engineering, the need for adaptive 



9 
 

capacity during cyber incidents and the focus on organizational aspects and human 

perspective over purely technical aspects of cybersecurity are highlighted. In this context, the 

debate is developing as to which is the human role in cyber socio-technical systems. 

Specifically, the increasing complexity and interconnectedness of these systems are forcing 

researchers to investigate in which part humans are a threat or an opportunity for cyber 

resilience. This laid the foundation for the research direction followed in the second part of 

the thesis.  

The second step of the thesis identified new managerial and operational opportunities to 

raise the positive role of humans in increasing the cyber resilience of cyber socio-technical 

systems in which organizations operate today. To follow this research direction, three 

additional research questions were defined.  

 

- RQ2: A human-centric cyber resilience 

o RQ2.1: Which are the human factors involved in cybersecurity? 

o RQ2.2: How does each factor contribute as a weakness or opportunity to cyber 

resilience?  

Studies addressed humans as flexible and able to rapidly judge and attack, stressing the 

importance of continuous cooperation between humans and machines to pursue cyber 

resilience effectiveness. However, recognizing the centrality of the individual in the system 

yet not knowing his or her potential and vulnerabilities does not achieve a successful 

organizational cyber resilience strategy. Therefore, to answer the question an in-depth 

analysis of the human factor element involved in cybersecurity was conducted. The purpose 

was to identify all the factors involved which may influence individuals and generate both 

positive and negative actions on the system. Each factor has been linked with the available 

reference and clear motivations for the identified relationship explained. Then, from a more 

qualitative point of view, the integration of the NIST cybersecurity framework with 

cybersecurity-related human factors has been investigated. The NIST framework provides a 

set of standards, guidelines, and best practices for managing cybersecurity risks and 

enhancing cyber resilience. Although the framework provides outcome-oriented statements 

that give considerations for creating or improving a cyber resilience program, it lacks best 

practices to leverage humans as a solution. This work aimed to integrate what has emerged 

from the literature with the well-known NIST framework to provide practitioners and 

scholars with an additional tool to analyze their cyber resilience status. 

 

- RQ3:  Does the effectiveness of selected cybersecurity practices differ in the case of 

internally managed or outsourced cybersecurity processes?  

The purpose is to test the effectiveness of implementing cybersecurity outsourcing strategies 

for small and medium-sized organizations. A literature review refines the concept of 

cybersecurity outsourcing. Then, through an exploration of the NIST cybersecurity 

framework, a group of organizational cybersecurity practices was selected, and hypotheses 
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related to their effectiveness were formulated. The hypotheses were tested involving 

cybersecurity experts. The study contributed to the debate on the decision-making process 

for choosing to outsource cybersecurity by stressing the importance of also considering 

managerial aspects and variables as external leverage to improve cyber resilience. 

 

- RQ4: Leveraging human-machine interaction for cyber resilience 

o RQ4.1: How are conceptually grounded design elements for digital intelligent 

agents (DIAs)?  

o RQ4.2: How to enhance cybersecurity through DIAs?  

The purpose was the construction of an integrated conceptual architecture and the 

development of a taxonomy for the design of intelligent digital agents. The architecture and 

taxonomy were validated following a methodology based on literature and focused case 

studies analysis. Then, a technical solution was proposed, and an experiment was conducted 

to answer RQ4.2. A digital intelligent assistant to support the operator who is dealing with 

high cyber risk situations was developed and tested. 

 

Table 1 details the research structure of this thesis. Figure 1 conceptually sketches the 

research activities conducted in the thesis to achieve the results described above. Finally, to 

understand the nature of the research and the contributions made the reader can refer to 

Figure 14 given at the end of the thesis. 
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Table 1 - Research Structure 

 RESEARCH STRUCTURE 

S
T

E
P

 1
 

RQ1: Which are the approaches to enhance cyber resilience? 

RESEARCH  

PURPOSE 

RESEARCH  

STRATEGIES 

Exploration 

The purpose is a cross-domain 

exploration of the literature on the topic 

of cyber resilience. The review 

highlights current approaches for 

enhancing cyber resilience. Possible 

research gaps are uncovered. 

A Systematic Literature Review 

following Preferred Reporting Items 

for Systematic Reviews and Meta-

Analyses (PRISMA) guideline 

uncovers research gaps. 

S
T

E
P

 2
 

 

RESEARCH DIRECTION: Which are the managerial and operational 

opportunities to increase the positive role of humans in enhancing the cyber 

resilience of cyber socio-technical systems? 

RESEARCH 

QUESTIONS 

RESEARCH  

PURPOSE 

RESEARCH 

STRATEGIES  

A human-centric cyber 

resilience 

RQ2.1: Which are the 

human factors involved 

in cybersecurity? 

RQ2.2: How does each 

factor contribute as a 

weakness or opportunity 

to cyber resilience? 

Theory Building  

The purpose is the 

identification of human 

factors as positive or 

negative variables in 

cybersecurity, 

identifying the linkages 

between these and the 

available references, 

with clear motivations 

for the identified 

relationships. 

A systematic literature 

review maps the human 

factors involved in 

cybersecurity. 

A focused analysis of case 

studies is conducted. The 

analysis explores cyber 

attack stories reported in 

research articles that 

addressed the positive or 

negative contribution of 

human factors in cyber 

incidents. 

Discussing the 

effectiveness of 

organizational 

cybersecurity 

outsourcing practices 

RQ3: Does the 

effectiveness of selected 

cybersecurity practices 

differ in the case of 

internally managed or  

Theory Refinement 

The purpose is to test 

the effectiveness of 

cybersecurity 

outsourcing strategies. 

A literature review 

refines the concept of 

cybersecurity 

outsourcing. Trough an 

exploration of the NIST. 

A survey and a 

comparative quantitative 

study involving 

cybersecurity experts is 

conducted to test the 

hypothesis.  
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S
T

E
P

 2
 

 

RESEARCH 
QUESTIONS 

RESEARCH 

PURPOSE 

RESEARCH 

STRATEGIES 

outsourced cybersecurity 

processes?  

cybersecurity 

framework a group of 

organizational 

cybersecurity practices 

is selected and 

hypotheses related to 

their effectiveness 

formulated. The 

hypotheses are tested 

involving cybersecurity 

experts 

 

Leveraging human-

machine interaction for 

cyber resilience 

RQ4.1: How are 

conceptually grounded 

design elements for 

digital intelligent agents 

(DIAs)?  

RQ4.2: How to 

enhance cybersecurity 

through DIAs? 

Theory Building 

The purpose is the 

construction of an 

integrated conceptual 

architecture and the 

development of a 

taxonomy for the design 

of intelligent digital 

agents. The architecture 

and taxonomy are 

tested with an 

experiment consisting in 

the deployment of a 

DIA for cybersecurity. 

Focused case studies are 

used to validate a 

conceptual architecture 

and a taxonomy.  

An experiment is 

conducted. A digital 

intelligent assistant for 

supporting employees 

during cybersecurity 

issue is developed and 

tested. 
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Figure 1 - Research Framework 

1.1. Thesis Outline 

In the remainder of Chapter 1, the research structure of the thesis is introduced, and the 

research framework explained the research activities conducted. Chapter 2 describes the 

important concepts and definitions related to the broad research topic of cyber resilience for 

clarifying the context and thesis boundaries. Chapter 3 conducts a systematic literature 

review on cyber resilience answering RQ1. This review uncovered unexplored research 

streams and identified the research gaps addressed in the additional research questions 

detailed in the second part of the thesis. Chapter 4 answers RQ2 by detailing the role of 
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human factors in cybersecurity and proposing how to leverage human factors to assess, 

manage and improve cyber resilience. Chapter 5 and Chapter 6 answer respectively RQ3 and 

RQ4 presenting two specific opportunities linked to human factors and cyber resilience. 

Chapter 5 investigates the effectiveness of cybersecurity outsourcing practices. Chapter 6 

presents the digital intelligent assistant architecture, taxonomy, and a digital assistant 

prototype for supporting workers in case of a cyber attack. Chapter 7 discusses the obtained 

results and summarizes the conclusions of the thesis.  
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2. Conceptual background 
Today hyper-connected environment has led on one side to an appreciable increase in 

productivity, efficiency, and system integration, on the other side it has increased the number 

of potential risks. Organizations are now highly dependent on data and information from 

their integrated systems [2]. This dependence has highlighted how a cyber threat can be 

substantial in terms of continuity of business operations, theft of confidential information, 

and reputational harm. For these reasons, cyber resilience has become a top priority for 

organizations that find themselves working in an increasingly dynamic and real-time 

optimized network [3]. Over the past decade, attacks have not only grown in numbers but 

also in power and sophistication. Now, malicious actors can not only steal our information 

but also potentially cause physical harm. The case of the well-known Stuxnet attack, first 

uncovered in 2010, is exemplified. Stuxnet is a computer virus probably created and spread 

by the U.S. government as part of Operation Olympic Games, which consisted of a series of 

"digital attacks" against Iran in cooperation with the Israeli government [4], [5]. The purpose 

of the software was to sabotage Iran's Natanz nuclear power plant. Specifically, the virus was 

meant to disable the plant's centrifuges, hindering the detection of malfunctions and the 

virus' detectability [6]. Stuxnet targeted PLCs, software-programmable hardware 

components critical to the automation of the plant's facilities, particularly those used to 

control the centrifuges (used to separate nuclear materials such as enriched uranium). The 

feature that impressed experts was the level of sophistication of this software, which showed 

that those who designed the program were familiar with the computer network environment 

in use at the power plants. The Stuxnet "worm" has the potential to herald an unsettling new 

era for cybersecurity. It was the first cyberweapon to illustrate exactly how vulnerable the 

digital world is. The Stuxnet "worm" has the potential to usher in a disturbing new era for 

cybersecurity. What emerges and will be detailed in later chapters of this  thesis, is the now 

imperative integration between the concepts of systems security and the safety of the 

individuals involved [7]. 

Moreover, the rapid and worldwide expansion of the coronavirus pandemic highlighted the 

vulnerability of traditional cybersecurity systems [8]. IT has played a positive significant role 

in all activities, serving as the focal point of operations in healthcare, business, education, 

industry, and more [9]. However, there are several drawbacks, such as increased 

cybersecurity threats and hazards, performance problems because of a massive increase in 

workload, and business continuity. By increasing remote work, IT networks and systems 

have become more vulnerable to threats causing damage to business operations, inflicting 

substantial costs, and compromising the reputation of companies. As a result, the exponential 

increase in the use of smart working, using personal devices, home networks, and 

collaboration platforms, has contributed to expanding, from a security perspective, the attack 

surface exploitable by malicious actors [10]. Companies are reviewing their IT spending, and 

planning a significant increase in investment in IT security [11], [12]. So, abetted by the health 
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emergency, we can conclude that the increased use of IT platforms and technologies such as 

cloud computing, data analytics, and virtualization has led to IT security being considered a 

top investment priority in organizations [13]. To defend against this new vulnerability, 

organizations have adopted techniques to combat cybersecurity breaches, including 

firewalls, encryption techniques, access control mechanisms, intrusion detection systems, 

and continuous workforce training. 

2.1. Cybersecurity definition(s) 

As the internet has grown, even faster have grown cybersecurity issues, data privacy, and 

online rights. Governments, organizations, and researchers have been playing catch-up, 

defining cybersecurity in different ways, and taking different approaches to regulating and 

enforcing the rules of cyberspace, without reaching an international consensus.  

On this perspective, experts from the European Union Agency for Network and Information 

Security (ENISA) produced an interesting report in 2015 [14] emphasizing the importance of 

cybersecurity standardization to raise the level of cybersecurity. In particular, the report 

proposes a revision of the definitions of the term "Cybersecurity" (or "cybersecurity").  

What emerges is the difficulty of providing a definition that encompasses everything 

cybersecurity covers. Accordingly, a contextual definition that is relevant, appropriate, and 

already used by academics and organizations is explored in this thesis.  

Cybersecurity refers to the protection of cyberspace, which is the collection of connections 

and relationships between objects that can be accessed through a wide-area network of 

telecommunications, and the set of objects that have interfaces that enable remote control, 

remote access to data, or participation in control operations within that cyberspace. 

First, researchers now agree that with the term cybersecurity we include multiple domains. 

Specifically, we find within the definition the domains: communications security, operations 

security, information security, military security, and physical security. For a more extensive 

definition of each of these concepts, we refer to the glossary in the appendix. Therefore, the 

definition proposed by, for instance, The Oxford English Dictionary which defines 

“Cybersecurity” as “The state of being protected against the criminal or unauthorized use of 

electronic data, or the measures taken to achieve this” is considered outdated. Indeed, this 

statement does not include operational errors, human errors, or manipulation of physical 

assets, such as industrial settings, critical infrastructures, etc.  

According to the report, each definition of Cybersecurity contains a series of components. 

They represent all these characteristics in a diagram shown in Figure 2. The definition used 

in this thesis integrates the NIST National Institute of Standards and Technology [15] 

definition of cybersecurity with ISO/IEC JTC1/SC27 27000 [16] definition of information 

security. We have shaded in color the components included in this thesis definition (Figure 

2). The definition which the author will refer to is “Cybersecurity ensures confidentiality, 

availability, and integrity and is achieved through the application and management of a set 

of controls, including policies, processes, procedures, organizational structures, software, 

https://world101.cfr.org/cfr_glossary/380
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and hardware to prevent damage to, protection of, and restoration of cyberspace and the 

information contained therein.” 

 

 

Figure 2 – Definition of Cybersecurity Diagram according to ENISA [14]. The components included in this thesis 

definition are outlined in yellow.  

Finally, terms such as “Confidentiality, Integrity, and Availability” used in the definition 

refer to the CIA paradigm. The description of each element is given below [13], [17], [18]:  

- Confidentiality: users' sensitive and personal data mustn't be disclosed to unauthorized 

persons, therefore, it is necessary to apply specific levels of access for those who are 

authorized to access it. 

- Integrity: aims to protect data in the system, therefore, information from various 

organizations and sources must not be changed or altered by an unauthorized entity 

under any circumstances. 

- Availability: refers to the actual availability of data; If a customer wishes to access their 

account or log in to a system, they should be allowed to access or log in at any time. 
 

2.2. Cyberattacks 

A cyber attack means any maneuver employed by individuals or organizations that affects 

computer systems, infrastructure, networks, and/or electronic devices through malicious acts 

aimed at the theft, alteration, or destruction of specific targets by breaching susceptible 

systems [16].  
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As we can see, the definition of a cyber attack is broad and generic. It refers to a set of 

activities, which can be applied to the entire cyberspace. The agent performing a cyberattack 

is called an attacker. In contraposition to this term, the agent in charge of preserving the 

target system is called the defender.  

The attacker has a deep knowledge of the computer and the network and intervenes on 

memories to which he does not have legal access to steal or alter data. Specifically, it is the 

one who commits a crime in the context of cyber crime. Cyber crime is defined as any 

computer crime involving a device, computer, network, etc. An attacker, whether a 

freelancer, a government employee, or part of a military corps, is able to recognize vulnerable 

computer systems that lack appropriate security measures. Once a vulnerability is 

discovered, the attacker can infect the system with malicious code and gain remote control 

of it and then retrieve its contents or use it to damage other computers. A vulnerability is a 

weakness in an IT system that can be exploited by an attacker to deliver a successful attack. 

They can be brought about by flaws, features, or user mistakes, and attackers will try to take 

advantage of any of them, frequently combining one or more, to accomplish their objective 

[19]. It is worth mentioning that for the purpose of this thesis it has been considered 

unnecessary a distinction between attackers with “positive connotations” (e.g., hacktivist) 

and attackers with “negative connotations” (e.g., malicious hacker, espionage hacker). On 

the other side, the defender must deal with attacks in a context characterized by 

vulnerabilities. The defender is aware of known vulnerabilities for which a defender strategy 

is developed. However, there exist also unknown vulnerabilities which are the ones that have 

not been exploited yet by the defender. According to the data available in the Common 

Vulnerabilities and Exposures (CVE) database, only in 2021, there have been reported around 

fifty-five vulnerabilities per day. CVE’s goal is to identify, define and catalog publicly 

disclosed vulnerabilities related to security issues. It enables businesses to analyze and 

prioritize vulnerabilities, compare their severity, and monitor their cybersecurity posture 

over time. Figure 3 shows the number of vulnerabilities reported to CVE to date regardless 

of whether they were exploited or not. 

For cyber attacks, too, we can make a parallel observation. An attack is referred to as known 

when it has been identified, analyzed, and the vulnerability used detected. The following are 

the statistics that the Italian Association for Information Security (CLUSIT) details each year 

in a report on the state of cybersecurity in Italy [20] The latest report from October 2022, 

shows how attacks around the world have increased by 8.4% percent over the previous year 

and are getting more serious. Attacks are growing in quantity and sophistication, reporting 

an average of 190 attacks per month. Attacks classified by CLUSIT researchers occurred 

mainly in the American continent. However, attacks in Europe have grown, exceeding one-

fifth of the total (26%, up from 16% in the previous year). In 2022, 78% of detected attacks 

experienced a "high" or “critical” impact, up from 50% two years ago. Finally, cybercrime is 

confirmed as the main motivation leading to attacks, with an increasing number of Cyber 

Espionage and Information Warfare attacks. From the perspective of attack targets, the most 
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affected sectors have been Government Infrastructure, Healthcare, ICT, Telecommunication, 

Multiple Small Targets and Energy. 

 
 

Figure 3 – CVE vulnerabilities from 1999 to 2022 retrieved from [21] 

Figure 4 – Cyber attacks registered globally from January 2018 to June 2022 retrieved from [20] 
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Finally, turning to look at the attack techniques used to conduct a cyber attack, each has 

different specific characteristics, targets, and levels of sophistication. Table 2 shows an 

overview of common cyber attack techniques. For each of them, a revised definition is 

suggested considering those proposed in the literature.  

 
Table 2 - Main cyberattacks techniques 

Cyber attack Description Reference 

Denial-of-service (DoS) 

attack and Distributed-

denial-of-service (DDoS) 

attack 

DoS attacks aim at deteriorating the 

communication channels to prevent 

information exchange, usually either 

sensor data or control commands, 

between components of the system. In 

this type of attack, a huge volume of 

data is transmitted to the network to 

make the server busy, thereby 

disrupting normal services. 

[22]–[24] 

Jamming attack 
It is considered a kind of DoS attack 

and the most basic form of radio attack 

on a wireless communication system. It 

aims to disrupt a CPS preventing the 

control system from accessing current 

sensor measurements. 

[25]–[27] 

False data injection (FDI) 

attack 

FDI attacks are considered among 

integrity attacks. In an FDI attack, an 

adversary could access and modify the 

physical system’s state, sensor data, or 

control commands by introducing 

arbitrary errors and fake information. 

FDI attacks have been widely used 

against grid state estimation and energy 

management systems to disrupt the 

energy distribution. 

[26], [28], [29] 

 

Man-in-the-middle (MITM) 

attack 

MITM attacks are part of the integrity 

attacks. Specifically, a MITM attack is 

an unauthorized interception and 

potential alteration of communication 

between two parties by an 

unauthorized third party. A 

representative attack of this kind in  

[30]–[32] 
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Cyber attack Description Reference 

 
CPSs might disrupt data integrity 

establishing communication between 

the physical plant to the feedback 

controller through the network. Then, 

the original data is modified by the 

adversary sending false data to the 

feedback controller which processes it 

accordingly. 

 

Stealthy attack 
Stealthy attacks are sophisticated and 

potentially dangerous attacks. Usually 

conducted by skilled attackers who can 

penetrate control networks and then 

manipulate sensor readings or control 

signals persistently until the system 

crashes, while still keeping themselves 

undetected by following the expected 

behavior of the system closely. 

[30], [33], [34] 

Malware attacks: 

ransomware, viruses, 

spyware, worm 

A malware attack is a common 

cyberattack where malicious software 

can perform a variety of tasks and 

damage CPSs in multiple ways. It 

encompasses specific types of attacks 

such as ransomware, viruses, and 

worm. Ransomware denies or restricts 

access to victim files and demands a 

payment from the victim to restore  

access. Viruses are a type of malware 

that propagates by inserting a copy of 

itself and becoming part of another 

program. They spread from one 

computer to another, leaving infections 

as they travel. They can range in 

severity from causing mildly annoying 

effects to damaging data or software 

and causing denial-of-service (DoS) 

conditions. Unlike Viruses, Worms are 

spread via software vulnerabilities or 

phishing attacks. Worms and Viruses 

can modify and delete files, inject 

malicious software, and steal data. 

Finally, spyware is a program that 

accesses a user’s personal information 

and then transmits the information to 

an adversary for misuse. 

[35]–[37] 
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Cyber attack Description Reference 

Phishing – Smishing attack 
A type of social engineering attack in 

which victims are targeted through a 

link, usually found in an e-mail a text 

message sent to them. The link, once 

clicked, may contain a malware, or may 

trigger further communications 

requesting personal information from 

the user. A "spear-phishing" attack is a 

more sophisticated type of phishing 

attack that targets a specific individual, 

typically using publicly available 

information about that individual, 

thereby personalizing the 

communication in an attempt to 

increase the likelihood that the targeted 

person will click on the link. 

[38], [39] 

Pretexting 
A type of social engineering attack that 

involves a situation, or pretext, created 

by an attacker in order to lure a victim 

into a vulnerable situation and to trick 

them into giving private information, 

specifically information that the victim 

would typically not give outside the 

context of the pretext  

[40] 

 
 

2.3. Cyber Resilience 

The idea of resilience was explicitly presented, referring to ecological problems as the 

persistence of interactions within a system, and it was assessed by the system's capacity to 

absorb change-state variables, driving variables, and parameters while being persistent [41]. 

[42] identifies four primary disciplinary viewpoints that have consistently addressed 

resilience issues. The suggested application domains for resilience include societal, 

organizational, economic, and engineering. Resilience is always viewed as an intrinsic 

capacity of individuals, communities, and environments in the social domains. The issue of 

resilience originated in the organizational domain because of organizations' need to adjust 

to a quickly changing business environment. Organizational resilience is described as the 

capacity to maintain a steady state following a disruptive event or as the capacity and speed 

of an organization to resume regular operations following a disruptive event [43]. Instead, 

[44] provides a fairly precise definition of economic resilience as the ability to reconfigure 

and alter the structure of an economy (firms, industries, technologies, institutions), in order 

to sustain an acceptable growth path in production, employment, and wealth through time.  

Lastly, some engineering domain definitions were proposed by [45]. In [45] the authors state 

that “A system is resilient if it can adjust its functioning prior to, during, or following events 
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(changes, disturbances, and opportunities), and thereby sustain required operations under both 

expected and unexpected conditions”. According to [46], a resilient system must be able to: 

- Respond: the ability to know what to do and be capable of responding to regular 

and irregular changes and opportunities by activating actions or adjusting 

current operations. 

- Monitor: the ability to know what to look for (e.g., indicators) and being able to 

monitor a system’s performance and environment. 

- Learn: the ability to know what has happened and be able to learn from 

experience. 

- Anticipate: the ability to know what to expect and being able to anticipate 

disruptions, opportunities, novel demands, or constraints by observing how 

factors interact and influence each other. 

 

For the purpose of this thesis, the author will refer to the last mentioned definition of 

resilience engineering encompassing the idea proposed by [47] as a progressive shift from 

socio-technical systems to cyber socio-technical systems.  

Today increasing digitalization and autonomation of work processes requires to include 

interconnected cyber-technical artifacts in socio-technical systems.  

In this scenario, a cybersecurity issue does not only refer to data or information hacking, but 

it can lead to a modification of physical world processes, involving the entire system and 

causing tangible damages. Even though systems are becoming increasingly software-centric, 

intrusions may still have physical implications. In this scenario, evaluating resilience as it is 

commonly described makes it impossible to investigate the safety and system dependability. 

It is vital to include not only failures strictly connected to system physical components but 

also anomalies in the IT environment. As a result, a more precise notion of cyber resilience 

began to be considered, experimenting an increase in its usage in the last few years, giving 

tools for assessing and quantifying the resilience of cyber socio-technical systems. 

Specifically, [1] offers one of the most cited definitions of cyber resilience, stating that cyber 

resilience is “the ability to continuously deliver the intended outcome despite adverse cyber events 

caused by humans and nature”. The term ability refers to the ability to continuously deliver the 

intended outcome independently if it is a nation, an organization, or a specific IT system. The 

concept of continuously implies that the capacity to deliver the intended output should be 

able to operate even when regular delivery mechanisms fail, during a crisis, or following a 

security breach. It is an ongoing practice, not a one-time effort. It is the ability to continually 

adapt to new or potential risks. The intended outcome refers to what the system is intended 

to achieve, such as the goals of a business or the services delivered by an online service. 

Finally, the term adverse events refers according to Bjork to all events, unintended and 

intended threats, that impact the confidentiality, integrity and availability of IT systems. 

Other definitions exclude those not deliberate cyber events from the definition by stating that 

"cyber resiliency means a system's ability to tolerate a cyber attack" [48]. Other definitions, 

however, are more specific from the perspective of the infrastructure or sector considered. 

This is the case of [49], which defines cyber resilience as "the capacity of a power enterprise to 

maintain its core purpose and integrity in the face of Cyberattacks." Similar are the works of [50] 
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or [51] who present works on cyber resilience in critical energy infrastructure proposing 

comparable definitions. Finally, many studies that deal with the topic investigate it from a 

perspective focused on measuring cyber resilience. There are numerous works focused on 

risk assessments, emergency preparedness, cyber resilience metrics or models, many of 

which are collected in the review conducted during this thesis track and presented in the 

following chapter. 

 

2.3.1. Cybersecurity and Cyber resilience 

The major difference between cybersecurity and cyber resilience lies in the objective and 

scope. The objective of cybersecurity is to keep IT systems alive while cyber resilience during 

adverse events focuses on also keeping business goals intact. Cyber resilience requires a 

holistic approach that includes information, technologies, people, and processes. On the 

other hand, cybersecurity focuses on a single unit of analysis within an environment.  

However, we can conclude that the cybersecurity approach includes within it multiple 

components and characteristics of cyber resilience. The following is a summarized 

description of the differences between cybersecurity and cyber resilience proposed by [1]. 
 

 
Figure 5 - Cybersecurity vs Cyber Resilience retrieved from [1] 
 

2.4. Cybersecurity Frameworks and Standards 

As mentioned in the previous paragraph, cyber resilience is an organization’s ability to 

deliver intended outcomes even under adverse cyber circumstances. However, attaining 

cyber resilience requires organizations to gather and analyze high-quality intelligence about 

both the cyber landscape and organizational circumstances. As a result, a multitude of 

legislative acts, standards, and framework has been introduced, attempting to combat both 

cybercrime and privacy infringements and thereby attain cyber resilience [52]. A 

cybersecurity standard is a set of guidelines or best practices that businesses may apply to 

strengthen their cybersecurity posture. Cybersecurity standards may assist organizations in 

identifying and implementing suitable steps to safeguard their systems and data from cyber 

adverse events. Standards can also assist users to respond to and recover from cybersecurity 

problems. Instead, a cybersecurity framework is a set of rules, guidelines, and best practices 

for managing risks in the digital world. It is generally applicable to all organizations, 

regardless of their size, industry, or sector.  
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Below are the main standards, guidelines, and frameworks used to achieve the objectives of 

this thesis. 

2.4.1. Standards and Regulations 

- ISO/IEC 27000 is a standard family comprising sixty standards covering a broad 

spectrum of information security issues. The standard provides an overview of 

information security management systems (ISMS) providing terms and definitions 

commonly used [16]. 

 

- ISO/IEC 27001 is an international standard for information security that provides a 

framework for managing sensitive company information. The Standard includes 

requirements for developing an ISMS (information security management system), 

implementing security controls, and conducting risk assessments [53]. 

 

- ISO/IEC 27002 is the code of practice for information security management. It provides 

guidance and recommendations on how to implement security controls within an 

organization [54].  

- ISO/IEC 27031 describes guidance on IT disaster recovery programs and related 

activities. It describes provides a framework of methods and processes to identify and 

specify all aspects or improving an organization's ICT readiness to ensure business 

continuity [55]. 

 

- ISO/IEC 27032 is an internationally recognized standard that provides guidance on 

cybersecurity for organizations. The Standard is designed to help organizations 

protect themselves against cyber attacks and manage the risks associated with the use 

of technology. It is based on a risk management approach and guides how to identify, 

assess, and manage cyber risks. The Standard also includes guidance on incident 

response and recovery [56]. 

 

- ISO/IEC 27701 specifies the requirements for a PIMS (privacy information 

management system) based on the requirements of ISO 27001. It is extended by a set 

of privacy-specific requirements, control objectives, and controls [57]. 

 

- GDPR (General Data Protection Regulation) is a regulation in EU law on data 

protection and privacy in the European Union. The European community's goal was 

to strengthen the protection of the personal data of European Union (EU) citizens, 

both within and outside the EU borders, by giving citizens back control of their 

personal data, unifying and homogenizing privacy regulations within the EU. 

The relationship between GDPR and cybersecurity lies in the introduction of a new 

methodological approach called risk-based. This approach is based on the 

implementation of data protection and data security measures to protect data from 

attacks that can alternate its CIA, confidentiality, integrity, and availability. 
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This type of security must be planned by the design of data processing (data protection 

by design). However, the purposes of data and data security cannot exceed privacy 

rights and thus cannot exceed keeping others' confidential information under control 

(data protection by default) [58]. 

 

- NIS (Network and Information Security) directive is a European Union directive that 

contains a series of legislative measures aimed at creating a common level of network 

security and information systems in general within the European Union. The main 

purpose of this European legislation is to ensure that each EU member state improves 

its ability to manage network security; that all states can recognize and manage the 

most serious risks and errors of operators and providers of digital services. In May 

2018, Italy also adopted the NIS directive. Each state is required to adopt a national-

level cybersecurity strategy. The European Union oversees adopting all the necessary 

tools for a common and cooperative network, which will be fast and effective, so that 

trust will develop between the states. The latter will also be tasked with appointing 

competent national authorities, as well as figures who will be given responsibility for 

monitoring incidents in this area: (e.g., a person responsible for the Computer Security 

Incident Response Team - CSIRT) [59]. 

 

2.4.2. Frameworks 

- NIST Cybersecurity Framework 

The National Institute of Standards and Technology (NIST) is a technology management 

organization of the U.S. government. NIST provided a "Framework for Improving Critical 

Infrastructure Cybersecurity" [60]. This framework is among the most widely used 

worldwide and provides an approach to securing a computer network of any size. The 

framework provides a set of standards, guidelines, and best practices for managing 

cybersecurity risks. 

The framework consists of the Core framework, Implementation Tiers, and Profiles.  

 

The Core framework encapsulates the set of activities and deliverables useful to the 

cybersecurity management process. The goal of this component is to foster communication 

and collaboration among multidisciplinary teams by avoiding technical language in favor of 

a simpler, more intuitive language. The Core consists of three parts: Functions, Categories, 

and Subcategories (see Figure 6). 

The Core Framework also provides references that connect each subcategory to safety 

practices that are known to be necessary for compliance with industry standards (ISO, SP800-

53r4, COBIT-5, SANS20, and others) or with current general laws (EU Regulation 2016/679 

General Data Protection Regulation, EU Directive 2016/1148 NIS). 

There are five functions in the core named as follows: Identify, Protect, Detect, Respond, e 

Recover.  

o IDENTIFY: Develop an organizational understanding to manage cybersecurity 

risk to systems, people, assets, data, and capabilities. 
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o PROTECT: Develop and implement appropriate safeguards to ensure the delivery 

of critical services. 

o DETECT: Develop and implement appropriate activities to identify the occurrence 

of a cybersecurity event. 

o RESPOND: Develop and implement appropriate activities to act regarding a 

detected cybersecurity incident. 

o RECOVER: Develop and implement appropriate activities to maintain plans for 

resilience and to restore any capabilities or services that were impaired due to a 

cybersecurity incident. 

 

For each of these, there are several categories assigned for a total of twenty-three. 

Categories are used to report on cybersecurity goals an organization should pursue. To this 

end, these are designed without being overly detailed to provide a broad scope. Indeed, 

topics such as physical security, logical security, personal data security, or business outcomes 

are addressed. Finally, in turn, the categories have subcategories. Subcategories represent the 

deepest level of abstraction in the Core. There are 108 subcategories, which are outcome-

driven statements that provide considerations for creating or improving a cybersecurity 

program. 

Outcome-driven means that guidance is given by results. However, this approach does not 

dictate how an organization should achieve those outcomes. Each implements the solution 

based on its own risk and needs as an organization.  
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Figure 6 - NIST Cybersecurity Framework retrieved from [60] 

Let us consider the "Identify" function (see Figure 7). For the above, the various categories 

include "Business Environment" which, in turn, has several subcategories. As an example, one 

of them is, "Priorities for organizational mission, objectives, and activities are established and 

communicated."  

As can be seen then, the subcategories are actual "statements" of the organization's 

achievements. Finally, each subcategory is equipped with a complete set of references to 

additional technical documents, called Informative References, which can be used, as 

reference elements to be followed to achieve the objectives set in the subcategories.  



29 
 

 

 
Figure 7 - NIST Cybersecurity Framework Detail retrieved from [61] 

The second item that composes the framework are the Profiles. Profiles encapsulate within 

them: 

o The organizational requirements and objectives 

o The organization's risk appetite. 

o The resources used relative to the Core's desired outcomes. 

 

Profiles can be used as an opportunity to improve security status by comparing a current 

profile (current profile) with the desired profile (target profile). To develop a profile, an 

organization must examine each of the sub-categories and, based on its objectives and risk 

assessment, determine which ones are applicable in its context. The sub-categories may be 

integrated with additional practices not envisaged by the Framework to fully manage the 

risk. The current profile can then be used to prioritize and measure progress toward the 

desired profile. Profiles can also be used to conduct a self-assessment or to communicate 

one's level of cyber risk management within or outside the organization.  

 

The third item are the Implementation Tiers. They function as benchmarks as to how well 

organizations are following the rules and recommendations of the Cyber-Security 

Framework. The implementation tiers are as follows, with one being the lowest and four 

being the highest: 
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1. Partial: If a company's cybersecurity risk management model does not 

systematically account for cyber risk or environmental hazards. Ad hoc 

procedures are frequently used to manage cyber risk. At the organizational level, 

there is a low level of risk awareness. There are no procedures in place for sharing 

cybersecurity-related information with outside organizations.  

2. Informed: If a company has internal processes that consider cyber risk but do not 

apply to the entire organization. Although there is a reasonable amount of 

knowledge of cyber risk, there are not any widespread management methods that 

incorporate all organizational levels. Although the business is aware of its place in 

the reference environment, there is little active information exchange when it 

comes to cybersecurity occurrences.  

3. Repeatable: If an organization's cyber risk management model is clearly defined, 

approved, and frequently updated depending on the results of the risk 

management process, then it is repeatable. All organizational levels practice cyber 

risk management, and staff members receive training to manage the 

responsibilities placed on them. With other entities active in the same ecosystem, 

the company frequently trades cybersecurity-related information.  

4. Adaptive: The cyber risk management model of an enterprise is adaptable if it 

periodically modifies its cybersecurity protocols using experience and risk 

indicators. Through an adaptive process, the company can respond to complex 

attacks and continuously adapt to emerging threats. Information is continuously 

and instantly exchanged with other actors taking part in the same ecosystem.  

 

- Italian National Framework for Cybersecurity and Data Protection  

In 2015 the Italian cybersecurity national lab (CINI) along with the Cyber Intelligence and 

Information Security Center of Sapienza University of Rome (CIS) developed the National 

Framework for Cybersecurity and Data Protection [62] drawing inspiration from the NIST 

framework. Indeed, the Framework developed by NIST evaluates well the security of 

information and systems, maintaining that appropriate level of abstraction that can 

guarantee companies' autonomy in the 'application and contextualization of controls. 

However, the NIST framework is defined for critical infrastructure, introducing a level of 

complexity that is not suitable for most of the companies that make up the Italian enterprise 

ecosystem. 

The National Framework expands this structure by including two new concepts: priority 

levels and maturity levels. These two concepts make it possible to consider the economic 

structure of our country consisting of a few large enterprises and critical infrastructures and 

multiple small and medium-sized enterprises. Thus, it makes the framework suitable for 

SMEs while retaining its initial focus on Large Enterprises and Critical Infrastructure.  

Specifically, priority levels make it possible to support organizations in the preliminary 

identification of Subcategories to be implemented. This allows them to reduce their risk levels 

while balancing the effort they need to put into their implementation. Maturity levels, on the 

other hand, make it possible to provide a measure of the maturity of a security process, the 

maturity of implementation of a specific technology, or a measure of the number of resources 
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expended in implementing a Subcategory. Maturity levels provide a benchmark against 

which each organization can evaluate its implementation of Subcategories and set goals and 

priorities for their improvement.  

 

CIS and CINI have also developed a methodology for cybersecurity assessment using the 

National Framework for Cybersecurity and Data Protection [63]. This methodology 

introduces several innovative elements, structuring its activities into three phases: 

Contextualization, Measurement, Assessment. 

o Contextualization: in this phase, the methodology selects and evaluates, in terms of 

priority and maturity, the subcategories of the National Framework of interest 

concerning the situation. This process is done through the combination of existing (or 

new ones) contextualization prototypes, all based on general informative references 

and those specific to one's sector. 

o Measurement: at this stage, the distance between the current state and the target state 

is noted. One or more interviewers provide, using questionnaires formulated 

according to the target profile, to assess the level of achievement and implementation 

of the identified controls. The output of this phase is the current profile, which is a 

summary of the organization's security posture based on the controls and 

subcategories identified at the time of the assessment. 

o Assessment: in the final phase, the results obtained in the previous phase can be read 

as an assessment of the distance between the current profile and the target profile. The 

result is embodied in a score of completion of the identified actions and an additional 

score that represents the degree of maturity with which the actions are implemented. 

 

 
Figure 8 - Methodology for Cybersecurity Assessment using the National Framework for Cybersecurity Data 
Protection translated from [63] 
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2.5. Social Engineering 

The term Social Engineering refers to a set of approaches in which attackers use human 

channels to achieve their goal. In this scenario, hacking attempts increasingly focus on the 

human vulnerabilities of an information elaboration system instead of lapses in software or 

hardware. [64] in 2011 pointed out that human has become the most vulnerable part of 

systems. His statement is confirmed today by the number of cyber incidents involving the 

human element. According to Verizon’s 2022 Data Breaches Investigations Report [65], 82% 

of data breaches involved a human element. This includes incidents related to social attacks, 

errors, and misuse. IBM’s Cost of a Data Breach Report 2022 [66] found that the two most 

expensive forms of data breach were the result of skill-based errors. The 2022 CLUSIT report 

[67] also puts a focus on cyber incidents related to human error. Indeed, it states how in just 

one year the percentage of small organizations (1-49 employees) that experienced incidents 

caused by employees grew from 25% to 32%. Particularly interesting is the fact that these 

companies mentioned "inattention" as one of the main causes: 46% of respondents 

emphasized the significant incidence of this factor in relation to the incidents that occurred. 

However, in most cases, "inattention" seems not to be the term that exhaustively describes 

the scenario, but this will be the subject of Chapter 4. The reported data also show how the 

pandemic environment has accelerated the growth of such cyber threats [68] in multiple 

domains.  

One of the most challenging problems in social engineering analysis is its multidisciplinary, 

involving not just information security but also psychology and sociology. There is no 

agreement on its definition. To define social engineering, researchers from other domains are 

likely to adopt their own vocabulary. 

From a technical point of view [69] their ontology for social engineering defines “a social 

engineering attack as an attack that applies one or multiple social engineering attack techniques, 

targets one particular person who has at least one human vulnerability, and is performed by a social 

engineer through a particular type of attack media.” In particular, they refer to a “human 

vulnerability as a reason that causes a high possibility for a human asset to take out actions as the 

intending results of social attacks initiated by social engineers.” Another notable definition refers 

to the work of [70] or which define social engineering as “the science of using social 

interaction as a means to persuade an individual or an organization to comply with a specific 

request from an attacker where either the social interaction, the persuasion or the request 

involves a computer-related entity”. Despite researchers affirming there is not common 

consensus on the definition, they agree that the goal of the attack is to exploit the human 

layer of cyberspace to reach their final objective. There can be multiple reasons for conducting 

an attack: the most obvious is economic, political, and related to industrial espionage; but 

there are many documented cases of attacks carried out for fun, personal revenge, terrorism, 

activism, or collecting private information resulting in ransom demands or sale to third 

parties.  

Nevertheless, it is interesting to understand how these types of attacks take place. 

[71] represent in their work the "core" entities, concepts that significantly define or influence 

the domain of Social Engineering in Cybersecurity. The circular arrow depicted in Fig.1 
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indicates the typical attack process. The most common scenario involves defining the attacker 

and his or her motivations, acquiring the information needed to deploy an effective attack by 

exploiting vulnerabilities and evaluating the efficiency of the attack with respect to the 

intended objectives. 

 

- Attacker 

The attacker is the entity that plans and/or carries out the attack. Characteristics of the 

attacker are: 

o The numerosity of the attacker: individual, group, or organization. 

o Position of the attacker in relation to the victim: internal or external. 

o Status of the attacker: a physical person or bot. 

 

- Social Engineering Information 

The success of an attack depends primarily on the quantity and especially the quality 

of Social Engineering information available, namely: personal information of the 

targets (victims), information about the organization, information about the network, 

and information about social relationships. Any public information, leaked in 

cyberspace could provide attackers with important resources, to learn about the 

environment and context, discover targets, find vulnerable human factors, and cyber 

vulnerabilities, and useful details to formulate attack strategies specific to each victim. 

 

- Attack strategy ad methods 

In terms of attack methods, the variables to be evaluated are available resources, 

environment, target, and related vulnerabilities. According to the literature, there are 

two different strategies for social engineering attacks: the "forward strategy" and the 

"reverse strategy" [71]. The first type, which is also the most widely used, involves a 

direct attack toward the target, aimed at penetrating its defenses; the "reverse," on the 

other hand, seeks to place the target in the condition of having to personally contact 

the attacker, since it is considered a legitimate, authoritative, and reliable source. At 

this stage, the objective of the attack is thus to establish a degree of trust between 

victim and attacker, and to obtain as much information as possible. 

 

The most exploited attack vectors in social engineering are: 

o SMS/voice call/e-mail   

o Sharing of infected hardware (e.g., USB pen drive). 

o In-person interaction.  

To:  

o Installing malware. 

o Obtaining confidential access keys. 

o Providing links to fraudulent websites.  

o Installing malicious applications.  

 

In terms of SE techniques to support the attack, it is worth mentioning:  
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o Phishing / Spear Phishing 

o Pretexting 

o Baiting  

o Tailgating 

 

- Target vulnerability and human factor 

The International Ergonomics Association [72] defines the study of the human factor 

as the scientific discipline concerned with understanding the interactions between 

human beings and the elements, thus highlighting the centrality of the user and, 

consequently, the factors involved in social interactions, such as devices (e.g., PCs, cell 

phones), tasks (e.g., internet browsing), responsibilities related to hierarchical role 

(e.g., knowledge of sensitive data) and environment (e.g., office, home). 

The target vulnerabilities of social engineering can be traced to four aspects [73]:  

o Cognitive and knowledge: e.g., ignorance, inexperience, bias, conformity, 

intuitive judgment, mental shortcuts. 

o Behavior and habit: e.g., laziness, negligence, fixed patterns of action, 

behavioral habits. 

o Emotion and feeling e.g., fear, curiosity, anger, excitement, tension, happiness, 

sadness, disgust, surprise, guilt, impulsiveness. 

o Human nature_ e.g., helpfulness, self-love, sympathy. 

o Personality traits (Extraversion, Agreeableness, Conscientiousness, Openness 

to Experience, Neuroticism [74]). 

o Individual characters: e.g., credulity, friendliness, courtesy, humility, envy. 

 

 
Figure 9 - Core entities in social engineering domain retrieved from [71] 

Instead, the work of [75] emphasizes how social engineering (SE) is not limited to the 

interaction between attacker and victim but, considering the complex process of 
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action, involves the centrality of the role of the organization and security policies. This 

multidimensional approach has changed the original view of this type of attack by 

placing at its core the need for systems thinking that encompasses the entire 

organization. [76]’s work echoes this consideration, analyzing how personality traits 

influence vulnerability to SE attacks by bringing several situations that occur in the 

business context as examples. The interesting result that emerges is how the 

characteristics of victims’ personality traits can support and guide the corporate 

cybersecurity process. In fact, an interesting result that this thesis will assume later is 

how individual factors of personality traits relate to the success or failure of SE attacks. 

Highlighting the need to adapt for instance mitigation strategies according to each 

personality and level of insiderness or propose customized training programs based 

on profiles. 
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3. Cyber resilience opportunities and challenges  
Given the wide range of application domains, the flexibility of cyber-physical systems, and 

the different threats involve, this PhD journey started with a general exploration of cyber-

related domains of application. The method used applied natural language processing (NLP) 

techniques and a k-means clustering algorithm on article metadata to identify clusters of 

topics in the cyber resilience research field. Moreover, NLP helped in understanding the 

domains of application of cyber resilience, the possible threats, and the related effects 

mentioned in the literature. The application of these techniques helped in the definition of 

the first research question of the thesis.  

After this exploration, the thesis continued with a more focused investigation of the resilience 

dimensions involved in the study of CPSs using the Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) guidelines.  

The following paragraphs introduces the techniques used and presents the results of the 

analysis using NLP. Then, the systematic literature review published in Computers and 

Industrial Engineering in 2021 is appended.  

 

3.1. Cyber Resilience : a cross-domains topic exploration 

3.1.1. Natural Language Processing Techniques and K-Means Clustering Modeling 

NLP is an artificial intelligence component that is used to help computers understand human 

natural language. These techniques are part of a field of study in which computer science, 

artificial intelligence, and linguistics are combined, resulting in a programming method 

aimed at processing large amounts of data with various objectives, ranging from information 

extraction via various text processing methods to emotion detection, i.e., Sentimental 

Analysis [77], [78]. Using algorithms and analytical approaches, NLP enables retrieval, 

analysis, and information-condensing processes, as well as detecting models and patterns, 

labeling massive datasets, and expediting procedures for the presentation of hidden 

structures. In this setting, printed text data is an important input. Text mining techniques are 

becoming more popular, and there is also a rising interest in the industrial sector. NLP has 

been used to manage industrial risks, for example. While NLP was utilized in the study 

provided by [79] to analyze incident and accident narratives, text mining was employed in 

the work of [80] to extract additional information from narratives in reports linked to natural 

gas distribution pipes. NLP has also been used to enhance complicated production, such as 

semiconductor manufacturing, by evaluating documents related to the manufacturing 

process and incorporating lessons gained ([81]. [82]) have presented a method for 

investigating technical trends in smart manufacturing by analyzing language included in 

patent data using NLP and topic modeling algorithms. Similarly, [83] employed text-mining 

algorithms to uncover key digital technologies explored in the mining sector, as well as 

relationships between major digital trends. 
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For the sake of this thesis project, text analysis logic was utilized to extract concepts, areas of 

exploration, and research topics from a vast number of documents acquired from the existing 

literature [84], [85]. 

The objective was to read, understand, and make sense of the text in a valuable manner. 

Syntactic analysis and semantic analysis were the main techniques used to process the text. 

The proposed approach can be divided into four main steps: paper collection, pre-processing 

phase, text-feature extraction, and clustering modeling.  

1. Paper collection 

The initial step is collecting a set of research articles gathered from large databases of 

peer-reviewed literature. The approach is applied to articles’ titles, keywords, and 

abstracts. Before going to the following step, any duplicate article must be removed.  

2. Pre-processing 

In this second step, a set of data pre-processing activities is conducted. Data pre-

processing is a method of data mining that involves transforming raw data into a 

reasonable format for topic modeling and cluster analysis. The pre-processing stage is 

developed using NLTK library in Python. For the analysis of text data collected the 

following natural language processing steps must be pursued. 

o Tokenization 

Since documents are unstructured information, they must be divided into 

linguistic units. The process of splitting a phrase, sentence, paragraph, or entire 

text document into smaller units is called tokenization and these pieces are called 

tokens. There are different tokenization strategies, in this article white spaces 

between words are considered a separator. In this step also punctuations are 

removed.  

o Sparse terms and stop-words removal 

Stop-words are commonly used words (e.g., articles, prepositions, pronouns, etc.) 

that occur frequently in article corpora but do not carry any meaning on their own. 

Depending on the domain and language there will be a distinct set of stop-word. 

Moreover, for better performance, it is recommended to remove search terms (e.g., 

terms used in the query to collect the articles) that may bias the clustering results. 

Sparse terms are instead terms that occur in less than 1% of the documents. All 

these terms are removed from the article corpora in this step.  

o Stemming / Lemmatization 

Stemming is a process of reducing words to their root form. Lemmatization instead 

is a more complex version of stemming that uses part-of-speech (POS) tagging for 

each word, (e.g., verb, noun, adverb, etc). First, each token is tagged with a POS, 

second lemmatization applies a different stemming rule to each token depending 

on the tagged POS. This allows diminishing the lexical sparsity of the corpus since 

two words that have the same root result in the same output.  
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o Ngrams 

N-grams are n words frequently occurring together in the document. N-grams 

estimate the probability of the next item in a word sequence calculating the 

occurrence of the next word with respect to the previous one. In this analysis are 

consider b-grams two-word sequence of words – and tri-grams – a three-word 

sequence of words.  

 

3. Text Feature Extraction  

The last step in the natural language processing pipeline is TFIDF vectorization. The 

TFIDF measure reflects how important a word is to a document in a collection of 

documents and it consists of two parts. The first part is term frequency which counts how 

many times a word appeared in each document considered. The second part is inverse 

document frequency which is responsible for reducing the weights of words that occur 

frequently and increasing the weights of words that occur rarely [86]. 

𝑇𝐹𝐼𝐷𝐹(𝑊𝑜𝑟𝑑, 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡, 𝐴𝑙𝑙𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠)

= 𝑇𝑒𝑟𝑚𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑊𝑜𝑟𝑑, 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡)

∗ 𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑊𝑜𝑟𝑑, 𝐴𝑙𝑙𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠) 

4. Clustering  

The approach proposed the K-Means algorithm. K-means is the most used unsupervised 

clustering algorithm and partitions the N documents in K disjoint clusters, defining as K 

the optimum number of clusters. The objective of the K-Means algorithm is to divide a 

given number of samples into a deliberately selected number of clusters. Once the number 

of clusters is set, the algorithm randomly selects k samples for the centroids. Then each 

observation is assigned to a cluster to minimize the within-cluster sum of squares. Next, 

the mean of the clustered observations is calculated and used as the new cluster centroid. 

Then, observations are reassigned to clusters, and centroids are recalculated in an 

iterative process until the algorithm reaches convergence. The optimum number of 

clusters is chosen using the silhouette score [85]. The silhouette is a measure of how close 

each point in one cluster is to points in the neighboring clusters. Given a cluster Ci: 

𝑠(𝑖) =
𝑏(𝑖) – 𝑎(𝑖)

𝑚𝑎𝑥 {𝑎(𝑖),𝑏(𝑖)} 
 𝑠𝑒 |𝐶𝑖|>1𝑠(𝑖) = 0 𝑠𝑒 |𝐶𝑖| = 1 

where b(i) is the minimum average distance of I to all points in any other cluster, of which i 

is not a member. a(i) is the average distance between i and all other data points in the same 

cluster. a(i) is therefore a measure of how well i is assigned to its cluster (the lower the value, 

the better the assignment). The coefficient s(i) varies between -1 and 1. Whereas, a value close 

to -1 means that the value is assigned to the wrong cluster [87]. 
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Figure 10–- Steps for text processing 

3.1.2. Results 

The process just described was repeated twice. The first time, an overly broad search key was chosen: 

Cyber AND Resilience, which collected 1623 results. These results were preprocessed and clustered 

reporting the clusters shown in Figure 11.  
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Figure 11–- Cluster analysis using the search key "Cyber AND Resilience" 

The highlighted clusters demonstrate how the topic is not only interdisciplinary but also can 

be poorly classified into distinct areas of research. This phenomenon is related to the variety 

of topics that are encompassed in the major theme of cyber resilience. Indeed, this 

encompasses topics such as systems security, the ability to detect risks, control networks and 

critical infrastructures, across different domains: from communications to the energy sector.  

It was thus chosen to repeat the analysis by going to narrow the search key to Cyber-Physical 

Systems AND Resilience.  

A CPS is a computer system able to interact continuously with the physical system in which 

it operates. They are complex and interconnected systems integrated into our everyday 

lives forming the basis of smart infrastructures, products, and services. They have been 

applied in various fields, including energy, healthcare, manufacturing, transportation, and 

smart environments. These systems enable the generation and acquisition of data and 

support decision-making by ensuring reliable and secure operations in infrastructures. 

However, the physical world in which CPSs operates is not entirely predictable and typically 

affected by multiple risks such as environmental risks or cyber-attacks. Considering the 

industrial nature of this Ph.D. and the increasing presence of CPSs in factories and their 

application in all sectors, the focus of the review was limited to CPSs. Figure 12 reports the 

cluster that resulted from the analysis. 
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Figure 12–- Cluster analysis using the search key "Cyber Physical System AND Resilience" 

What emerged clearly was the diffusion of the topic across multiple domains underling 

the relevance of the topic. Moreover, this first analysis showed that while many 

documents deal with this kind of problem for systems including CPSs, there was still a 

lack of a cross-domain review on the different dimensions of system’s resilience, 

explored considering CPSs from a joint technical and socio-technical research dimension. 

A more detailed exploration of the full papers belonging to the clusters enabled the 

definition of the RQs underlying the more extensive literature review that was then 

conducted. 

Below the research questions defined are summarized:  

1. To which extent do CPSs contribute to the resilience of technical and socio-technical 

systems?  

2. Which are the approaches available in the literature to understand, measure, and 

model the resilience for those systems? 

 

3.2. Cyber Physical Systems Resilience: A Systematic Literature Review 

As previously mentioned, once the broad area of cyber resilience was explored, a more 

focused extensive literature review has started. The scope was to survey available literature 

for understanding to which extent CPSs contribute to system resilience, and to synthetize the 

approaches developed in this domain. More than 500 documents were reviewed through a 

protocol based on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-

Analyses) review technique. This survey identified main models and methods categorizing 

them based on the hazards of interest and their effects on security, privacy, safety, and 
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business continuity. It also summarizes main conceptual frameworks and metrics used to 

assess and compare the resilience capabilities of a system including also CPSs.  

The cross-domain review answered the first research question of this thesis by emphasizing 

that the available approaches to increasing resilience are primarily techno-centric while still 

highlighting emerging trends toward more systemic representations of threats even to socio-

technical systems. 

Moreover, the survey identified important research gaps and objectives which have been the 

baseline for the research direction followed in the second part of the thesis. Research gaps 

that emerged can be summarized as follows: 

1. The need for human-in-the-loop in CPS: humans as part of the solution. 

First, the survey stressed the importance of humans. The analysis of the resilience of 

large socio-technical systems of course includes humans. Traditionally, the reviewed 

contributions identify human users as one of the major threats in today’s technologies. 

Only a few studies started considering humans to improve the effectiveness of CPSs 

resilience solutions. The idea beyond this is the need to structure CPSs in a way that 

ensures people are incorporated as part of its process, defining a more human-centric 

cybersecurity.  

2. The shift toward cyber-socio-technical systems: integrating cyber security & cyber 

safety 

In line with the first research gap, the review showed a limited number of resilience 

metrics that consider both technical and socio-technical aspects. Therefore, it emerges 

the need for a framework of flexible socio-technical metrics to evaluate the resilience 

of systems including CPSs. Related to models and methods, promising is the use of 

system theoretic models such as STAMP and STPA-SEC. The applications of STAMP 

and STPA-SEC is interesting in the safety of CPS. These models can help at integrating 

safety and security needs. The reason is that STAMP differs from other cybersecurity 

approaches in the way it maps interdependencies between technical and human 

elements representing a promising research area for future socio-technical cyber 

analyses. There is still little knowledge about the safety-related consequences of 

systems under cyber-attacks and the importance of integrating cyber security and 

cyber safety.  

3. Building resilience in cybersecurity.  

Modern systems face new threats and there is a dominance of cyber-attacks to CPS. 

However, these hazards are constantly changing, forcing a continuous 

reconsideration of strategies to ensure operational continuity. Future studies should 

keep ensuring that the cyber defense mechanism is dynamic and real-time. Threats 

and incidents become more sophisticated, and it is no longer possible to fight them in 

small-world scenarios, managing variability rather than simply trying to reduce it. 

4. System modeling and simulation.  

Future studies should encompass a greater use of DT and System dynamics. 

Compared to their widespread usage in other industrial settings in this context, the 

usage is limited which on the contrary may constitute a valuable research method to 
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monitor CPSs and evaluate the evolution of system performance in the case of an 

attack. 

 

For details of the research carried out, and for a complete account of the articles collected 

from both a bibliometric and a described perspective, the article “Discussing resilience in the 

context of cyber physical systems” published in “Computers & Industrial Engineering” by authors 

Silvia Colabianchi, Francesco Costantino, Giulio Di Gravio, Fabio Nonino, and Riccardo 

Patriarca is attached below.  
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3.2.1. Appended Paper 1: Discussing Resilience in the Context of Cyber Physical 

Systems 
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3.3. The research questions of the second part of the thesis 

Following the literature review presented in the previous section and the 

identification of research gaps, a further step of narrowing down the research was 

taken to identify the second group of research questions. The purpose of this 

paragraph is to link each research questions to the findings of the extensive literature 

review.  

 

- A human centric cyber resilience  

o RQ2.1: Which are the human factors involved in cybersecurity? 

o RQ2.2: How does each factor contribute as a weakness or opportunity to 

cyber resilience? 

These research questions wants to investigate human’s role in cybersecurity socio-

technical systems. Despite much work being done in the field of cyber security, 

most of the attention seems to be focused on system usage and technical aspects. 

However, the increasing complexity and interconnectedness of today’s systems 

does not allow for a simple inclusion of the human component in the system. Such 

a paradigm shift requires a new design of the human centric cyber security 

domain. To do this, it was deemed appropriate to start by identifying the 

characteristics that everyone has and does interact with the system. Specifically, 

the research will map human factors involved in cybersecurity and in which way 

those are linked to NIST cybersecurity framework functions. The objective is to 

investigate in which part humans are a threat or an opportunity for cyber 

resilience. The study will underline to scholars and practitioners how humans 

should be involved to be considered as a defensive or vulnerable agent in today’s 

complex organizational scenarios.  

 

- Discussing the effectiveness of organizational cybersecurity outsourcing 

practices 

o RQ3: Does the effectiveness of selected cybersecurity practices differ in the case 

of internally managed or outsourced cybersecurity processes?  

The review has highlighted that the number of attacks has risen, and threats and 

incidents have become more sophisticated. There is a need to keep pursuing the 

shift from cybersecurity to cyber-resilience understanding the practical details of 

these events in real operational settings, and managing variability rather than 

simply trying to reduce it. In line with the need for a dynamic and fast-paced 

approach, the second objective of this thesis is to investigate whether outsourcing 

strategies can be a lever to increase organizational cybersecurity. 

Literature states that organizations around the world are willing to focus on their 

core activities and grow their business which has led them to increasingly rely on 
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external staff to manage specific aspects. The current situation requires qualified 

personnel, often difficult to have in-house to manage security operations. Using 

external experts can help find more qualified personnel, capable of understanding 

the dynamics of the domain considerably better. However, they are also 

questioning whether this strategy is increasing or reducing their threats and risks. 

Several organizations are frequently skeptical of the capabilities and extent of the 

cybersecurity service provider’s solution, stating that when their technology and 

knowledge base are produced in-house, they assure superior system security. The 

danger of engaging with third parties and sharing corporate data is a typical 

justification used by organizations to justify not outsourcing security operations. 

The research aims to investigate the topic, trying to assess the situation in Italy, 

going to interview Italian SMEs cybersecurity experts and asking them about the 

decisions they have made in terms of cybersecurity managerial practices and their 

effectiveness. We will focus on those cybersecurity practices that are most found 

in organizational aspects such as: disciplinary processes, sanctions, norms, lessons 

learned. 

 

- Leveraging human-machine interaction for cyber resilience 

o RQ4.1: How are conceptually grounded design elements for digital 

intelligent agents (DIAs)?  

o RQ4.2: How to enhance cybersecurity through DIAs? 

Studies collected in the review addressed humans as flexible and able to rapidly judge 

and attack, stressing the importance of a continuous synergy among humans and 

machines to pursue cybersecurity effectiveness. Second, the review has also 

highlighted the importance of building resilience in cybersecurity. Specifically, there 

is an increase of interest in safety performance and this is underlying the fact that is 

no longer possible to separate cybersecurity from safety in critical infrastructure 

contexts. It is now important to revise processes in a perspective that combines 

security and safety. Moreover, it is suggested to consider as part of the solution the 

ability of humans involved in the socio-technical system to enhance and improve its 

cybersecurity and consequently its safety. We will refer to the term “security” as the 

protection of individuals, organizations, or assets from external threats. It refers to the 

practices and tools designed to protect cyber tools from external attacks. The term 

safety on the other hand, concerns a condition that allows one to be protected from 

which can cause harm and sometimes result in loss of life. As narrated in the 

background we are now faced with attack patterns that once the breach is successful 

can impact the safety of individuals. 

In addition, during the years of this PhD, another paradigm shift involved industry, 

emphasizing the idea of Industry 5.0. Industry 5.0 decrease the emphasis on 

technology and assumes that the potential for progress is based on collaboration 
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among humans and machines. Specifically, Industry 5.0 recognizes that human 

creativity and critical thinking cannot be replicated by machines. As such, ongoing 

innovation strives to optimize processes by delegating repetitive or predictable tasks 

to automation while also integrating human operators into production processes.  

In this scenario, during the thesis work, a conceptual architecture and taxonomy for 

conversational agents to support production operators was developed. This solution 

was then used to deploy a conversational agent prototype to support cybersecurity. 

The objective is to assist firms in preparing to participate in Industry 5.0 and achieve 

better business outcomes while also building resilience to protect against evolving 

cyber threats. 

  



65 
 

4. A human centric cyber resilience  
The “human factor” is considered the weakest link in creating secure digital 

environments, but human intuition can also be the solution to thwarting many cyber 

threats. Every software and security monitoring system requires human 

interpretation, and the latter can be trained and improved to make humans the 

primary tool of defense. In this chapter, to answer RQ2.1 and RQ2.2, after a thorough 

review of the literature, a classification of the human factors mainly involved in 

organizational cybersecurity was made to explain which is their impact, both positive 

and negative, on the security of an information system. Once identified, they were 

then incorporated into the authoritative NIST framework, so that it could be enriched 

with the human dimension that provides important additional information to be able 

to ensure the integrity of the system. Human factors have been linke d to the 5 

functions of NIST: IDENTIFY, PROTECT, DETECT, RESPOND and RECOVER. In 

particular, the research draws conclusions highlighting which human factors are most 

involved in the cyber security functions and how the organization must proceed to 

integrate the human factor into its cyber practices.  

 

4.1. Human Factors in cybersecurity 

The field of human factors seeks to improve the interaction between people and 

technology. The International Ergonomics Association defines human factors as the 

“scientific discipline concerned with the understanding of the interaction among humans and 

element of the system”[88]. Human factors have been analyzed in various fields, 

especially heal and aviation industries which have extensive work in this discipline 

[89]. Among the most famous classifications of human factors is for instance “The 

Dirty Dozen” proposed by Dupont in 2009 for the aviation sector [90] and taken up by 

other fields such as healthcare and aviation [91], [92], and not least cybersecurity [93]. 

Focusing on human factors and cybersecurity research, various classifications, 

ontologies, or just thoughts on what aspects of human character most impact 

cybersecurity have been proposed over the years. Specifically, the characterization of 

human factors, which includes human behavior, is necessary to understand how the 

actions of users, defenders (IT personnel), and attackers influence cybersecurity risk. 

Among the most comprehensive works is that of [94]. The authors propose a human 

factors trust ontology named Human Factors Ontology (HUFO). The researchers, by 

focusing on the notion of trust, create and enumerate risk characteristics and relate 

them to human factors. These are then broken into three main categories of the 

attacker, defender, and user which interact with computer networks. Their objective 

is to propose an application of HUFO as a support tool for risk assessment and risk 

prioritization in cyber operations. 
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In another extensive work  [93], the authors conducted a systematic review of the most 

important researches on human factors and phishing. Specifically, they use the well-

known Dupont factors as classification categories and detail the misbehaviors of 

individuals related to phishing phenomena.  

Another contribution [95] examines how risk-taking preferences, decision-making 

styles, demographics, and personality traits influence the security behavior intentions 

of device securement, password generation, proactive awareness, and updating. 

Finally, an interesting work is carried out by the Chartered Institute of Ergonomics 

and Human Factors [96], which has compiled a list of risky human behaviors which 

is then correlated to cybersecurity issues and vulnerabilities.  

Other contributions have instead explored the correlation of human traits, specific 

cyber security behavior intentions, or impact on a person’s adherence to cybersecurity 

procedures, rules, and practices. These studies have focused on quite specific aspects 

of personality or types of attacks such as Social E attacks. This is the case, for example, 

with the work of William et al. [97] exploring the susceptibility of workers to phishing 

attacks and how they are affected when they receive an email in which the authority 

of the sender or the urgency of the task is determined. Similarly, Ubelacker and Quiel 

[98] examined the link between susceptibility to social engineering attacks and the big 

five personality traits. Finally, Hadlington [99] analyzes the correlation between 

impulsivity and Internet addiction toward risky cybersecurity behaviors. 

 

4.2. Human Factors in Cybersecurity Frameworks 

In the previous paragraph, a selection of relevant studies aimed at enumerating the 

factors involved in cybersecurity was reported. In this section, the author will present 

the current state of research in terms of cybersecurity models and frameworks that 

propose guides and best practices for fruitful integration and management of human 

behaviors in the presence of cyber threats. These models are being considered for 

future research steps pursued. 

Organizations that implement strong technological security practices often still do not 

pay enough attention to the human sources of vulnerability. Combining education 

and technology ensures that mistakes, even when made, do not lead to the demise of 

the organization. Undoubtedly, the human factor is a scientific area that is 

underutilized and undervalued in cybersecurity [94]. Human involvement in 

information security is too valuable for organizational leaders to continue to ignore 

the importance of analyzing human behavior in information security [100].  

[101] argued that empirical and theoretical research on human aspects of 

cybersecurity based on the volume of human error-related incidents should be 

increased to find ways to improve cybersecurity. In their article, they indicated that 

further research on cybersecurity and the quantification of human factors is needed to 
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develop an effective security framework. They suggest that the next step would be the 

development of a framework comprehensive of a range of human aspect tasks that 

provide or are intended not to negatively affect cybersecurity posture. Cybersecurity 

frameworks only marginally talk about the human factor, as they usually mainly talk 

about the application of corporate policies.  

Among the most comprehensive and useful for conducting a corporate security 

assessment is that devised [102]. The paper introduces a human-centered approach to 

threat modeling, titled STRIDE-HF, which extends the existing threat modeling 

framework STRIDE by linking the STRIDE elements to the Dirty Dozen of Dupont. 

The STRIDE method is a mnemonic for six types of security threats. It forms the basis 

for the theoretical model STRIDE-HF (Spoofing, Tampering, Repudiation, 

Information Disclosure, Denial of Service, and Elevation of Privilege - Human Factor). 

Its elements are defined as follows:  

- (S): Spoofing: using someone else’s credentials to gain access to otherwise inaccessible 

assets.  

- (T): Tampering: changing data to mount an attack.  

- (R): Repudiation: occurs when a user denies performing an action, but the target of the 

action has no way to prove otherwise.  

- (I): Information disclosure: the disclosure of information to a user who does not have 

permission to see it.  

- (D): Denial of service: reducing the ability of valid users to access resources.  

- (E): Elevation of privilege: occurs when an unprivileged user gains privileged status.  

- (HF): “Dirty Dozen” Human Factors: Twelve of the most common human factor-

related errors, which may lead to aviation-related accidents or incidents. 

 

Their research highlighted the need of considering human factors as a type of threat 

to system security in a socio-technical world. The STRIDE-HF framework provides a 

way for security analysts to consider human factors behavior and assess the types of 

security breaches that could result. For example, if a user shares a password, this could 

result in an elevation of privilege where a user unknowingly disables certain settings, 

creating a vulnerability. The main difference that STRIDE-HF offers compared to 

traditional threat modeling methods is that it takes a "reverse" approach to classify 

threats that may affect the security of a system from the user's perspective rather than 

that of an attacker. The authors suggest that future iterations of STRIDE-HF may 

include additional human factors as well as include more psychological-based 

principles. Finally, the research also stressed the importance of extending the work by 

going into greater detail on human factors-related aspects so that more specific 

remedies can be offered for safety and security critical situations. 

Another interesting work is that of [103] which partially complements the first study 

presented. While the previous framework allowed security analysts to consider 
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human factors' behavior and assess the types of security breaches that could occur, the 

goal of this framework is to develop measures that take into account the strengths and 

weaknesses of people and devices and test them in real systems to improve 

cybersecurity. They describe cybersecurity as a system state. A system might be 

somewhat secure, unsecure, or ambiguous. Any action taken by an actor can have an 

impact on the system's safety. They describe three types of players in the framework: 

IT Providers, target entities, and threat entities. Architects, software developers, and 

interface designers are examples of IT providers who work on the creation of digital 

systems and products. System administrators, legal counsel, managers, and directors 

are examples of target entities involved in the utilization of digital systems and goods. 

Threat entities are actors who compromise system security, such as criminal 

organizations. 

Their framework provides a set of behaviors that can improve cybersecurity but does 

not identify the determinants that cause specific failure, which is the inverse of the 

previous framework and thus does not provide enough support to help organizations 

protect their systems from threats before they occur. 

Finally, the work of the Chartered Institute of Ergonomics and Human Factors [104] 

which presents a practical human factors (HF) framework and checklist that can be 

used to enhance cyber security. The Human Affected Cyber Security (HACS) 

framework incorporates risky behaviors, causes, and solutions. Their solution is 

designed to support HF practitioners, human reliability analysts, and cyber security 

professionals who would like to investigate more about the contribution of the human 

element.  

The framework provides a structure to capture human-related cybersecurity 

vulnerability in organizations. causes and mitigating solutions. It can be used 

proactively, as part of a cyber security risk assessment, or retrospectively, in an 

incident investigation. The framework shows the interactions among aspects such as 

organizational culture, ways of working, and individual characteristics which cause 

risky behaviors. The framework should be seen as a starting point for HF practitioners 

to adapt as technology and working practices evolve, and as new research is 

published.  

Therefore from what is observed in the literature, the role of human factors in 

cybersecurity is becoming widely researched. Moreover, the increasing interest in 

cybersecurity human factors has led to the theorization of multiple reference 

cybersecurity human factors frameworks, taxonomies, classification, etc. However, 

most studies have focused on investigating human factors as contributions to human 

errors. Most frameworks either provide an overview of the human dimension that is 

at the root of errors in cybersecurity, or they provide a set of human behaviors that 

can increase the security of the system. As far as the authors know, there is still no 

framework that is inclusive of both views: on the one hand the human aspects that 
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generate vulnerability and on the other hand the strength of behaviors capable of 

reacting and intercepting cyber threats. First, there is a lack of structured and 

synthesized knowledge that scholars and practitioners can use to develop further 

studies on information security culture, cyber training programs, and investment 

decisions. Second, there is a need for a shared, user-friendly classification that brings 

together all the human factors involved in cybersecurity and links them with a set of 

best practices that encompass the system people, process, and technology. In addition, 

all the reviewed studies report attention to a dimension of cybersecurity that as stated 

earlier is not exhaustive of what systems need today. This thesis includes the human 

factor, as a mitigator and vulnerability, within a program aimed at increasing cyber 

resilience. 

Therefore, the next paragraphs will collect and list through the most up to date 

research on the human factors involvement in cybersecurity. Specifically, it is 

intended to report in which way each of these factors is a driver or a barrier to 

cybersecurity. Moreover, the list will be integrated with the well-known NIST 

cybersecurity framework by accounting humans as a risk factor and a risk mitigator 

for cyber resilience. 

Three sub-research questions are thus identified and will be answered in the following 

sections: 

- Which are the human factors involved in organizational cybersecurity?  

- In which way does each human factor contribute as a weakness or opportunity 

to organizational cybersecurity? 

- Which role do the defined human factors play in the functions and categories 

of the NIST framework?  

 

4.3. Human factors in cybersecurity: weakness or opportunity? 

4.3.1. Human factors collection 

In this first phase, an attempt was made to answer the question that sought to identify 

the factors involved in cybersecurity. To do this, an analysis of the literature was 

conducted. Several search keys were structured by combining generic terms such as 

human factors and human error and then more specific terms related to Dupont’s 

human factors. It was chosen to retain this categorization of factors both because of its 

use noted in the cybersecurity field [93] and because sufficiently broad to include 

multiple subfactors useful in describing all critical issues. Dupont defines the twelve 

factors as the “Dirty Dozen” [90]. The name was decided to indicate their negative 

connotation. In his work, the author states the importance of identifying human 

factors that can contribute to error, regardless of scope. Moreover, the author 

underlines the optimal approach for reducing human error: identify human factors; 
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introduce human factors training; provide a work environment resistant to human 

error. The list outlined by Dupont considers the following factors:  

- Lack of Communication: People not communicating with each other within a 

working and/or online environment 

- Complacency: A feeling of self-confidence that can lead to lack of awareness of 

potential dangers 

- Lack of Knowledge: Not having specific knowledge and enough experience, which 

can lead to poor decisions. 

- Distraction: When users’ attention has been taken away from the task that they are 

required to do. 

- Lack of teamwork (Trust): Not providing enough support toward a group of people, 

co-workers, and so forth, who rely on your support  

- Fatigue: A physiological reaction resulting from prolonged periods of work and 

stress. 

- Lack of resources: Not having enough resources (e.g., time, tools, people) to complete 

a task. 

- Pressure: Pressure to meet a deadline interferes with our ability to complete task 

correctly. 

- Lack of assertiveness: Not being able or allowed to express concerns or ideas.  

- Stress: Acute and chronic stress from working for long periods or the other 

demanding issues such as family or financial problems. 

- Lack of awareness: Not being aware of what happens in the surrounding (working 

or online) environment, often leading to an unconscious disconnection from what 

others are doing. 

- Norms (Policies): workplace practices that develop over time, which can then 

influence other behavior.  

 

However, considering the different contexts in which they operate these need to be 

readjusted. First, when discussing human error in cybersecurity, it refers to 

unintentional actions, or lack of action, by users that cause or allow a security break 

to take place. The authors will not consider security-related human errors those 

related to software engineering or IT. Second, Dupont factors again reflect only the 

negative connotation of human factors. This research will take these factors as a 

reference by considering only the neutral meaning of their factors (e.g. communication 

and not lack of communication). According to these criteria, the final search strings 

used for our search were the following:  

- “human factors” and (“cybersecurity” or “cyber security”)  

- “human error” and (“cybersecurity” or “cyber security”)  

- “human behavior”and (“cybersecurity” or “cyber security”)  

- “x” and (“cybersecurity” or “cyber security”)  
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where “x” is substituted by either “communication” or “complacency” or “knowledge,” or 

“distraction,” or “teamwork”, or “fatigue”, or “resources”, or “pressure”, or “assertiveness”, 

or “stress”, or “awareness”, or “norms” for a total of 14 search strings.  

The databases used for the search is Scopus. Once the core articles were identified, the 

papers cited and those that cited them were then also explored. 

 

4.3.2. Human factors classification 

In order to achieve an easy-to-use classification, it was decided to decline each factor 

on an organizational dimension. Each factor is declined on an organizational 

dimension: individual, team, or work. This division is made by categorizing human 

error as caused by internal (individual), and external (organizational and work) 

factors relying on the research on Performance Influencing Factors (PIFs) formerly 

also called Performance Shaping Factors (PSF) [105]. PIFs address what people are 

being asked to do (the Work and its characteristics), who is doing it (the People and 

their competence), and where they are working (the Organization and its attributes). 

For each factor, thanks to the analysis of the literature, subfactors that represent help 

or criticality in cybersecurity management are proposed. To date, despite the wide use 

of PIFs in human reliability studies [106] there is a lack of studies that applies PIFs to 

cyber security. However, similar classifications have emerged underlining how 

individual, work, and organizational aspects might influence the actions and 

behaviors of humans [107]–[109]. 

PIFs literature affirms that tasks should be designed in accordance with human factors 

principles to address people's limitations and strengths. Since discrepancies between 

job requirements and people's capabilities increase the potential for human error, 

matching the job to the person ensures that the person is not overworked and makes 

the most effective contribution to the organization. In general, the work environment 

should address both the physical and psychological dimensions of employees to help 

them reach their full potential. The physical dimension refers to the design of the 

workplace and the workload itself. The mental dimension includes the management 

of communications (both for positive events, such as an employee's success in 

thwarting a cyberattack, and for negative events, such as the loss of information due 

to a phishing attack), but also the awareness that managers can convey about the 

importance of their activities and the risks in the cyber world.  

Some examples of work errors can be:  

- Poor work planning, leading to high work pressure  

- Inadequate responses to previous incidents  

- Deficient coordination and responsibilities  

- Clarity of signs, signals, instructions, and other information)  

- Procedures inadequate or inappropriate  



72 
 

- Preparation for a task (e.g. permits, risk assessments, checking)  

- Working environment (noise, heat, space, lighting, ventilation)  

- Time available/required  

 

When talking about people, it can be said that they primarily have different 

characteristics, such as skills, personality, habits, and work experience. These 

characteristics can be a strength or a weakness for the individual, depending on the 

work required. In fact, work performance can be positive or negative depending on 

the individual. While some human characteristics, such as skills and experience, can 

be changed and improved, others, such as personality, are nearly impossible to 

change. Some examples of human factors in a work environment are:  

- Low skill and competence levels  

- Tired staff  

- Bored or disheartened staff  

- Physical capability and condition  

- Work overload/underload  

 

 Finally, the organization can significantly influence people's behavior. If we talk 

about organizational factors, corporate culture can be mentioned as before. Based on 

this, individuals know what behavior to display and maintain in the organization, and 

how to proceed. The errors that might arise owing to organizational factors are 

typically governed by concerns that are upstream of the organization and do not 

depend on the persons conducting the activity. The business plan of an enterprise 

should incorporate the establishment of a successful information security-focused 

organization. This entails developing rules that foster a culture in which workers are 

unwilling to breach information security protections in order to do their tasks [110]. 

Employees in an enlightened security culture actively raise their awareness and 

concern about the importance of information security and recognize that it is a 

component of everyone's role, not just those with information technology 

responsibilities. Among the various errors we can mention:  

- Level and nature of supervision  

- Peer pressure  

- Clarity of roles and responsibilities 

- Effectiveness of organizational learning (learning from experiences)  

- Poor work planning, leading to high work pressure  

- Management based on one-way communications  

 

Another useful and widely used classification in the context of cybersecurity and 

human factors is the Knowledge-Attitude-Behaviour (KAB) model defined and used 

by [111]–[113] . The approach investigates workers' “Knowledge” (K) of policy and 
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procedures; “Attitudes” (A) towards cybersecurity policy and Procedures and self-

reported “Behavior’s” (B). This model is often associated with factors such as 

individual factors, organizational factors, work factors, and technology factors [108] 

which recall what was theorized by PIFs. It is observed how such contextual factors 

influence the knowledge, attitude, and behavior of individuals thus generating 

positive or negative action on the system in which they operate. For example, from an 

individual perspective, a specific collection of individual elements, such as subjective 

norms; beliefs in the perceived repercussions of an action or real understanding of the 

cybersecurity issue, may shape attitudes. At the same time, employees' attitudes 

might allow additional social and organizational elements to impact them, such as 

social standards, ethical dilemmas, and different levels of behavioral control 

experienced by the employee. On the other hand, well-informed and trained 

employees reduce the occurrence of unintentional and non-deliberate actions that 

constitute a violation of cybersecurity rules, and they play an important role in 

reducing information security risks and protecting the organization's critical assets 

and valuable intellectual property [114].   

From a business and organizational perspective, one can observe how the 

management and communication of policies, standards, and processes impact 

cybersecurity. On the one hand, organizations have these formal aspects to guide 

employees in keeping the system secure and expect employees to comply with them. 

On the other, these do not regulate the human aspect, which instead takes shortcuts 

in the name of improving efficiency or simply helpfulness, even if it involves 

implementing a breach [115], [116]. Such procedures succeed in being effective and 

thus positively influencing employees only if they are comprehensively 

communicated, and shown as resources for action and not as a way to regulate human 

behavior. 

 

4.3.3. Human factors: drivers and barriers 

Once the collection of factors was concluded, this stage proceeded to evaluate in which 

way each human factor contributes as a weakness or opportunity to organizational 

cybersecurity. Recent literature has begun to show how a given factor can be told 

either positively or negatively with respect to a cyber threat. For example, the 

"communication" factor is researched on the one side as “a lack of communication is 

an origin for errors” [103], on the other side “Communication between humans and 

technology and between different human actors is essential to ensure cyber security” 

[117]. For this reason, the present research aims not only to provide information on 

how human factors impact cybersecurity but also to characterize them by explaining 

in the presence of which "drivers" the human factor is effectively exploited to improve 

cybersecurity by making it an opportunity and which "barriers" turn it into a 
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weakness, increasing the vulnerability of the system. Two categories have been 

created: “Drivers to cybersecurity” and “Barriers to cybersecurity”. Moreover, to 

allow a homogeneous and comprehensive reading, these circumstances in which the 

human factors are a driver or a barrier are divided towards the PIF’s introduced above 

to better identify their impacts. A detailed description of it is given below. 

 

1. Communication: 

A process by which information is exchanged between individuals through a common 

system of symbols, signs, or behavior. In the context of cybersecurity means people 

communicating with each other within a working and/or online environment. 

Communication between humans and technology and between different human 

actors is essential. It starts with communication within work teams, but also between 

different organizational departments and with humans outside the organization, such 

as customers or cooperating partners. Communication among industries and 

governments across national borders helps in identifying, and targeting cybersecurity 

threats and increasing cyber resilience. The communication about cybersecurity 

should not only include experiences of handling threats and adverse events, but also 

the sharing of success stories that can be beneficial in deriving lessons for improving 

resilience [118]. 

  

Drivers to cybersecurity:  

Individual:  

- Success stories. To increase awareness, understanding, and use of cybersecurity 

tools it is suggested to publish and communicate success stories and praising 

employees who spot attacks or alert colleagues. [119]. 

- Soft skills. Soft skills are all those skills that have to do with interpersonal and 

communication skills such as critical thinking, problem-solving, public 

speaking, professional writing, teamwork, digital literacy, leadership, 

professional attitude, work ethic, career management, and intercultural 

fluency. Communication is one of the most essential soft skills to train on to 

avoid internal communication barriers, especially when facing an attack [120]. 

Organizational:  

- Promotes the feeling of belonging to a group. Informal communication plays a 

key role in collaboration within companies. With informal communication, it is 

easier to create cohesive work groups. In these groups, knowledge exchange 

and collaborations give to the team members the feeling of belonging to a group 

[121]. In this way, communication within the organization will improve thanks 

to the sense of belonging and therefore the individual will perceive the work 

group as a place where they can work together to manage an attack. 
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- Clarification of role and responsibilities. Communication of plans, policies, and 

role expectations should be clarified. The purpose is to guide and coordinate 

work activities and make sure people know what to do and how to do it. Each 

employee needs to understand what duties, functions, and activities are 

required for the job and what results are expected. Even an employee who is 

highly competent and motivated may fail to achieve a high level of 

performance in presence of miscommunication [122]. 

 

Work:  

- Internal communication. Internal communication is a part of the management 

process, through which information is shared, collected, and distributed, as to 

ensure employee understanding of the organization’s goals and objectives 

[123]–[126]. Internal communication plays a key role in keeping the employees 

informed about the organization’s plans, vision, and ideas. Moreover, it 

encourages them to participate in the decision-making processes, as well as 

promotes employee feedback and peer learning and this reflects in a more 

productive work environment. Specifically fruitful internal communication in 

the context of cybersecurity is related to communicating efficiently the new 

norms adopted by the organization.  

- Strong Feedback system. Employee engagement levels can be regularly 

surveyed to receive feedback and identify motivating factors. Such survey 

results should prompt managers to create clear, measurable, accountable, and 

time-bound action plans [127]. By making employees accountable for their 

performance, they’ll be stimulated to establish effective communication and 

better performance which should result in good attack response and trust.  

 

Barriers to cybersecurity:  

Individual:  

- Fear. Fear is an individual barrier to communication in the context 

of cybersecurity. “Fear” to communicate a mistake to one of our superiors for 

the negative consequences, or to communicate with one of our colleagues 

because we have “fear” of their judgment. Specifically, the theme of fear 

connects with that of lessons learned in post-cyber attack recovery. To learn 

from events, and to be able to react quickly, reporting a cyber incident is 

essential. However, reporting is unlikely if employees or customers fear 

negative consequences such as blaming, shaming, financial loss, prosecution, 

or job loss [117].  

- Cognitive-type fatigue. The limit of cognitive resources an individual can 

devote to security concerns, that could result, for instance in employees tuning 

out cybersecurity-related communications [128].  
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- Interpersonal conflict. Interpersonal conflict refers to the representation of 

incompatibility, disagreement, or difference between two or more interacting 

individuals [129]. Conflict can impair communication between parties in the 

workplace. It can lead people not to cooperate or prevent the parties from 

addressing real issues or problems [130].  

 

Organizational:  

- Management based on one-way communication. Managers should encourage 

two-way dialogue. Clear and consistent communication engages the 

workforce. In addition, sharing authority with staff through participatory 

decision-making enhances a sense of ownership. This connects to an 

improvement in risks related to phishing attacks by reducing distractions often 

related to a sense of anxiety toward the sending authority [127].  

- Development of poor cyber security policy. The development of ineffective 

cybersecurity policies and state frameworks makes it impossible to 

compromise between safeguarding the security of the information system and 

providing access to these channels as easily and directly as possible [131]. 

- Poor work planning. Work planning can help a lot to develop a great strategy 

to protect the system of an organization. The planning approach ought, to begin 

with a cybersecurity risk assessment that identifies important business goals, 

crucial IT resources for achieving those goals (clarification of roles), 

implementation of effective communication channels and prospective 

cyberattacks as well as how probable the attacks are to happen and what kind 

of business impact they could have. If there is poor work planning the 

organization may experience communication problems causing vulnerabilities 

in cybersecurity [132].  

 

Work:  

- Lack of incentives. Employees who demonstrate greater job engagement 

should receive financial and non-financial advantages. According to several 

management theories, workers are more likely to put more effort into their 

work when they receive praise and recognition. Performance and employee 

incentives should be directly related [127]. A lack of incentives can lead to a 

lack of participation and feeling to protect and safeguard the organization. 

Risks such as leakage of information, passwords, and sensible data increase.  
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Table 3 - Human Factor: Communication 

Human Factors PIFs 
Drivers to 

cybersecurity 

Barriers to 

cybersecurity 

Communication 

Individual 

Success Stories 

 
Soft skills   

Fear 

 

Cognitive-type 

fatigue 

 

Interpersonal conflict  

Organizational 

Promotes the feeling 

of belonging to a 

group 

 
Clarification of role 

and responsibilities  

Management based 

on one-way 

communication  

 
Development of poor 

cyber security policy  

  
Poor work planning 

Work 

Internal 

communication  

 
Strong feedback 

system  

 

Lack of incentives 

 

2. Complacency: 

A feeling of being satisfied with yourself or with a situation, so that you do not 

think any change is necessary. Physical security complacency and IT security 

complacency both refer to maintaining the status quo in the face of changing 

requirements and threat scenarios. When it comes to achieving better results, 

complacency might indicate overconfidence or disinterest. Alternatively, it can 

indicate a certain degree of desensitization to online dangers. Some researchers 

have suggested that employee overconfidence and complacency can explain the 

negative relationship between cybersecurity training frequency and workplace 

behaviors [107], [128], [133].  

 

Drivers to cybersecurity:  

- As can be guessed from the definition, complacency is a negative human factor 

with which no cybersecurity benefit is associated according to the literature; for 

this reason, it cannot be considered a driver at any level (individual, 

organizational, and work).  

 

Barriers to cybersecurity:  

Individual:  
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- Lack of experience. People's apparent complacency is mainly due to their lack 

of direct experience related to a significant cyber incident that disrupted a 

critical service. [134]. 

- Lack of strong desire. The lack of a desire to maintain an adequate degree of 

success within the workplace is a prerequisite for complacency [135].  

- Overtrust in cybersecurity devices. Employees frequently lack a broad 

comprehension of how cybersecurity appliances operate. This causes 

individuals to overestimate themselves and become distracted, believing that 

the devices can create an effective line of defense without their supervision 

[136]. When human operators observe automation complacently, they are less 

inclined to manually take control when their intervention is required. The 

development of misplaced trust may be linked to complacency [137]. 

 

Organizational:  

- Lack of autonomy. Giving employees greater work autonomy will allow them to 

choose the best method to complete their tasks and increase the quality of results 

[127]. Empowering the employee with responsibilities will result in greater 

attention and supervision of the work performed, avoiding a superficial attitude. 

In addition, greater autonomy speeds up the acquisition of experience and 

counteracts complacency 

 

Work:  

- Shifts away from self-responsibility. Many computer users experience a feeling 

of insecurity. This also leads to a shift away from self-responsibility regarding 

security procedures. Users rely on others (appliances or people) convinced that 

they will be in charge of system security without the need for personal 

involvement [138]. 

  

Table 4 - Human Factor: Complacency 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Complacency 

Individual 

  Lack of experience 
  
Lack of strong desire  
  
Overtrust in cybersecurity 

devices  

Organizational   Lack of autonomy  

Work 
  Shifts away from self-

responsibility  
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3. Knowledge: 

Facts, information, and skills acquired through experience or education; the 

theoretical or practical understanding of a subject. Given the multidisciplinary 

nature of organizational cybersecurity, a knowledge-based perspective seems 

essential.  

Organizational cybersecurity management must converge on knowledge 

management. This acts by seeking to safeguard both intellectual property and 

ensure business continuity. For this reason, it is observed that a knowledge-based 

perspective on cybersecurity and its management would have a direct impact on 

the dynamics between individuals, technology use, and trust [139].  

 

Drivers to cybersecurity:  

Individual:  

- Motivation. Two of the most important elements in the effectiveness of 

cybersecurity education and training are user engagement and motivation. An 

employee who is committed and motivated is more inclined to increase his or 

her knowledge and thereby be better prepared in the face of cyber threats [140]–

[142].  

- Employee satisfaction. According to [143], job satisfaction is characterized by 

how much people like or dislike their occupation and the nature of their tasks. 

Low absenteeism, employee turnover, and improved job performance are all 

results of high employee satisfaction. Higher skills and better performance will 

increase the level of employee satisfaction [144]. According to [137], job 

satisfaction is characterized by how much people like or dislike their 

occupation and the nature of their tasks. Low absenteeism, employee turnover, 

and improved job performance are all results of high employee satisfaction. 

Higher skills and better performance will increase the level of employee 

satisfaction [138]. In order to improve performance and, consequently, personal 

satisfaction, it is necessary to be aware of how cybersecurity appliances work 

and to have extensive knowledge to perform one's job with less pressure and 

risk of an accident.  

 

Organizational:  

- Training. Standards, such as NIST [60] and academic researchers [145], [146], 

highlight the necessity of training as a way to increase knowledge for more 

efficient cybersecurity. Consequently, many approaches exist to increase 

security knowledge and awareness [147], [148]. Specifically, a recent Microsoft 

report recognizes that humans are often considered the weakest link in security 

but “with the training and education they can also be the first line of defense” [149]. 
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- Cyber Hygiene (CH). Cyber hygiene is a relatively recent concept that 

emphasizes the importance of social and human factors in reducing 

vulnerabilities and the danger of attacks and breaches. It encompasses a set of 

practices that organizations and individuals regularly perform to maintain the 

health and security of users, devices, networks, and data. Understanding and 

using good cyber hygiene practices requires user training and awareness [150].  

 

Work:  

- Information sharing. Sharing of success stories that can be beneficial in deriving 

lessons for improving resilience [117].  

- Cyber drill. The cyber drill is a training process that simulates a cyber attack on 

employees whose work is related to cyber incident response [151].  

 

Barriers to cybersecurity:  

Individual:  

- Lack of knowledge sharing. When people's motivation, fear, and trust are 

compromised they are prevented from sharing knowledge [152]. Organizations 

should reward, motivate, and encourage employees to guarantee that 

knowledge transfer takes place. Regarding technical aspects, limitations such 

as lack of knowledge about the usability of platforms, training on their use, 

excessive information, and poor understanding of social media emerge. 

- Overtrust in cybersecurity devices. Employees frequently lack a basic 

knowledge of how cybersecurity equipment operates. This causes them to 

overtrust them, and while they are confident in their capacity to safeguard 

servers, they do not gain the knowledge required to comprehend their usage. 

[136]. 

 

Organizational:  

- Absence of a security-oriented organization. Developing a security-oriented 

organization is fundamental. Employees will deliberately expand their 

understanding of the value of information security and their concern for it in 

this security-conscious culture, realizing that this is a component of everyone's 

employment, not just those with roles and responsibilities related to 

information technology [153].  

- Lack of management skills. among management skills, related to cybersecurity 

it is worth mentioning:  

o Risk management  

o Identity and access management;  

o Asset, change, and configuration management;  

o System administration;  
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o Workforce management;  

o Cyber-security program management;  

o Supply chain and external dependencies management;  

o Evaluation of policies effectiveness;  

o Project planning; [154] 

If one of these aspects is not managed properly, not negligible cyber issues can 

arise. 

 

Work:  

- Lack of time. According to the European Union Agency for Cybersecurity [155], 

manufacturers and other organizations using a wide range of Internet of Things 

applications often do not have time to train staff adequately causing poor 

cybersecurity knowledge and exposing organizations to potential risks.  

- Absence of cognitive anchoring. Without a cognitive anchor, the context and 

relationships in which individuals operate generate beliefs that guide their 

behaviors. This background limits the ability to respond and relies on beliefs 

and presumed knowledge as the mode of response. [139].  

- Lack of Operator learning. Employee learning focuses on the process of 

individual skill acquisition. Human capital represents the value of the skills of 

all employees as a result of the information and skills that employees in the 

organization have learned [156]. Such capital is a crucial asset [157]. In 

cybersecurity, increasing staff knowledge can prevent cyber attacks involving 

unskilled employees by generating a security network with those who are more 

prepared [144].  

 

Table 5 - Human Factor: Knowledge 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Knowledge 

 
Individual 

Motivation 

 
Employee satisfaction 

Lack of knowledge sharing 
  
Overtrust in cybersecurity 

devices  

Organizational 

Training  

 
Cyber hygiene 

Absence of a security-

oriented organization 

 
Lack of management skills 

Work 

Information sharing 

 

Cyber drill 

Lack of time  

 

Absence of a cognitive 

anchoring  

 
Lack of operator learning  
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4. Distraction: 

Distraction prevents individuals from concentrating. Such distractions have 

cognitive interference consequences beyond the scope of assigned tasks. 

Distractions impair our ability to process a message and thus we use heuristics to 

simplify information. Therefore, perturbations in our cognitive processes impact 

not only our ability to make decisions but also the ease with which we are 

persuaded by new information [158].  

 

Drivers to cybersecurity:  

As can be guessed from the definition, distraction is a negative human factor with 

which no cybersecurity benefit is associated; for that reason, it cannot be 

considered a driver at any level (individual, organizational, and work).  

 

Barriers to cybersecurity:  

Individual:  

- Personal characteristics. Studies have shown that personal characteristics such 

as the ability to maintain concentration, personal fatigue, and unique 

personality traits like being conscientious or nervous could affect operators’ 

perception of distractions at the workspace and their stress levels [159].  

- Overtrust in cybersecurity devices. Employees, often do not have a broad 

understanding of how appliances devoted to cybersecurity work. This leads 

them to overtrust them and become distracted, confident that the devices can 

form an effective line of defense autonomously, without their supervision 

[136].  

 

Organizational:  

- Presence of Internet ads. It seems reasonable to predict that when ads are 

present during an online task, people very well may be more likely to rely on 

stereotypical knowledge to complete the task than if such ads are not present. 

The intrusion of Internet ads represents a cognitive distraction and consumes a 

portion of the resources available to devote to other cognitive tasks [158]. 

 

Work:  

- High workload. When the worker experiences mental stress conditions or a 

high workload, he or she is more prone to human errors generated by 

distraction [116].  

- Working from home. The risk of a remote worker accidentally introducing 

malware links into the company's computer network increases due to the 

increased distractions that are reported to have with home-based work and the 

reduced amount of technical protections [159].  
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- Workspace conditions. The temperature, noise level, size of the workspace, the 

adjustability of the furniture, the colors on the walls, and the cleanliness of the 

workspace could all potentially cause workspace distractions [159].  

 
Table 6 - Human Factor: Distraction 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Distraction 

Individual 

  Personal characteristics  

 
Overtrust in cybersecurity  

Organizational   Presence of Internet ads  

Work 

  High workload  
  
Working from home 
  
Workspace conditions  

 

5. Teamwork: 

Teamwork is the activity of working in groups with other people. Several studies 

have highlighted how teamwork can grow organizations' skills. Even in the cyber 

domain, effective cybersecurity teams can be formed. Such teams are composed of 

experts specific to their domain, and through cooperative work, expertise is shared 

to achieve shared goals. [160].  

  

Drivers to cybersecurity:  

Individual:  

- Confidence. Confidence is a very useful soft skill in the cybersecurity context. 

It leads to better work outcomes and improved and fair interaction among 

colleagues. The way to increase it is to create flexible learning environments 

that allow for greater cooperation among colleagues and greater interactivity 

[154]. Trust is a key point in cybersecurity training because, as mentioned 

earlier, it helps people relate to and help each other against cyber attacks.  

- Motivation. Two of the most important elements in the effectiveness of 

cybersecurity are user engagement and motivation. An employee who is 

committed and motivated is more inclined to team up with his colleagues 

leading to better overall performance [140], [141], [154]. 

 

Organizational:  

- Promotes the feeling of belonging to a group. A sense of belonging to a group 

and organization increases awareness and contributes significantly to learning, 

efficient knowledge management, and problem-solving. This feeling, in the 
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context of cybersecurity, is critically important for support in the phases pre, 

post, and during an attack [121].  

- Cultivate organizational & team leadership skills. Successful teamwork 

requires cultivating an organizational culture that promotes leadership skills 

and peers coaching practices. Circumstances characterized by trained mentors 

and coaches generate more ideas and critical thinking. The ability also to be 

able to discuss as a team enhances a sense of responsibility and loyalty [161].  

- Strengthening people and building employee engagement: Employee 

engagement is defined as a feeling of pride in belonging to the organization, a 

willingness to put up effort to ensure its success, and a sense of self-

identification. The main factor influencing employee engagement is a sense of 

being valued and involved, which includes aspects like participation in 

decision-making, the degree to which employees feel free to express their 

opinions, the opportunities to advance in their careers, and the degree to which 

the company cares about the health and well-being of its workers [127]. In the 

context of cybersecurity, a strong sense of corporate ownership is linked to an 

increase in proactive ability to handle a cyber incident and an increase in 

loyalty and awareness toward risks. 

 

Work:  

- Show respect for the other person: All other aspects of managerial behavior 

were shown to be subordinate to respect. According to social psychologists, 

having respect for others is essential for both groups' functioning and people's 

well-being. It is proven that improving generalized respect relies on teamwork 

[162].  

- Enhance team communication for overall results: Team communication and 

cooperation can be greatly improved by implementing direct and indirect 

communication channels within virtual workplaces. To establish shared 

thinking, shared planning, and shared understanding, a huge amount of 

collaborative work is necessary. Since communication is a crucial component 

of developing a collaborative culture, it has emerged as one of the ongoing 

problems that team members must overcome in order to complete any project 

successfully [163].  

- Strong feedback system: Companies should implement a performance 

management system that keeps supervisors and staff members accountable for 

the level of involvement they have demonstrated. Employee engagement levels 

can be regularly surveyed to identify motivating factors. Results should 

prompt managers to create clear, measurable, accountable, and time-bound 

action plans [127]. By making the employee accountable for his or her 

performance will be encouraged to actively participate by being a team player.  
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Barriers to cybersecurity:  

Individual:  

- Interpersonal conflict: Interpersonal conflict refers to the representation of 

incompatibility, disagreement, or difference between two or more interacting 

individuals [129]. Conflict is inevitable. It is negative when it leads to violence, 

undermines the communication relationship between the parties involved in 

the conflict, stimulates people to become uncooperative, or prevents the parties 

from addressing real issues or problems [130].  

- Lack of soft skills: There are four basic areas of competencies and skills that are 

needed by cybersecurity personnel: technical skills, non-technical (soft skills), 

implementation skills, and managerial skills [154]. Soft skills related to the 

capacity to interact effectively and harmoniously with other people are 

essential. If there is a high lack of soft skills, people in a company will tend not 

to collaborate bringing poor work results. In the cyber context, when people do 

not collaborate and there is a tense cyber-related risks increase. 

 

Organizational:  

- Management based on one-way communication: Managers should encourage 

dialogue. The workforce should feel engaged and clear and consistent 

communication established. A friendly environment will increase a sense of 

belonging and engagement in teamwork [127].  

- Absence of a security-oriented organization: In teamwork, everyone must 

recognize their role and contribute to corporate cybersecurity [153].  

 

Work:  

- Poor performance of team members: According to the literature, teams are 

more likely to provide training to a member who consistently performs poorly 

when it is believed that he or she lacks the required skills (e.g. cyber security 

skills). Members are more likely to try to motivate or reject the underperformer 

in circumstances where they believe the person just lacks motivation. It is 

important in teamwork management to evaluate performance and invest in the 

most critical areas [164].  

- Poorly managed team conflict: Disagreements among team members are 

common and predictable. Healthy teams discuss opposing issues and 

viewpoints because doing so makes their decisions stronger and more 

grounded. Discussion should be facilitated by the team leader or another team 

member. One constructive method of dialogue is to stipulate a behavioral 

agreement. One should avoid situations in which one of the employees feels a 

sense of revenge that can lead to outward leaks of information, eventually 

causing a data breach [165].  
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Table 7 - Human Factor: Teamwork 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Teamwork 

Individual 
Confidence 
 

Motivation  

Interpersonal conflict  
 

Lack of soft skills  

Organizational 

Promotes the feeling of 

belonging to a group 

 
Cultivate organizational 

& team leadership skills 

 
Strengthening people and 

building employee 

engagement 

 Management based on one-

way communications 

 
Absence of a security-

oriented organization  

Work 

Show respect for the other 

person 
  
Enhance team 

communication for 

overall results 

 
Strong feedback system 

Poor performance of team 

members 
  
Poorly managed team 

conflict 

 

6.  Fatigue: 

Fatigue results from mental or physical effort or illness. One type of occupational 

disengagement peculiar to cybersecurity is called cybersecurity fatigue. 

Overexposure to cybersecurity instructions such as training or actions required by 

cybersecurity procedures and practices can lead to fatigue and aversion to the topic 

(e.g., forced updating of passwords). Interestingly, there are also two different 

types of cybersecurity fatigue: attitudinal fatigue (such as the belief that 

cybersecurity is not important) and cognitive fatigue (e.g., the habit of 

misbehavior) [128].  

 

Drivers to cybersecurity:  

Fatigue is a negative human feeling and factor with which no cybersecurity benefit 

is associated; for that reason, it cannot be considered a driver at any level 

(individual, organizational, and work).  

 

Barriers to cybersecurity:  

Individual:  

- Personal characteristics. Fatigue is a complex biological phenomenon that is 

caused by several factors including personal characteristics and habits such as 

time awake, time of day, health, and off-duty lifestyle [159].   
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- Cognitive-type fatigue. The maximum amount of cognitive resources that a 

person can commit to security issues. In this case, for example, employee 

behavior could deteriorate as a result of prior effort [128].  

- Attitudinal-type fatigue. It matters how the employee feels about cyber 

security. According to the literature, there are three main reasons why people 

have a bad attitude toward cyber security: they don't grasp the costs and 

advantages, they react, or they lack moral conviction [128].  

- Tiredness. For example, an employee who is tired of being told what to do may 

feel exhausted and stressed due to the extreme pressure and the over-

supervision within the workplace. In this sense, their fatigue is advice-related 

[128].  

 

Organizational:  

- Poor work planning. Work planning is useful in developing a strategy to 

protect an organization's system. The planning approach should include 

activities such as: assessing cybersecurity risk; identifying important business 

objectives and IT resources needed to achieve them and implementing effective 

communication channels. If work planning is deficient, employees would 

experience fatigue due to, for example, excessively long shifts, which could 

result in unintentional errors or misbehavior [132].  

- Reactance. Tired employees rely on illogical decision-making processes. 

Reactivity is an example of this. This term is meant in this circumstance a 

negative emotional reaction caused by a sense of threat or loss of freedom on 

their decisions. There is a desire to recover a sense of independence, often in 

challenging authority. This is the case, for instance, with intentional 

disobedience when one feels that security regulations limit their freedom. For 

this reason, some researchers believe that behavioral guidelines and stricter 

controls at work can have the opposite effect and encourage negative employee 

behavior. Reactivity is considered a form of attitude-based fatigue, as it results 

in defiance following overly restrictive recommendations made at work [128].  

 

Work:  

- High workload. Fatigue is caused by several factors including a high workload 

[166].  

- Technostress. Techno-overloaded employees feel that technology is adding 

workload rather than making it lighter generating a sense of fatigue and 

cybersickness. In addition, technology is often perceived as complex and 

constantly evolving generating in the workforce a sense of fatigue related to the 

perception that they will never keep up with it [128]. 
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Table 8 - Human Factor: Fatigue 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Fatigue 

Individual 

 
Personal characteristics 

  
Cognitive-type fatigue 

 
Attitudinal-type fatigue 

 
Tiredness 

Organizational 
  Poor work planning 

 

Reactance  

Work 

  High workload 

 
Technostress  

 

7. Resources: 

Resources are the assets necessary to produce a product or deliver a service. In the 

context of cybersecurity, the business architecture of a company comprises a 

combination of people, processes, and technology [118]: 

- People: human resources must be in adequate numbers, and they need to 

understand and respect basic data security principles, such as choosing 

complex passwords, being wary of attachments in emails, and backing up data.  

- Processes: companies should have a defined procedure to handle both 

attempted and successful cyber-attacks.  

- Technologies: technologies are essential to provide companies and individuals 

with the cybersecurity appliances they need to protect themselves from cyber-

attacks. Three main entities must be protected: endpoint devices such as 

computers, smart devices, and routers; and networks and the cloud. Common 

technology used to protect these entities includes next-generation firewalls, 

DNS filtering, malware protection, antivirus software, and email security 

solutions. 

 

Drivers to cybersecurity:  

Organizational:  

- Automation and intelligent tools. They can fill shortfalls in knowledge and 

resources. Automation can help in reducing human error which brings to cyber 

incidents [117].  

- Adoption of frameworks. International organizations, academic institutions, 

corporations, and governments have been actively working to develop 

cybersecurity frameworks in order to provide a tool for organizations to 

efficiently lead and manage their resources by taking a strategic approach to 
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efficient cybersecurity assurance. In reality, companies may use cybersecurity 

frameworks to develop recommendations for the successful application of 

cybersecurity standards, allowing them to be better prepared to identify, 

detect, and respond to cyberattacks [167].  

 

Work:  

- Ensure that employees have everything they need to do their jobs. Managers 

are responsible for ensuring that staff members have access to all necessary 

information, financial, and material resources to perform their jobs [127]. An 

optimal work environment is positively correlated to a reduction of exposition 

to cyber attacks.  

- Total Productive Maintenance (TPM). Maintenance is the primary duty of 

keeping a system working and preventing failure. It is a concept that is 

commonly associated with manufacturing production systems, but because of 

the increasing trend of adopting smart features in manufacturing systems to 

improve productivity, quality, and profit, the interconnectivity at the 

production level makes them vulnerable to cyber threats. TPM aims for 0% 

breakdown, slowdowns, and flaws, as well as to make the production 

environment safe and in perfect condition. However, cybersecurity threats may 

directly disrupt these goals by causing system failure, slowdowns, and quality 

issues, hence TPM in a cybersecurity context involves the maintenance of all 

computer systems and resources required to maintain an effective defense 

against cyber-attacks [168].  

 

Barriers to cybersecurity:  

Organizational:  

- Automation and intelligent tools. Although as mentioned above, automation 

helps to reduce human error, excessive automation can lead to an increase in 

cyber threats [169]. According to "Cybersecurity, Differently," each member of 

the broader socio-technical system should be considered as an equal partner 

rather than just a substitute, rather than excluding humans from the system. 

The use of each partner's strengths is promoted to foster a sense of "teamwork" 

or synergy. Misunderstandings, security flaws, or "automation surprises" [170] 

among participants in an interaction can result from using automation in a way 

that excludes humans from the system [117].  

- Lack of financial capacity. Investing in cybersecurity is expensive. The 

organization could adopt a low-cost approach due to its limited budget. It has 

been noticed that there is no objection against investing in cybersecurity, while 

financial responsibilities prevented from doing so. A lack of financial capacity 
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can prevent an organization from having all the resources it needs for efficient 

cybersecurity [171].  

- Poor work planning. An effective approach to safeguard an organization's 

system can be developed with the use of work planning. A cybersecurity risk 

assessment should be the first step in the planning process. This assessment 

should identify for instance critical IT resources. The organization could not 

have the necessary resources to accomplish its objectives if there is poor work 

planning [132].  

- Lack of management skills. People are the main resource for organizations. A 

shortage of skills leads to a reduction in those resources. Therefore, an 

investment must be made in programs that incentivize the enhancement of 

managerial and technical skills [154]. 

 

Table 9 - Human Factor: Resources 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Resources 

Individual 
  
  

  

Organizational 

Automation and 

intelligent tools 

 

Adoption of frameworks 

Automation and intelligent 

tools  
 

Lack of financial capacity  

 
Poor work planning  

 
Lack of management skills 

Work 

Ensure that employees 

have everything they 

need to do their jobs 

 
Total Productive 

Maintenance 

 
  
  

 

8. Pressure: 

Pressure is the psychological stress associated with expectations to perform well 

in a situation. Some pressure can actually be good for performance, research shows 

that an optimal amount of pressure can make you perform better. But too much 

pressure can lead to worsening performance and even freezing or choking [164], 

[172], [173].  

 

Drivers to cybersecurity:  

Individual:  
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- Challenge demands. Challenge demands are defined as high-pressure work-

related demands or circumstances that, although potentially stressful, are 

related to good outcomes and potential gains for individuals [164], [172].  

 

Barriers to cybersecurity:  

Individual:  

- Personal characteristic. Some people work well under pressure. However, for 

many others, this situation resulting from deadlines and difficult tasks can be 

critical. The ability to work under pressure and stress can be improved, but an 

individual's ability to handle it depends mainly on personal characteristics, 

past experiences, and personality [154], [173] 

- Tiredness. A sense of tiredness can be associated with those situations in which 

the worker is constantly under pressure and feels excessive supervision and 

regulation upon himself/herself [128].  

- Poor work planning. As anticipated in the previous paragraphs, if there is poor 

work planning, employees could experience a lot of pressure and stress due to, 

for example, a complicated task that doesn’t match their abilities or an unfair 

and unbalanced distribution of the workload [132].  

- Complexity of the norms. Pressure and stress can result from the complexity of 

regulations. Security policies and procedures are often complex. The technical 

language and amount of information can be difficult to understand, requiring 

employees to spend time and effort to learn them [174].  

 

Work:  

- Work pressure. Work pressure refers to pressure resulting from high 

workloads, or work demands from the organization that does not meet the 

employee's abilities [154].  

- Time pressure. Time pressure refers to “objective or subjective perceived limitation 

of the available time needed to consider information or to take a decision” [175]. Time 

pressure can be objective, since we may have time constraints resulting from 

explicit deadlines. It can be subjective in cases where we feel pressured by 

requests for tasks to be done with urgency and need to process many tasks and 

information [176][177]. Users in these situations perceive a lack of their 

effectiveness in meeting IT security requirements. For example, developers 

perceive limited time as an obstacle to their ability to code securely [154].  
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Table 10 - Human Factor: Pressure 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Pressure 

Individual 
Challenge Demands  Personal characteristics 

 

Tiredness  

Organizational 

  Poor work planning 

 
Complexity of the norms 

Work 
  Work Pressure 

  
Time Pressure  

 

9. Assertiveness: 

Assertiveness is the ability to express one's viewpoint, opinions, ideas, or rights 

without undermining those of others. It is essential in communication between 

employees and the employer. A deficiency in this skill can impair employees' job 

performance. Assertiveness is a fundamental behavior for creating and 

maintaining positive relationships at work and facilitating team functioning and 

decision-making in critical situations. 

 

Drivers to cybersecurity:  

Individual:  

- Personal characteristics. In a study conducted by [178], it was found that people 

who scored high on assertiveness were likely to be more determined, 

competitive, energetic, and work with greater drive and purpose. 

Assertiveness was found to be significantly related to work engagement [178]. 

This may explain why cybersecurity professionals scored higher than regular 

IT employees. Their tasks have a greater impact on the organization and people 

by ensuring their security and indirectly their safety. They are also required to 

keep up to date with new technologies which lead to greater motivation. 

 

Organizational:  

- Promotes the feeling of belonging to a group. Assertiveness allows the 

employee to ask questions, express displeasure, and contribute ideas, which 

gives a sense of belonging [179]. If the employee has a sense of being part of a 

group, he or she will be able to express his or her emotions and assert his or her 

thoughts without prevaricating those of others, contributing to better work 

performance.  

 

Barriers to cybersecurity:  

Individual:  
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- Fear. Fear is an individual barrier to assertiveness in the context 

of cybersecurity. “Fear” to communicate a mistake to one of our superiors for 

the negative consequences, or to communicate with one of our colleagues 

because we have “fear” of their judgment [117]. If an employee is afraid, he will 

be more reluctant to assert his thoughts, and this will lead to ineffective 

collaboration.  

 

Work:  

- Lack of initiative. People with low assertiveness tend to let others control the 

group, showing a lack of initiative [180]. In the context of cybersecurity, a lack 

of initiative can result in the inability to take responsibility or make an 

important decision to resolve a cyber attack. 

 

Table 11 - Human Factor: Assertiveness 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Assertiveness 

Individual Personal characteristics Fear 

Organizational 
Promotes the feeling of 

belonging to a group  

  

Work   Lack of initiative  

 

10. Stress: 

Stress is defined as a condition that causes a psychophysiological response in an 

individual that deviates from a state of equilibrium [181]. In the cybersecurity 

context, stress elements can have various sources, such as management efforts, 

task and role assignments, interpersonal conflicts, and procedures and rules. 

 

Drivers to cybersecurity:  

Individual:  

- Challenge demands. As in the case mentioned for pressure, challenge demands 

are defined as high-pressure work-related demands or circumstances that, 

although potentially stressful, are related to good outcomes and potential gains 

for individuals [164], [172].  

 

Barriers to cybersecurity:  

Individual:  

- Personal characteristics. While for some people working under pressure and 

stress could result in better performance for others the high stress coming from, 

deadlines and difficult tasks can create extreme discomfort. The ability to work 

under pressure and stress can be improved but our ability to handle it mainly 

on personal characteristics, past experiences, and personality [154], [173].  
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- Tiredness. A sense of fatigue may be associated with stressful situations in 

which the worker feels high responsibilities and a large amount of work on him 

or her [128].  

- Interpersonal conflict. As mentioned earlier, interpersonal conflict refers to the 

representation of incompatibility, disagreement, or difference between two or 

more interacting individuals [129]. In the presence of interpersonal conflict, the 

employee tends to experience stress in the workplace [130].  

 

Organizational:  

- Poor work planning. As anticipated in the previous paragraphs, poor planning 

generates in employees an increase in stress related to a lack of detailed 

information, clear work schedules, and division of tasks [132].  

- The complexity of the norms. Pressure and stress could result from the 

complexity of the norms. In addition, cyber security issues tend to cause a lot 

of stress as the worker perceives how a misunderstanding of procedures or 

rules can cause a major incident for the organization [174].  

- Lack of resources. According to researchers, stress could result from the 

shortage of resources. Organizational leaders need to ensure an adequate 

balance between the workplace environment and the employee [182], [183].  

 

Work:  

- Work pressure. Work pressure refers to pressure resulting from high 

workloads and is strongly correlated with increased stress. [175].  

- Time pressure. As in the previous case, the time pressure discussed above also 

appears to be correlated with increased stress in workers [154].  

- Technostress.: New or unclear technology might cause employee anxiety and a 

bad attitude toward the technology. [184] refers to these technologically based 

pressures as "technostress". According to [174], the three elements that 

contribute to technological stress and are essential to cyber security are 

overload, complexity, and ambiguity of technology.  

  



95 
 

Table 12 - Human Factor: Stress 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Stress 

Individual 

Challenge Demands Personal characteristics. 
  
Tiredness 
  
Interpersonal conflict 

Organizational 

  Poor work planning. 
 

Complexity of the norms 

 
Lack of resources 

Work 

  Work Pressure 
  
Time Pressure  

 

Technostress 

 

11. Awareness: 

Awareness is the “knowledge that something exists, or understanding of a situation or 

subject at the present time based on information or experience”[185]. In the context of 

cybersecurity, it can be defined as a learning process that lays the foundation for 

training, changing individual and organizational attitudes to realize the 

importance of security and the negative consequences in the event of an incident. 

Many studies state how this is achieved only through training and not only 

through awareness-raising. In awareness-raising activities, the learner is the 

recipient of the information, whereas in a training environment he or she takes a 

more active role [60].  

 

Drivers to cybersecurity:  

Individual:  

- Success stories. Publishing success stories and praising employees who detect 

attacks are all useful practices to alert other employees to improve 

cybersecurity [60]. This practice raises awareness among employees, increasing 

the ability to identify attacks.  

- Motivation. Education and training enhance user engagement and motivation. 

An employee who is committed and motivated is more inclined to increase his 

or her knowledge and awareness [140], [141], [154].  

 

Organizational:  

- Awareness campaigns. Awareness campaigns are critical to improving 

cybersecurity. When these are done carelessly or performed in a repetitive and 



96 
 

monotonous manner, the opposite effect is achieved. Employees will come 

across as disinterested in cybersecurity practices. When instead organized and 

attractive, they contribute to efficient cybersecurity by making people in the 

organization aware of the risks involved [103].   

- Training. The topic of training related to increasing awareness of cyber risks is 

highly stressed in the literature. Workers if properly trained can be the primary 

driver for more effective cyber security [113], [151]. Interesting are the studies 

that emphasize the importance of innovative approaches (e.g., Virtual Reality, 

gaming, chatbots) to training that are found to be more effective in increasing 

cyber security awareness [186]–[188].  

- Cyber Hygiene (CH). Cyber Hygiene practices introduced before collaborate to 

increase organizational cybersecurity culture and user awareness. [150].  

 

Work:  

- Cyberdrill. This is a training process that simulates a cyber-attack on employees 

or people whose work is related to cyber-incident response with the goal to 

improve skills and raise awareness [151]. 

-  Strong Feedback system. A structured and effective feedback system helps 

increase employee awareness. They will feel supported and followed in an 

ongoing training process [127]. 

 

Barriers to cybersecurity:  

Individual:  

- Cognitive-type fatigue. The maximum amount of cognitive resources that a 

person can commit to security issues. In this case, for example, employee 

behavior could deteriorate as a result of prior inefficient awareness campaigns 

[128].  

- Tiredness. For example, an employee who is tired of participating in an 

awareness campaign or training may feel exhausted and stressed due to the 

extreme pressure and the over-supervision within the workplace [128].  

- Attitude toward risk. A person with a higher risk propensity might be less 

afraid of the consequences of a cyber-attack and consequently not perceive the 

severity of not being aware of cybersecurity issues [147].  

- Overtrust in cybersecurity devices. Overtrust is a barrier to cybersecurity 

awareness. Employees do not always have a clear understanding of how 

cybersecurity systems work. This leads them to be overconfident and unaware 

of the risks [136].  

 

Organizational:  
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- Lack of investment. According to the Security Awareness Report by SANS of 

2022 [189], most organizations does not invest enough in training and 

awareness campaign.  

- Lack of staff. According to [189], most organizations don’t have enough staff 

dedicated to awareness programs. This problem affects not only small 

companies but also larger companies where most of the resources responsible 

for awareness programs, are also employed in other tasks and areas not 

devoting full concentration to these campaigns.  

- Absence of a security-oriented organization. An organization that does not 

invest in security causes employees to become disinterested in the issue and 

unconcerned about it. This does not allow employees to generate cybersecurity 

awareness [153].  

 

Work:  

- Lack of time. According to [189], both campaign managers and employees 

devote a very low percentage of their work to training because they are busy 

with other tasks. 

 

Table 13 - Human Factor: Awareness 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Awareness 

 
Individual 

Success stories 
  
Motivation  

Cognitive- type of fatigue 
 

Tiredness 
  
Attitude toward risk 
 

Overtrust in cybersecurity 

devices  

Organizational 

Awareness campaigns  

 
Training  

 
Cyber Hygiene 

Lack of investments 

 
Lack of staff 

  
Absence of a security-

oriented organization 

Work 

Cyberdrill 

 
Strong feedback system 

Lack of time 

 

12. Norms: 

Among the most widely accepted definition of norms is the one given by [149] 

which define norms as “collective expectation for the proper behavior of actors with a 

given identity.” The development of norms requires a shared belief about proper 

behavior for actors in a community (e.g. organization).  
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Drivers to cybersecurity:  

Individual:  

- Motivation. An employee who is committed and motivated is more inclined to 

follow good cybersecurity behavior and to follow desirable security norms 

[140], [141], [154].  

- Employee satisfaction. An employee who is satisfied with his position and his 

job is more inclined to stay loyal to the company and to be strict in following 

the organization’s security policies [144].  

 

Organizational:  

- Awareness campaigns. Cyber awareness campaigns help the organization 

convey to employees not only an awareness of risks but also the rationale 

behind imposed rules, procedures, and practices [190]. 

-  Training. Training campaigns are critical to successfully passing concepts 

related to cybersecurity norms. The topic turns out to be complex and tedious, 

it is necessary to invest in innovative training that manages to reach employees 

with different backgrounds. 

 

Barriers to cybersecurity:  

Individual:  

- Cognitive-type fatigue. Workers may experience a type of cognitive fatigue 

related to a large number of norms to remember and comply with [128].  

- Attitude toward risk. A person with a higher risk propensity might have less 

fear of the consequences related to noncompliance with organizational norms 

[147].  

 

Organizational:  

- Complexity of the norms. The complex and technical language of standards can 

be very difficult to understand and requires employees' time and effort 

Absence of a security-oriented organization: The absence of a corporate 

cybersecurity culture leads the organization to underestimate cybersecurity 

norms, policies, and procedures [153].  
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Table 14 - Human Factor: Norms 

Human Factors PIFs Drivers to cybersecurity Barriers to cybersecurity 

Norms 

 
Individual 

Motivation 
 

Employee satisfaction  

Cognitive-type fatigue 

 

Attitude toward risk 

Organizational 

Awareness Campaigns  

 

Training   

Complexity of the norms  

Work 

  
  
  

  
  

 

4.4. NIST & Human Factors 

In this section, the research will now focus on the third question mentioned above: 

which role do the defined human factors play in the functions and categories of the NIST 

framework? The research will investigate the role of Dupont’s human factor concerning 

the functions and categories of the NIST framework [60]. For a detailed explanation of 

the NIST framework, the reader is invited to refer to section 2.4.2. 

The NIST framework intends to equip organizations and enterprises with optimal risk 

management practices that may be adopted to increase critical infrastructure security 

and resilience. The National Institute of Standards and Technology (NIST) considers 

risk management as an iterative process of risk identification, risk assessment, and 

risk reduction. 

While the NIST framework gives a nicely ordered account of enterprises' and 

organizations' cybersecurity activities, it fails to convey the idea that humans are part 

of the system and inherent risk. To move beyond the current risk framework 

promulgated by NIST, the risk assessment needs to be more holistic and incorporate 

humans and related risk factors into a single model [94]. 

In particular, the framework fails to emphasize the idea that humans, whether users, 

defenders, or attackers, can introduce risks into the network. This is the case for 

untrained or aware users. Even defenders who are less skilled, or tired, or if they are 

within threats can introduce risk. Furthermore, the framework lacks the vision in 

which humans can also mitigate risk in a cyber resilience perspective. 

Defenders can put in place basic protections and then monitor intrusions on the 

system to see whether protections have been violated and what needs to be done to 

counteract malware and fix system damage. Users can mitigate risk by being aware of 

spam and phishing efforts and ensuring that their own system resources are suitably 

secured. As a result, human-dependent parameters must be incorporated into a 

comprehensive assessment of cybersecurity threats. 
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Our conceptual solution proposes to take the NIST framework as a basis and include 

in it the human dimension by integrating HF and cybersecurity situations that have 

emerged in the literature.  

Two representations are provided below. A first representation that is more extensive 

involves the inclusion of an additional "human factors" column to the already 

extensive basic framework. The human factors reported in the column are those found 

to be most related in terms of their possible impact on that particular NIST category. 

The second representation (Figure 13) shows a summary of the factors involved in the 

risk assessment pathway proposed by NIST. 

Starting from left to right, first, the NIST function (e.g., IDENTIFY) is defined by the 

underlying which is the main strategic objective. Next, it is mentioned the category, 

indicating the area of expertise to which the framework is referring (e.g., Asset 

Management (ID.AM)). Finally, before detailing the information into subcategories 

and informative references, containing both strategic and technical best practices, this 

research new framework incorporates a Human Factors column. This column helps 

identify which are the possible human factors that could negatively affect the 

Category and stress the importance to consider best practices related to them to reach 

the category objective.  

For example, in the IDENTIFY function, aspects useful for managing cybersecurity 

risk to systems, people, assets, data, and capabilities are analyzed. Its first category 

Asset Management stresses the importance of data, personnel, devices, systems, and 

facilities that enable the organization to achieve business purposes. In this situation, it 

is recommended that the organization inventory all devices, assign roles and 

responsibilities, and map organizational communication and data flows. However, 

the new column draws attention to practices that are useful in achieving the ultimate 

objective. It points out, for example, how if there is no proper distribution of resources 

and training of skills (knowledge), employees might feel a sensation of Stress. They are 

supposed to deal with a complex scenario without having the necessary resources to 

perform a given task.  

 

1. IDENTIFY 

Develop an organizational understanding to manage cybersecurity risk to systems, 

people, assets, data, and capabilities.  

Asset Management (ID.AM):  

“The data, personnel, devices, systems, and facilities that enable the organization to achieve 

business purposes are identified and managed consistent with their relative importance to 

organizational objectives and the organization’s risk strategy.”  

  

Human Factors:  
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- Communication. Responsibilities within teams are assigned and official 

communication channels are established. To ensure optimal human asset 

management, establishing efficient internal communication is the key. 

Employees must feel part of a group and have the feeling that they can 

communicate with management without repercussions. In addition, 

clarification of roles and responsibilities is essential to avoid interpersonal 

conflicts and facilitate better work planning [121], [122].  

- Resources. Management ensures that employees have all the equipment (both 

human e technical) they need to perform their duties and that it is in perfect 

condition [127], [168].  In the context of cybersecurity, the business architecture 

of a company comprises a combination of people, processes, and technology 

[118]. The organization must adopt detailed planning of both the budget, to 

ensure that it has the adequate financial capacity to fund all assets, and of the 

work, to ensure that all resources are available in the right place at the right 

time.  

- Knowledge. If the organization does not know how to achieve its objectives, it 

is not possible to manage resources correctly. To best optimize assets, the 

organization must have a 360-degree understanding of both the resources at its 

disposal and the strategic goals it wants to achieve. This means being able to 

prioritize them based on their criticality and their business value (Al-Dawod et 

al.,2021).  

- Stress. If the employee does not have the proper materials available or the 

responsibilities within his or her team are unclear, he or she may experience 

stress. According to researchers, stress could result from the shortage of 

resources. Organizational leaders need to ensure an adequate balance between 

the workplace environment and the employee [182], [183], [191]. In the cyber 

environment where even with all the resources at hand it is difficult to make 

mistakes not having them or having them inadequate equates to a very high 

probability of errors for employees and this can be stressful.  

  

Business Environment (ID.BE):  

“The organization’s mission, objectives, stakeholders, and activities are understood and 

prioritized; this information is used to inform cybersecurity roles, responsibilities, and risk 

management decisions.” 

 

Human Factors:  

- Communication. Strategic and non-strategic goals of the organization are 

communicated promptly and roles and responsibilities are assigned. Creating 

a functional business environment, all starts with internal communication. The 

information must be shared quickly and correctly, and responsibilities and 
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roles clear and well-defined. Activities are communicated promptly and clearly 

to avoid poor work planning problems [122], [132].  

- Stress. If the responsibilities within his or her team are unclear or the assigned 

tasks do not meet the employee's skills, he or she may experience stress. During 

the assignment of the various tasks, the organization must consider the 

personal characteristics of the employees such as their personality and 

experience to ensure that everyone can work at their best. In fact, stress can 

arise from the conflict between two members or the unsized workload. In 

creating teams and assigning activities, management must ensure that team 

members are compatible, and that the activities meet the skills of the employees 

[122], [130], [159].  

- Fatigue. If roles and responsibilities are not clear or the work schedule is not 

properly balanced the employee may experience cybersecurity fatigue [128], 

[183].  

- Awareness. Organizations depend critically on top management's ability to 

create a business environment in which everyone is aware of cybersecurity 

issues. A good way is to organize awareness campaigns but to get employees 

to participate thoughtfully, organizations must create an environment in which 

the employee is motivated and stimulated to take care of his/her organization. 

The top management has a significant role in the influence of organizational 

culture and knowledge and thereby the risk awareness of a company, which in 

turn has an impact on their cybersecurity. It is the responsibility of the top 

management to delegate tasks that enhance risk awareness [140], [141], [154].  

- Knowledge. To achieve the goals it has set for itself the organization should 

have the knowledge to make the right decisions. From assigning optimal roles 

to selecting activities, nothing can be chosen correctly without knowledge of 

the environment in which one works. The most effective way to increase 

knowledge is through training, but it is essential to make it challenging and 

nonrepetitive to ensure the full attention and participation of those involved. 

Practically, having better knowledge, give improved relations with 

stakeholders and, thereby company survival as a result [60], [140], [141], [154].  

  

Governance (ID.GV):  

“The policies, procedures, and processes to manage and monitor the organization’s regulatory, 

legal, risk, environmental, and operational requirements are understood, and the management 

of cybersecurity risk is informed.” 

 

Human Factors:  
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- Norms. Corporate norms are communicated efficiently. While considering the 

importance of safety, they are easy to implement and do not require 

exaggerated effort in either understanding or implementation [127]. 

- Stress. If the norms are too complex the employee could experience 

technostress [128].  

- Fatigue. The employee may become cognitively fatigued if the norms are very 

complicated or repetitious [128].  

- Pressure. If the norms are too complex and difficult to implement, due to too 

much pressure the employee could make mistakes [174]. 

  

Risk Assessment (ID.RA):  

“The organization understands the cybersecurity risk to organizational operations (including 

mission, functions, image, or reputation), organizational assets, and individuals.” 

  

Human Factors:  

- Awareness. Everyone in the organization is aware of cyber risks related to work 

operations and attacks on personal devices. For instance, the organizational 

members need to be aware of digital activities, like downloading software or 

any kind of information disclosure to third parties. This is because it can reveal 

confidential information about the company. However, security awareness is a 

perpetual learning process that takes place on an organizational level, where 

all individuals in the organization are included and some possess certain duties 

to manage it. This results in a need for the management to comprehend and 

design strategies to handle and improve cybersecurity [192].  

- Complacency. If someone within the organization is unaware of cyber risks or 

lacks the knowledge to handle the devices at their disposal they may feel a 

sense of complacency, convinced that they have the situation under control. 

People's seeming complacency is mostly due to the lack of a significant and 

damaging cyber incident that has disrupted a critical service in their lifetime or 

to their overtrust in cybersecurity devices. Employees often do not have a broad 

understanding of how devices devoted to cybersecurity work. This leads them 

to overtrust them and to become distracted, confident that the devices can form 

an effective line of defense autonomously, without their supervision [94], [134].  

 

Risk Management Strategy (ID.RM):  

“The organization’s priorities, constraints, risk tolerances, and assumptions are established 

and used to support operational risk decisions.” 

  

Human Factors:  
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- Knowledge. to understand the cybersecurity risks and adopt the right Risk 

Management Strategy the organization, need to have a deep knowledge of the 

best cybersecurity practices. Asking an employee to manage the company's 

cybersecurity without possessing the knowledge and tools necessary to 

perform the task will result in poor-quality cybersecurity. Management needs 

to know the company's digital network, including how systems are integrated, 

the inflow and outflow of information, and frequently used digital pipes, and 

disseminate this knowledge. By doing so, it becomes easier to discover atypical 

activity and thus investigate and even identify potential hackers [192].  

- Stress. If the processes are too complex employees may experience significant 

stress as a result of a difficult assignment that is above their ability. Work 

planning can help a lot to develop a great strategy to protect the system of an 

organization. The planning approach ought, to begin with a cybersecurity risk 

assessment and then the organization needs to establish crucial IT resources, 

implement effective communication channels and identify prospective 

cyberattacks as well as how probable the attacks are to happen and what kind 

of business impact they could have. If there is poor work planning, employees 

could experience a lot of pressure and stress due to, for example, a complicated 

task that doesn’t match their abilities [132].  

  

Supply Chain Risk Management (ID.SC):  

“The organization’s priorities, constraints, risk tolerances, and assumptions are established 

and used to support risk decisions associated with managing supply chain risk. The 

organization has established and implemented the processes to identify, assess and manage 

supply chain risks.” 

  

Human Factors:  

- Norms. To establish a protected supply chain, pre-established standards 

should be adopted jointly with partners. A lack of accepted standards and 

guidelines is hindering the development of robust cyber defenses. [193], [194] 

argue that supply chain partners must be more transparent with each other on 

security and should combine security resources and know-how to deal with 

increasingly sophisticated cyber risks. [195] recommend that supply chain 

integration, by aligning systems and processes, will yield better returns 

through standardized ways of working, shared security objectives, and better 

general communication.  

- Awareness. Supply chain members should also be aware of their partner’s 

cyber risks to foster safer collaboration. The propagation of cyber consequences 

means companies cannot afford to focus only on their security systems and 

must also be aware of their partner’s security conditions [196]. Organizational 
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security system mitigates cyber-attack by securing physical assets, adhering to 

set guidelines, and by raising awareness among employees. Information 

sharing, collaborative risk management, and adaptability are found to be key 

strategies for supply chain security [166]. 

Table 15 - NIST function IDENTIFY & Human Factors 

Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID) 

Asset 

Management 

(ID.AM): The 

data, personnel, 

devices, 

systems, and 

facilities that 

enable the 

organization to 

achieve 

business 

purposes are 

identified and 

managed 

consistent with 

their relative 

importance to 

organizational 

objectives and 

the 

organization’s 

risk strategy.  

Communication: 

Responsibilities 

within teams are 

assigned and official 

communication 

channels are 

established  

  

Resources:  

Management 

ensures that 

employees have all 

the equipment (both 

human e technical) 

they need to 

perform their duties 

and that it is in 

perfect condition  

 

Knowledge:  

If the organization 

does not know how 

to achieve its 

objectives, it is not 

possible to manage 

resources correctly 

  

Stress: If the 

employee does not 

have the proper 

materials available 

or the 

responsibilities 

within his or her 

team are unclear, he 

or she may 

experience stress  

   

ID.AM-1: Physical devices and 

systems within the 

organization are inventoried  

CIS CSC 1 COBIT 5 

BAI09.01, BAI09.02  

ISA 62443-2-1:2009 4.2.3.4  

ISA 62443-3-3:2013 SR 7.8  

ISO/IEC 27001:2013 A.8.1.1, 

A.8.1.2 NIST SP 800-53 

Rev. 4 CM-8, PM-5  

ID.AM-2: Software platforms 

and applications within the 

organization are inventoried  

CIS CSC 2 COBIT 5 

BAI09.01, BAI09.02, 

BAI09.05 ISA 62443-2-

1:2009 4.2.3.4 ISA 62443-3-

3:2013 SR 7.8 ISO/IEC 

27001:2013 A.8.1.1, A.8.1.2, 

A.12.5.1 NIST SP 800-53 

Rev. 4 CM-8, PM-5  

ID.AM-3: Organizational 

communication and data flows 

are mapped  

CIS CSC 12 COBIT 5 

DSS05.02 ISA 62443-2-

1:2009 4.2.3.4 ISO/IEC 

27001:2013 A.13.2.1, 

A.13.2.2 NIST SP 800-53 

Rev. 4 AC-4, CA-3, CA-9, 

PL-8  

ID.AM-4: External information 

systems are catalogued  

CIS CSC 12 COBIT 5 

APO02.02, APO10.04, 

DSS01.02 ISO/IEC 

27001:2013 A.11.2.6 NIST 

SP 800-53 Rev. 4 AC-20, 

SA-9  

ID.AM-5: Resources (e.g., 

hardware, devices, data, time, 

personnel, and software) are 

prioritized based on their 

classification, criticality, and 

business value  

CIS CSC 13, 14 COBIT 5 

APO03.03, APO03.04, 

APO12.01, BAI04.02, 

BAI09.02 ISA 62443-2-

1:2009 4.2.3.6 ISO/IEC 

27001:2013 A.8.2.1 NIST SP 

800-53 Rev. 4 CP-2, RA-2, 

SA-14, SC-6  

ID.AM-6: Cybersecurity roles 

and responsibilities for the 

entire workforce and third-

party stakeholders are 

established  

ISA 62443-2-1:2009 4.3.2.3.3  

ISO/IEC 27001:2013 A.6.1.1  

NIST SP 800-53 Rev. 4 CP-

2, PS-7, PM-11  
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Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID) 

Business 

Environment 

(ID.BE): The 

organization’s 

mission, 

objectives, 

stakeholders, 

and activities 

are understood 

and prioritized; 

this information 

is used to 

inform 

cybersecurity 

roles, 

responsibilities, 

and risk 

management 

decisions.  

Communication: 

Strategic and non-

strategic goals of the 

organization are 

communicated 

promptly and roles 

and responsibilities 

are assigned 

 

Stress: 

If responsibilities 

within teams are 

unclear or the 

assigned tasks do 

not meet the 

employee's skills, he 

or she may 

experience stress.  

 

Fatigue:  

If roles and 

responsibilities are 

not clear or the work 

schedule is not 

balanced the 

employee may 

experience 

cybersecurity fatigue  

 

Awareness: 

Organizations 

depends critically on 

top management's 

ability to create a 

business 

environment in 

which everyone is 

aware of 

cybersecurity issues  

 

Knowledge:  

The organization 

should have the 

knowledge to make 

the right decisions.   

ID.BE-1: The organization’s 

role in the supply chain is 

identified and communicated  

COBIT 5 APO08.01, 

APO08.04, APO08.05, 

APO10.03, APO10.04, 

APO10.05  

ISO/IEC 27001:2013 

A.15.1.1, A.15.1.2, A.15.1.3, 

A.15.2.1, A.15.2.2  

NIST SP 800-53 Rev. 4 CP-

2, SA-12  

ID.BE-2: The organization’s 

place in critical infrastructure 

and its industry sector is 

identified and communicated  

COBIT 5 APO02.06, 

APO03.01  

ISO/IEC 27001:2013 Clause 

4.1  

NIST SP 800-53 Rev. 4 PM-

8  

ID.BE-3: Priorities for 

organizational mission, 

objectives, and activities are 

established and communicated  

COBIT 5 APO02.01, 

APO02.06, APO03.01  

ISA 62443-2-1:2009 4.2.2.1, 

4.2.3.6  

NIST SP 800-53 Rev. 4 PM-

11, SA-14  

ID.BE-4: Dependencies and 

critical functions for delivery 

of critical services are 

established  

COBIT 5 APO10.01, 

BAI04.02, BAI09.02  

ISO/IEC 27001:2013 

A.11.2.2, A.11.2.3, A.12.1.3 

NIST SP 800-53 Rev. 4 CP-8, 

PE-9, PE-11, PM-8, SA-14  

ID.BE-5: Resilience 

requirements to support 

delivery of critical services are 

established for all operating 

states (e.g. under 

duress/attack, during recovery, 

normal operations)  

COBIT 5 BAI03.02, 

DSS04.02  

ISO/IEC 27001:2013 

A.11.1.4, A.17.1.1, A.17.1.2, 

A.17.2.1  

NIST SP 800-53 Rev. 4 CP-

2, CP-11, SA-13, SA- 14  
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Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID) 

  

Governance 

(ID.GV): The 

policies, 

procedures, and 

processes to 

manage and 

monitor the 

organization’s 

regulatory, 

legal, risk, 

environmental, 

and operational 

requirements 

are understood 

and the  

management of 

cybersecurity 

risk is 

informed.  

  

Norms: Corporate 

norms are 

communicated 

efficiently. While 

considering the 

importance of safety, 

they are easy to 

implement and do 

not require 

exaggerated effort in 

either 

understanding or 

implementation  

 

Fatigue: The 

employee may 

become cognitively 

fatigued if the norms 

are very complicated 

or repetitious 

  

Pressure: If the 

norms are too 

complex and 

difficult to 

implement, due to 

too much pressure 

the employee could 

make mistakes  

  

Stress: If the norms 

are too complex the 

employee could 

experience 

technostress  

  

 

  

  

  

ID.GV-1: Organizational 

cybersecurity policy is 

established and 

communicated  

CIS CSC 19  

COBIT 5 APO01.03, 

APO13.01, EDM01.01, 

EDM01.02  

ISA 62443-2-1:2009 4.3.2.6  

ISO/IEC 27001:2013 A.5.1.1  

NIST SP 800-53 Rev. 4 -1 

controls from all security 

control families  

ID.GV-2: Cybersecurity roles 

and responsibilities are 

coordinated and aligned with 

internal roles and external 

partners  

CIS CSC 19  

COBIT 5 APO01.02, 

APO10.03, APO13.02, 

DSS05.04  

ISA 62443-2-1:2009 4.3.2.3.3  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.1, A.15.1.1  

NIST SP 800-53 Rev. 4 PS-

7, PM-1, PM-2  

ID.GV-3: Legal and regulatory 

requirements regarding 

cybersecurity, including 

privacy and civil liberties 

obligations, are understood 

and managed  

CIS CSC 19  

COBIT 5 BAI02.01, 

MEA03.01, MEA03.04  

ISA 62443-2-1:2009 4.4.3.7  

ISO/IEC 27001:2013 

A.18.1.1, A.18.1.2, A.18.1.3, 

A.18.1.4, A.18.1.5  

NIST SP 800-53 Rev. 4 -1 

controls from all security 

control families  

ID.GV-4: Governance and risk 

management processes address 

cybersecurity risks  

COBIT 5 EDM03.02, 

APO12.02, APO12.05, 

DSS04.02  

ISA 62443-2-1:2009 4.2.3.1, 

4.2.3.3, 4.2.3.8, 4.2.3.9, 

4.2.3.11, 4.3.2.4.3, 4.3.2.6.3  

ISO/IEC 27001:2013 Clause 

6  

NIST SP 800-53 Rev. 4 SA-

2, PM-3, PM-7, PM- 9, PM-

10, PM-11  
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Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID)  

Risk 

Assessment 

(ID.RA): The 

organization 

understands the 

cybersecurity 

risk to 

organizational 

operations 

(including 

mission, 

functions, 

image, or 

reputation), 

organizational 

assets, and 

individuals.  

   

Awareness: 

Everyone in the 

organization is 

aware of cyber risks 

both related to work 

operations and 

attacks on personal 

devices  

 

Complacency: If 

someone within the 

organization is 

unaware of cyber 

risks or lacks the 

knowledge to 

handle the devices at 

their disposal they 

may feel a sense of 

complacency, 

convinced that they 

have the situation 

under control 

  

ID.RA-1: Asset vulnerabilities 

are identified and 

documented  

CIS CSC 4  

COBIT 5 APO12.01, 

APO12.02, APO12.03, 

APO12.04, DSS05.01, 

DSS05.02  

ISA 62443-2-1:2009 4.2.3, 

4.2.3.7, 4.2.3.9, 4.2.3.12  

ISO/IEC 27001:2013 

A.12.6.1, A.18.2.3  

NIST SP 800-53 Rev. 4 CA-

2, CA-7, CA-8, RA- 3, RA-5, 

SA-5, SA-11, SI-2, SI-4, SI-5  

ID.RA-2: Cyber threat 

intelligence is received from 

information sharing forums 

and sources  

CIS CSC 4  

COBIT 5 BAI08.01  

ISA 62443-2-1:2009 4.2.3, 

4.2.3.9, 4.2.3.12  

ISO/IEC 27001:2013 A.6.1.4  

NIST SP 800-53 Rev. 4 SI-5, 

PM-15, PM-16  

ID.RA-3: Threats, both internal 

and external, are identified 

and documented  

CIS CSC 4  

COBIT 5 APO12.01, 

APO12.02, APO12.03, 

APO12.04  

ISA 62443-2-1:2009 4.2.3, 

4.2.3.9, 4.2.3.12  

ISO/IEC 27001:2013 Clause 

6.1.2  

NIST SP 800-53 Rev. 4 RA-

3, SI-5, PM-12, PM- 16  

ID.RA-4: Potential business 

impacts and likelihoods are 

identified  

CIS CSC 4  

COBIT 5 DSS04.02  

ISA 62443-2-1:2009 4.2.3, 

4.2.3.9, 4.2.3.12  

ISO/IEC 27001:2013 

A.16.1.6, Clause 6.1.2 NIST 

SP 800-53 Rev. 4 RA-2, RA-

3, SA-14, PM- 9, PM-11  

ID.RA-5: Threats, 

vulnerabilities, likelihoods, 

and impacts are used to 

determine risk  

CIS CSC 4  

COBIT 5 APO12.02  

ISO/IEC 27001:2013 .12.6.1  

NIST SP 800-53 Rev. 4 RA-

2, RA-3, PM-16  
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Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID) 

  

  

ID.RA-6: Risk responses are 

identified and prioritized  

CIS CSC 4  

COBIT 5 APO12.05, 

APO13.02  

ISO/IEC 27001:2013 Clause 

6.1.3  

NIST SP 800-53 Rev. 4 PM-

4, PM-9  

Risk 

Management 

Strategy 

(ID.RM): The 

organization’s 

priorities, 

constraints, 

risk tolerances, 

and 

assumptions 

are established 

and used to 

support 

operational 

risk decisions.  

  

Knowledge:  

to understand the 

cybersecurity risks 

and adopt the right 

Risk Management 

Strategy the 

organization, need 

to have a deep 

knowledge of the 

best cybersecurity 

practices  

  

Stress:  

If the processes are 

too complex 

employees may 

experience 

significant stress as a 

result of a difficult 

assignment that is 

above their ability 

  

  

  

ID.RM-1: Risk management 

processes are established, 

managed, and agreed to by 

organizational stakeholders  

CIS CSC 4  

COBIT 5 APO12.04, 

APO12.05, APO13.02, 

BAI02.03, BAI04.02  

ISA 62443-2-1:2009 4.3.4.2  

ISO/IEC 27001:2013 Clause 

6.1.3, Clause 8.3,  

Clause 9.3  

NIST SP 800-53 Rev. 4 PM-

9  

ID.RM-2: Organizational risk 

tolerance is determined and 

clearly expressed  

COBIT 5 APO12.06  

ISA 62443-2-1:2009 4.3.2.6.5  

ISO/IEC 27001:2013 Clause 

6.1.3, Clause 8.3  

NIST SP 800-53 Rev. 4 PM-

9  

ID.RM-3: The organization’s 

determination of risk tolerance 

is informed by its role in 

critical infrastructure and 

sector specific risk analysis  

COBIT 5 APO12.02  

ISO/IEC 27001:2013 Clause 

6.1.3, Clause 8.3 NIST SP 

800-53 Rev. 4 SA-14, PM-8, 

PM-9, PM- 11  

Supply Chain 

Risk 

Management 

(ID.SC):  

The 

organization’s 

priorities, 

constraints, 

risk tolerances, 

and 

assumptions 

are established 

and used to 

support risk  

Norms: To establish 

a protected supply 

chain, pre-

established 

standards should be 

adopted jointly with 

partners. A lack of 

accepted standards 

and guidelines is 

hindering the 

development of 

robust cyber 

defenses.   

ID.SC-1: Cyber supply chain 

risk management processes are 

identified, established, 

assessed, managed, and agreed 

to by organizational 

stakeholders  

CIS CSC 4 

COBIT 5 APO10.01, 

APO10.04, APO12.04, 

APO12.05, APO13.02, 

BAI01.03, BAI02.03, 

BAI04.02 

ISA 62443-2-1:2009 4.3.4.2 

ISO/IEC 27001:2013 

A.15.1.1, A.15.1.2, A.15.1.3, 

A.15.2.1, A.15.2.2 

NIST SP 800-53 Rev. 4 SA-

9, SA-12, PM-9 
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Function Category Human Factors Subcategory Informative References 

IDENTIFY 

(ID) 

 

decisions 

associated 

with managing 

supply chain 

risk. The 

organization 

has established 

and 

implemented 

the processes 

to identify, 

assess and 

manage 

supply chain 

risks.  

  

Awareness: Supply 

chain members must 

also be made aware 

of their partners’ 

cyber risks to foster 

safer collaboration 

  

  

ID.SC-2: Suppliers and third-

party partners of information 

systems, components, and 

services are identified, 

prioritized, and assessed using 

a cyber supply chain risk 

assessment process  

COBIT 5 APO10.01, 

APO10.02, APO10.04, 

APO10.05, APO12.01, 

APO12.02, APO12.03, 

APO12.04, APO12.05, 

APO12.06, APO13.02, 

BAI02.03 ISA 62443-2-

1:2009 4.2.3.1, 4.2.3.2, 

4.2.3.3, 4.2.3.4, 4.2.3.6, 

4.2.3.8, 4.2.3.9, 4.2.3.10, 

4.2.3.12, 4.2.3.13, 4.2.3.14  

ISO/IEC 27001:2013 

A.15.2.1, A.15.2.2 NIST SP 

800-53 Rev. 4 RA-2, RA-3, 

SA-12, SA- 14, SA-15, PM-9  

ID.SC-3: Contracts with 

suppliers and third-party 

partners are used to 

implement appropriate 

measures designed to meet the 

objectives of an organization’s 

cybersecurity program and 

Cyber Supply Chain Risk 

Management Plan.  

COBIT 5 APO10.01, 

APO10.02, APO10.03, 

APO10.04, APO10.05 

ISA 62443-2-1:2009 4.3.2.6.4, 

4.3.2.6.7 ISO/IEC 

27001:2013 A.15.1.1, 

A.15.1.2, A.15.1.3 NIST SP 

800-53 Rev. 4 SA-9, SA-11, 

SA-12, PM- 9 

ID.SC-4: Suppliers and third-

party partners are routinely 

assessed using audits, test 

results, or other forms of 

evaluations to confirm they are 

meeting their contractual 

obligations.  

COBIT 5 APO10.01, 

APO10.03, APO10.04, 

APO10.05, MEA01.01, 

MEA01.02, MEA01.03, 

MEA01.04, MEA01.05 

ISA 62443-2-1:2009 4.3.2.6.7 

ISA 62443-3-3:2013 SR 6.1 

ISO/IEC 27001:2013 

A.15.2.1, A.15.2.2 

ID.SC-5: Response and 

recovery planning and testing 

are conducted with suppliers 

and third-party providers  

NIST SP 800-53 Rev. 4 AU-

2, AU-6, AU-12, AU- 16, PS-

7, SA-9, SA-12 CIS CSC 19, 

20 COBIT 5 DSS04.04  

ISA 62443-2-1:2009 4.3.2.5.7, 

4.3.4.5.11 ISA 62443-3-

3:2013 SR 2.8, SR 3.3, SR.6.1, 

SR 7.3, SR 7.4 ISO/IEC 

27001:2013 .17.1.3  

NIST SP 800-53 Rev. 4 CP-

2, CP-4, IR-3, IR-4, IR-6, IR-

8, IR-9 
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2. PROTECT  

Develop and implement appropriate safeguards to ensure delivery of critical services.  

  

Identity Management, Authentication and Access Control (PR.AC):  

“Access to physical and logical assets and associated facilities is limited to authorized users, 

processes, and devices, and is managed consistent with the assessed risk of unauthorized access 

to authorized activities and transactions.”  

  

Human Factors:  

- Fatigue. A condition of tiredness and fatigue due to the continuous validation 

of one's identity, accompanied by the requirement to create complicated 

passwords, passphrase deadlines, and additional credentials to gain access, is 

referred to as authentication fatigue [140]. Cybersecurity professionals must 

model and manage access that is easy to use and less frustrating [197].  

- Norms. The organization must give its employees various authorizations based 

on the work they will have to carry out [127]. 

- Communication. The organization communicates who are the authorized 

employees and monitors the various accesses [123]–[126].  

- Distraction. When it comes to identity management and access control, possible 

mistakes caused by employee distraction should be considered. For example, 

since smart working is an increasingly adopted mode of work, organizations 

should have precise data access and management rules for employees working 

from home. In fact, the risk of a remote worker accidentally introducing 

malware connections into the company's computer network has been 

confirmed to be higher [159].  

  

Awareness and Training (PR.AT):  

“The organization's staff and partners receive cybersecurity awareness training and are 

trained to carry out their cybersecurity duties and responsibilities in accordance with relevant 

policies, procedures and agreements.” 

  

Human Factors:  

- Awareness. Awareness campaigns can be very useful within an organization. 

By making everyone in the organization aware of the risks, they contribute to 

effective cybersecurity. It is recommended that organizations promote these 

campaigns clearly and engagingly [189], [190].   

- Knowledge. to expand knowledge and ensure more effective cybersecurity, the 

need for training is emphasized. The company encourages training to expand 

knowledge and gain cybersecurity benefits. In this way, the employee can 

avoid cyber errors and breaches [147], [148] 
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- Norms. it’s very important to educate the employee to broaden their 

knowledge and improve cybersecurity effectiveness. Making employees 

comfortable with cybersecurity policies and norms is part of employee training 

[149].  

- Complacency. if the employee is completely disinterested in how he/she should 

act correctly in the company and has adverse behavior toward company 

training, it can be a sign of some desensitization to online risks. This situation 

can be attributed to employee complacency [107], [128], [133].  

- Fatigue. If corporate training involves a high workload, the employee may feel 

fatigued and disinterested. In addition, because of the mandatory training, the 

employee may feel overwhelmed and deprived of his or her freedom 

generating unproductive behavior [128], [166].  

  

Data Security (PR.DS):  

“Information and records (data) are managed consistent with the organization’s risk strategy 

to protect the confidentiality, integrity, and availability of information.” 

  

Human Factors:  

- Norms. The challenge of designing security that is effective but usable is a core 

aspect of computer and information security. Research has demonstrated that 

users actively avoid security mechanisms that are difficult to use, and/or make 

mistakes that might undermine security [198]. Security must be user-centered, 

but implementing user-experience principles to improve usability is still an 

open issue regarding the current implementation of cybersecurity in 

organizations [108], [198], [199].  

- Stress. If the procedures regarding data security are too difficult to manage the 

employee could experience stress. There is a need to reduce the complexity 

associated with technical terms and a large amount of information to be 

memorized [174].  

- Complacency. The most confident workers from a cyber risk perspective are 

often those who occasionally act to innocently circumvent data security policies 

in the name of expediency or convenience. This is the case, for example, with 

users who violate security policies by sharing passwords, and not following 

security procedures to access email or hardware systems. The reasons that lead 

them to such behavior are often related to a desire to go faster, at the expense 

of security [198], [200], [201].  

- Fatigue. An overwhelming experience induced by the practice of committing 

too many passwords to memory could cause security fatigue [183]. 

Cybersecurity professionals need to create password policies that are user-

friendly and less frustrating. The disconnect between cybersecurity 



113 
 

professionals and users emphasizes the need for psychology-based 

professionals to develop less fatigue-inducing policies and practices [197].  

  

Information Protection Processes and Procedures (PR.IP):  

“Security policies (that address purpose, scope, roles, responsibilities, management 

commitment, and coordination among organizational entities), processes, and procedures are 

maintained and used to manage protection of information systems and assets.” 

  

Human Factors:  

- Fatigue. If roles, responsibilities, and processes to follow are not clear 

employees may experience cybersecurity fatigue [128], [183]. 

- Norms. In the context of standards, it is important to clearly define the 

procedures to be followed and the roles to be respected. Everything must be 

clear, and user-friendly. The challenge is to design security norms that are 

effective and usable [108], [198], [199].  

- Pressure. If the processes give employees a high workload or if the work 

demands from the organization do not meet the employee's abilities, they may 

suffer work pressure [154]. 

- Complacency. As stated in the previous point, complacent workers are more 

likely to find ways to speed up security procedures thus increasing system 

vulnerabilities [198], [200], [201].  

- Stress. procedures regarding information protection should be accurately 

explained. When those results are too difficult to manage the employee could 

experience stress and increase the cyber risk [174]. 

- Communication. It is recommended to adopt Secure Communication 

Principles. NCSC guides with 7 principles, for risk owners and security 

professionals who wish to assess communication technologies for use in their 

organizations, to help them achieve the right balance of functionality, security 

and privacy. It is of relevance for those working in the public sector. Principles 

are: Protect data in transit; Protect network nodes with access to sensitive data; 

Protect against unauthorized user access to the service; Provision for secure 

audit of the service; Use metadata only for its necessary purpose; Assess supply 

chain for trust and resilience [202].  

  

Maintenance (PR.MA):  

“Maintenance and repairs of industrial control and information system components are 

performed consistent with policies and procedures. “ 

  

Human Factors:  
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- Resources. Maintenance is the core function to keep a system running and 

avoid failure. If the maintenance is not applied to all computer systems and 

resources the information system is more vulnerable and exposed to cyber 

attacks, system failures, slow running, and low quality [168]. 

- Stress. When an employee finds himself/herself working with outdated and 

damaged components, he/she perceives an increased possibility of error and 

risk, which generates a burden of stress in him/her [182], [183].  

 

Protective Technology (PR.PT):  

“Technical security solutions are managed to ensure the security and resilience of systems and 

assets, consistent with related policies, procedures, and agreements.” 

  

Human Factors:  

- Resources. Special tamper-evident features and materials must be acquired by 

organizations in order to detect, tampering, and prevent efforts to compromise, 

change, penetrate, extract, or replace information processing equipment and 

keying material. To effectively safeguard information, it may be necessary to 

purchase a specific technology, as well as extra hardware, software, or services. 

Firewalls and intrusion detection systems are clear examples of items that 

would fit under this category. 

- Norms. Norms must include the reviewing of audit/log records regularly to 

know who is accessing what and when. It is required to set the privileges based 

on need and monitor who has access to what and why they have that access 

[60]. 
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Table 16 - NIST function PROTECT & Human Factors 

Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR)  

Identity 

Management, 

Authenticatio

n and Access 

Control 

(PR.AC): 

Access to 

physical and 

logical assets 

and associated 

facilities is 

limited to 

authorized 

users, 

processes, and 

devices, and is 

managed 

consistent with 

the assessed 

risk of 

unauthorized 

access to 

authorized 

activities and 

transactions.  

Fatigue: 

Authentication 

fatigue is a condition 

of tiredness and 

fatigue due to the 

continuous 

validation of one's 

identity, 

accompanied by the 

requirement to 

create complicated 

passwords, and 

additional 

credentials to gain 

access 

 

Norms:  

The organization 

must give to its 

employees the 

authorizations based 

on the work they 

have to carry out 

 

Communication:  

The organization 

communicates who 

are the authorized 

employees and 

monitors the various 

accesses 

 

Distraction: When it 

comes to identity 

management and 

access control, 

possible mistakes of 

employee distraction 

must be considered.  

  

  

  

  

PR.AC-1: Identities and 

credentials are issued, 

managed, verified, revoked, 

and audited for authorized 

devices, users and processes  

CIS CSC 1, 5, 15, 16  

COBIT 5 DSS05.04, 

DSS06.03  

ISA 62443-2-1:2009 4.3.3.5.1  

ISA 62443-3-3:2013 SR 1.1, 

SR 1.2, SR 1.3, SR  

1.4, SR 1.5, SR 1.7, SR 1.8, SR 

1.9  

ISO/IEC 27001:2013 A.9.2.1, 

A.9.2.2, A.9.2.3, A.9.2.4, 

A.9.2.6, A.9.3.1, A.9.4.2, 

A.9.4.3  

NIST SP 800-53 Rev. 4 AC-

1, AC-2, IA-1, IA-2, IA-3, 

IA-4, IA-5, IA-6, IA-7, IA-8, 

IA-9, IA-10, IA-11  

PR.AC-2: Physical access to 

assets is managed and 

protected  

COBIT 5 DSS01.04, 

DSS05.05  

ISA 62443-2-1:2009 4.3.3.3.2, 

4.3.3.3.8 ISO/IEC 

27001:2013 A.11.1.1, 

A.11.1.2, A.11.1.3, A.11.1.4, 

A.11.1.5, A.11.1.6, A.11.2.1,  

A.11.2.3, A.11.2.5, A.11.2.6, 

A.11.2.7, A.11.2.8  

NIST SP 800-53 Rev. 4 PE-

2, PE-3, PE-4, PE-5, PE-6, 

PE-8  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 
  

PR.AC-3: Remote access is 

managed  

  

CIS CSC 12  

COBIT 5 APO13.01, 

DSS01.04, DSS05.03  

ISA 62443-2-1:2009 4.3.3.6.6  

ISA 62443-3-3:2013 SR 1.13, 

SR 2.6  

ISO/IEC 27001:2013 A.6.2.1, 

A.6.2.2, A.11.2.6, A.13.1.1, 

A.13.2.1  

NIST SP 800-53 Rev. 4 AC-

1, AC-17, AC-19, AC-20, 

SC-15  

PR.AC-4: Access permissions 

and authorizations are 

managed, incorporating the 

principles of least privilege 

and separation of duties  

CIS CSC 3, 5, 12, 14, 15, 16, 

18 COBIT 5 DSS05.04  

ISA 62443-2-1:2009 4.3.3.7.3  

ISA 62443-3-3:2013 SR 2.1  

ISO/IEC 27001:2013 A.6.1.2, 

A.9.1.2, A.9.2.3, A.9.4.1, 

A.9.4.4, A.9.4.5  

NIST SP 800-53 Rev. 4 AC-

1, AC-2, AC-3, AC- 5, AC-6, 

AC-14, AC-16, AC-24  

PR.AC-5: Network integrity is 

protected (e.g., network 

segregation, network 

segmentation)  

CIS CSC 9, 14, 15, 18  

COBIT 5 DSS01.05, 

DSS05.02 ISA 62443-2-

1:2009 4.3.3.4 ISA 62443-3-

3:2013 SR 3.1, SR 3.8 

ISO/IEC 27001:2013 

A.13.1.1, A.13.1.3, A.13.2.1, 

A.14.1.2, A.14.1.3 NIST SP 

800-53 Rev. 4 AC-4, AC-10, 

SC-7  

PR.AC-6: Identities are 

proofed and bound to 

credentials and asserted in 

interactions  

CIS CSC, 16  

COBIT 5 DSS05.04, 

DSS05.05, DSS05.07, 

DSS06.03 ISA 62443-2-

1:2009 4.3.3.2.2, 4.3.3.5.2, 

4.3.3.7.2, 4.3.3.7.4 ISA 

62443-3-3:2013 SR 1.1, SR 

1.2, SR 1.4, SR 1.5, SR 1.9, SR 

2.1 ISO/IEC 27001:2013, 

A.7.1.1, A.9.2.1 NIST SP 

800-53 Rev. 4 AC-1, AC-2, 

AC-3, AC- 16, AC-19, AC-

24, IA-1, IA-2, IA-4, IA-5, 

IA-8, PE-2, PS-3  
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Function Category Human Factors Subcategory Informative References 

 

PROTECT 

(PR) 
 

    

PR.AC-7: Users, devices, and 

other assets are authenticated 

(e.g., single-factor, multi- 

factor) commensurate with the 

risk of the transaction (e.g., 

individuals’ security and 

privacy risks and other 

organizational risks)  

  

CIS CSC 1, 12, 15, 16  

COBIT 5 DSS05.04, 

DSS05.10, DSS06.10  

ISA 62443-2-1:2009 4.3.3.6.1, 

4.3.3.6.2, 4.3.3.6.3, 4.3.3.6.4, 

4.3.3.6.5, 4.3.3.6.6, 4.3.3.6.7, 

4.3.3.6.8, 4.3.3.6.9 ISA 

62443-3-3:2013 SR 1.1, SR 

1.2, SR 1.5, SR 1.7, SR 1.8, SR 

1.9, SR 1.10 ISO/IEC 

27001:2013 A.9.2.1, A.9.2.4, 

A.9.3.1, A.9.4.2, A.9.4.3, 

A.18.1.4 NIST SP 800-53 

Rev. 4 AC-7, AC-8, AC-9, 

AC- 11, AC-12, AC-14, IA-1, 

IA-2, IA-3, IA-4, IA-5, IA-8, 

IA-9, IA-10, IA-11  

Awareness 

and Training 

(PR.AT): The 

organization’s 

personnel and 

partners are 

provided 

cybersecurity 

awareness 

education and 

are trained to 

perform their 

cybersecurity- 

related duties 

and 

responsibilities 

consistent with 

related 

policies, 

procedures, 

and 

agreements.  

Awareness:  

Awareness 

campaigns can be 

very useful within 

an organization. By 

making everyone in 

the organization 

aware of the risks, 

they contribute to 

effective 

cybersecurity 

 

Knowledge:  

The company 

encourages training 

to expand 

knowledge and gain 

cybersecurity 

benefits 

 

Norms:  

Making employees 

comfortable with 

cybersecurity 

policies is part of 

employee training  

 

 

PR.AT-1: All users are 

informed and trained  

CIS CSC 17, 18  

COBIT 5 APO07.03, 

BAI05.07  

ISA 62443-2-1:2009 4.3.2.4.2  

ISO/IEC 27001:2013 A.7.2.2, 

A.12.2.1  

NIST SP 800-53 Rev. 4 AT-

2, PM-13  
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Function Category Human Factors Subcategory Informative References 

 

PROTECT 

(PR) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fatigue:  

If corporate training 

involves a high 

workload, the 

employee may feel 

fatigued and 

disinterested 

 

 

Complacency:  

If the employee is 

completely 

disinterested in how 

he/she should act 

correctly in the 

company and has 

adverse behavior 

toward company 

training, it can be a 

sign of some 

desensitization to 

online risks. This 

situation can be 

attributed to 

employee 

complacency  

 

PR.AT-2: Privileged users 

understand their roles and 

responsibilities  

CIS CSC 5, 17, 18  

COBIT 5 APO07.02, 

DSS05.04, DSS06.03 ISA 

62443-2-1:2009 4.3.2.4.2, 

4.3.2.4.3 ISO/IEC 

27001:2013 A.6.1.1, A.7.2.2  

NIST SP 800-53 Rev. 4 AT-

3, PM-13  

PR.AT-3: Third-party 

stakeholders (e.g., suppliers, 

customers, partners) 

understand their roles and 

responsibilities  

CIS CSC 17  

COBIT 5 APO07.03, 

APO07.06, APO10.04, 

APO10.05  

ISA 62443-2-1:2009 4.3.2.4.2  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.1, A.7.2.2  

NIST SP 800-53 Rev. 4 PS-

7, SA-9, SA-16  

PR.AT-4: Senior executives 

understand their roles and 

responsibilities  

CIS CSC 17, 19  

COBIT 5 EDM01.01, 

APO01.02, APO07.03  

ISA 62443-2-1:2009 4.3.2.4.2  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.2  

NIST SP 800-53 Rev. 4 AT-

3, PM-13  

PR.AT-5: Physical and 

cybersecurity personnel 

understand their roles and 

responsibilities  

CIS CSC 17  

COBIT 5 APO07.03  

ISA 62443-2-1:2009 4.3.2.4.2  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.2  

Data Security 

(PR.DS): 

Information 

and records 

(data) are 

managed 

consistent with 

the 

organization’s 

risk strategy to 

protect the 

confidentiality, 

integrity, and  

Norms: The 

challenge of 

designing security 

that is effective but 

usable is a core 

aspect of the 

computer and 

information security 

  

Stress: If the 

procedures 

regarding data 

security are too  

PR.DS-1: Data-at-rest is 

protected  

CIS CSC 13, 14  

COBIT 5 APO01.06, 

BAI02.01, BAI06.01, 

DSS04.07, DSS05.03, 

DSS06.06  

ISA 62443-3-3:2013 SR 3.4, 

SR 4.1  

ISO/IEC 27001:2013 A.8.2.3  

NIST SP 800-53 Rev. 4 MP-

8, SC-12, SC-28  
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Function Category Human Factors 
Subcategory Informative References 

PROTECT 

(PR) 
 

availability of 

information 

difficult to manage 

the employee could 

experience stress. 

 

Fatigue: An 

overwhelming 

experience induced 

by the practice of 

committing too 

many passwords to 

memory could case 

security-fatigue 

  

Complacency: The 

most cyber risk 

confident workers 

are often the ones 

who occasionally act 

to innocently 

circumvent data 

security policies in 

the name of 

expediency or 

convenience.  

PR.DS-2: Data-in-transit is 

protected  

 

CIS CSC 13, 14 COBIT 5 

APO01.06, DSS05.02, 

DSS06.06 ISA 62443-3-

3:2013 SR 3.1, SR 3.8, SR 4.1, 

SR 4.2 ISO/IEC 27001:2013 

A.8.2.3, A.13.1.1, A.13.2.1,  

A.13.2.3, A.14.1.2, A.14.1.3  

NIST SP 800-53 Rev. 4 SC-

8, SC-11, SC-12  

PR.DS-3: Assets are formally 

managed throughout removal, 

transfers, and disposition  

CIS CSC 1 COBIT 5 

BAI09.03 ISA 62443-2-

1:2009 4.3.3.3.9, 4.3.4.4.1  

ISA 62443-3-3:2013 SR 4.2  

ISO/IEC 27001:2013 A.8.2.3, 

A.8.3.1, A.8.3.2, A.8.3.3, 

A.11.2.5, A.11.2.7 NIST SP 

800-53 Rev. 4 CM-8, MP-6, 

PE-16  

PR.DS-4: Adequate capacity to 

ensure availability is 

maintained  

CIS CSC 1, 2, 13  

COBIT 5 APO13.01, 

BAI04.04 ISA 62443-3-

3:2013 SR 7.1, SR 

7.2 ISO/IEC 27001:2013 

A.12.1.3, A.17.2.1 NIST SP 

800-53 Rev. 4 AU-4, CP-2, 

SC-5  

PR.DS-5: Protections against 

data leaks are implemented  

CIS CSC 13  

COBIT 5 APO01.06, 

DSS05.04, DSS05.07, 

DSS06.02 ISA 62443-3-

3:2013 SR 5.2 ISO/IEC 

27001:2013 A.6.1.2, A.7.1.1, 

A.7.1.2, A.7.3.1, A.8.2.2, 

A.8.2.3, A.9.1.1, A.9.1.2, 

A.9.2.3, A.9.4.1, A.9.4.4, 

A.9.4.5, A.10.1.1, 

A.11.1.4, A.11.1.5, A.11.2.1, 

A.13.1.1, A.13.1.3, A.13.2.1,  

A.13.2.3, A.13.2.4, A.14.1.2, 

A.14.1.3 NIST SP 800-53 

Rev. 4 AC-4, AC-5, AC-6, 

PE- 19, PS-3, PS-6, SC-7, SC-

8, SC-13, SC-31, SI-4 
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 

 

availability of 

information 

 PR.DS-6: Integrity checking 

mechanisms are used to verify 

software, firmware, and 

information integrity  

CIS CSC 2, 3  

COBIT 5 APO01.06, 

BAI06.01, DSS06.02  

ISA 62443-3-3:2013 SR 3.1, 

SR 3.3, SR 3.4, SR  

3.8  

ISO/IEC 27001:2013 

A.12.2.1, A.12.5.1, A.14.1.2, 

A.14.1.3, A.14.2.4  

NIST SP 800-53 Rev. 4 SC-

16, SI-7  

  PR.DS-7: The development 

and testing environment(s) are 

separate from the production 

environment  

CIS CSC 18, 20  

COBIT 5 BAI03.08, 

BAI07.04  

ISO/IEC 27001:2013 

A.12.1.4  

NIST SP 800-53 Rev. 4 CM-

2  

  PR.DS-8: Integrity checking 

mechanisms are used to verify 

hardware integrity  

COBIT 5 BAI03.05  

ISA 62443-2-1:2009 4.3.4.4.4  

ISO/IEC 27001:2013 

A.11.2.4  

NIST SP 800-53 Rev. 4 SA-

10, SI-7  

Information 

Protection 

Processes and 

Procedures 

(PR.IP): 

Security 

policies (that 

address 

purpose, 

scope, roles, 

responsibilities

, management 

commitment, 

and 

coordination 

among 

organizational 

entities), 

processes, and 

procedures are 

maintained  

Fatigue:  

If roles and 

responsibilities are 

not clear employees 

may experience 

cybersecurity fatigue  

  

Norms: In the 

context of standards, 

it is important to 

clearly define the 

procedures to be 

followed and the 

roles to be respected. 

Everything must be 

clear, and user-

friendly.  

 

PR.IP-1: A baseline 

configuration of information 

technology/industrial control 

systems is created and 

maintained incorporating 

security principles (e.g. 

concept of least functionality)  

CIS CSC 3, 9, 11  

COBIT 5 BAI10.01, 

BAI10.02, BAI10.03, 

BAI10.05  

ISA 62443-2-1:2009 4.3.4.3.2, 

4.3.4.3.3  

ISA 62443-3-3:2013 SR 7.6  

ISO/IEC 27001:2013 

A.12.1.2, A.12.5.1, A.12.6.2, 

A.14.2.2, A.14.2.3, A.14.2.4  

NIST SP 800-53 Rev. 4 CM-

2, CM-3, CM-4, CM- 5, CM-

6, CM-7, CM-9, SA-10  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 

 

and used to 

manage 

protection of 

information 

systems and 

assets.  

  

Pressure: If the 

processes give 

employees a high 

workload or if the 

work demands from 

the organization do 

not meet the 

employee's abilities, 

they may suffer 

work pressure 

 

Complacency: 

complacent workers 

are more likely to 

find ways to speed 

up security 

procedures thus 

increasing system 

vulnerabilities 

 

Stress: procedures 

regarding 

information 

protection should be 

accurately explained 

 

Communication:  

Adopt secure 

communication 

principles 

 

PR.IP-2: A System 

Development Life Cycle to 

manage systems is 

implemented  

CIS CSC 18  

COBIT 5 APO13.01, 

BAI03.01, BAI03.02, 

BAI03.03 ISA 62443-2-

1:2009 4.3.4.3.3  

ISO/IEC 27001:2013 A.6.1.5, 

A.14.1.1, A.14.2.1,  

A.14.2.5 NIST SP 800-53 

Rev. 4 PL-8, SA-3, SA-4, SA-

8, SA-10, SA-11, SA-12, SA-

15, SA-17, SI-12, SI- 13, SI-

14, SI-16, SI-17  

PR.IP-3: Configuration change 

control processes are in place  

CIS CSC 3, 11 COBIT 5 

BAI01.06, BAI06.01 ISA 

62443-2-1:2009 4.3.4.3.2, 

4.3.4.3.3 ISA 62443-3-3:2013 

SR 7.6 ISO/IEC 27001:2013 

A.12.1.2, A.12.5.1, A.12.6.2, 

A.14.2.2, A.14.2.3, A.14.2.4  

NIST SP 800-53 Rev. 4 CM-

3, CM-4, SA-10  

PR.IP-4: Backups of 

information are conducted, 

maintained, and tested  

CIS CSC 10 COBIT 5 

APO13.01, DSS01.01, 

DSS04.07 ISA 62443-2-

1:2009 4.3.4.3.9  

ISA 62443-3-3:2013 SR 7.3, 

SR 7.4 ISO/IEC 27001:2013 

A.12.3.1, A.17.1.2, A.17.1.3, 

A.18.1.3 NIST SP 800-53 

Rev. 4 CP-4, CP-6, CP-9  

PR.IP-5: Policy and regulations 

regarding the physical 

operating environment for 

organizational assets are met  

COBIT 5 DSS01.04, 

DSS05.05 ISA 62443-2-

1:2009 4.3.3.3.1 4.3.3.3.2, 

4.3.3.3.3, 4.3.3.3.5, 4.3.3.3.6  

ISO/IEC 27001:2013 .11.1.4, 

A.11.2.1, A.11.2.2, 

A.11.2.3 NIST SP 800-53 

Rev. 4 PE-10, PE-12, PE-13, 

PE- 14, PE-15, PE-18  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 

 

  

PR.IP-6: Data is destroyed 

according to policy  

COBIT 5 BAI09.03, 

DSS05.06 ISA 62443-2-

1:2009 4.3.4.4.4 ISA 62443-3-

3:2013 SR 4.2 ISO/IEC 

27001:2013 A.8.2.3, A.8.3.1, 

A.8.3.2, A.11.2.7 NIST SP 

800-53 Rev. 4 MP-6  

PR.IP-7: Protection processes 

are improved  

COBIT 5 APO11.06, 

PO12.06, DSS04.05  

ISA 62443-2-1:2009 4.4.3.1, 

4.4.3.2, 4.4.3.3, 4.4.3.4, 

4.4.3.5, 4.4.3.6, 4.4.3.7, 

4.4.3.8 ISO/IEC 27001:2013 

A.16.1.6, Clause 9, Clause  

10 NIST SP 800-53 Rev. 4 

CA-2, CA-7, CP-2, IR-8, PL-

2, PM-6  

PR.IP-8: Effectiveness of 

protection technologies is 

shared  

COBIT 5 BAI08.04, 

DSS03.04 ISO/IEC 

27001:2013 A.16.1.6 NIST 

SP 800-53 Rev. 4 AC-21, 

CA-7, SI-4  

PR.IP-9: Response plans 

(Incident Response and 

Business Continuity) and 

recovery plans (Incident 

Recovery and Disaster 

Recovery) are in place and 

managed  

CIS CSC 19 COBIT 5 

APO12.06, DSS04.03 ISA 

62443-2-1:2009 4.3.2.5.3, 

4.3.4.5.1 ISO/IEC 7001:2013 

A.16.1.1, A.17.1.1, A.17.1.2, 

A.17.1.3 NIST SP 800-53 

Rev. 4 CP-2, CP-7, CP-12, 

CP- 13, IR-7, IR-8, IR-9, PE-

17  

PR.IP-10: Response and 

recovery plans are tested  

CIS CSC 19, 20 COBIT 5 

DSS04.04 ISA 62443-2-

1:2009 4.3.2.5.7, .3.4.5.11 ISA 

62443-3-3:2013 SR 3.3  

ISO/IEC 27001:2013 

A.17.1.3 NIST SP 800-53 

Rev. 4 CP-4, IR-3, PM-14  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 

 

  

PR.IP-11: Cybersecurity is 

included in human resources 

practices (e.g., deprovisioning, 

personnel screening)  

CIS CSC 5, 16 COBIT 5 

APO07.01, APO07.02, 

APO07.03, APO07.04, 

APO07.05 ISA 62443-2-

1:2009 4.3.3.2.1, 4.3.3.2.2, 

4.3.3.2.3 ISO/IEC 7001:2013 

A.7.1.1, A.7.1.2, 

A.7.2.1, A.7.2.2, A.7.2.3, 

A.7.3.1, A.8.1.4 NIST SP 

800-53 Rev. 4 PS-1, PS-2, PS-

3, PS-4, PS-5, PS-6, PS-7, PS-

8, SA-21  

PR.IP-12: A vulnerability 

management plan is developed 

and implemented  

CIS CSC 4, 18, 20 COBIT 5 

BAI03.10, DSS05.01, 

DSS05.02 ISO/IEC 

27001:2013 A.12.6.1, 

A.14.2.3, A.16.1.3, A.18.2.2, 

A.18.2.3 NIST SP 800-53 

Rev. 4 RA-3, RA-5, SI-2  

Maintenance 

(PR.MA): 

Maintenance 

and repairs of 

industrial 

control and 

information 

system 

components 

are performed 

consistent with 

policies and 

procedures.  

Resources: If the 

maintenance is not 

applied to all 

computer systems 

and resources the 

information system 

is more vulnerable 

and exposed to 

cyber attacks, 

system failures, slow 

running, and low 

quality 

  

Stress: When an 

employee finds 

himself/herself 

working with 

outdated and 

damaged 

components, he/she 

perceives an 

increased possibility 

of error and risk, 

which generates a 

burden of stress in 

him/her 

PR.MA-1: Maintenance and 

repair of organizational assets 

are performed and logged, 

with approved and controlled 

tools  

COBIT 5 BAI03.10, 

BAI09.02, BAI09.03, 

DSS01.05 ISA 62443-2-

1:2009 4.3.3.3.7 ISO/IEC 

27001:2013 A.11.1.2, 

A.11.2.4, A.11.2.5, A.11.2.6  

NIST SP 800-53 Rev. 4 MA-

2, MA-3, MA-5, MA-6  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 

  

PR.MA-2: Remote 

maintenance of organizational 

assets is approved, logged, and 

performed in a manner that 

prevents unauthorized access  

CIS CSC 3, 5 COBIT 5 

DSS05.04 ISA 62443-2-

1:2009 4.3.3.6.5, 4.3.3.6.6, 

4.3.3.6.7, 4.3.3.6.8  

ISO/IEC 27001:2013 

A.11.2.4, A.15.1.1, A.15.2.1  

NIST SP 800-53 Rev. 4 MA-

4  

Protective 

Technology 

(PR.PT): 

Technical 

security 

solutions are 

managed to 

ensure the 

security and 

resilience of 

systems and 

assets, 

consistent with 

related 

policies, 

procedures, 

and 

agreements.  

Resources: Special 

tamper-evident 

features and 

materials must be 

acquired by 

organizations in 

order to detect, 

tampering, and 

prevent efforts to 

compromise, 

change, penetrate, 

extract, or replace 

information 

processing 

equipment and 

keying material.  

  

Norms: Norms must 

include the 

reviewing of 

audit/log records 

regularly to know 

who is accessing 

what and when. It is 

required to set the 

privileges based on 

need and monitor 

who has access to 

what and why they 

have that access  

PR.PT-1: Audit/log records are 

determined, documented, 

implemented, and reviewed in 

accordance with policy  

CIS CSC 1, 3, 5, 6, 14, 15, 16  

COBIT 5 APO11.04, 

BAI03.05, DSS05.04, 

DSS05.07, MEA02.01  

ISA 62443-2-1:2009 4.3.3.3.9, 

4.3.3.5.8, 4.3.4.4.7, 4.4.2.1, 

4.4.2.2, 4.4.2.4 ISA 62443-3-

3:2013 SR 2.8, SR 2.9, SR 

2.10, SR 2.11, SR 2.12  

ISO/IEC 27001:2013 

A.12.4.1, A.12.4.2, A.12.4.3, 

A.12.4.4, A.12.7.1 NIST SP 

800-53 Rev. 4 AU Family  

PR.PT-2: Removable media is 

protected and its use restricted 

according to policy  

CIS CSC 8, 13 COBIT 5 

APO13.01, DSS05.02, 

DSS05.06 ISA 62443-3-

3:2013 SR 2.3 ISO/IEC 

27001:2013 A.8.2.1, A.8.2.2, 

A.8.2.3, A.8.3.1, A.8.3.3, 

A.11.2.9 NIST SP 800-53 

Rev. 4 MP-2, MP-3, MP-4, 

MP- 5, MP-7, MP-8  
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Function Category Human Factors Subcategory Informative References 

PROTECT 

(PR) 
  

PR.PT-3: The principle of least 

functionality is incorporated 

by configuring systems to 

provide only essential 

capabilities  

CIS CSC 3, 11, 14 COBIT 5 

DSS05.02, SS05.05, 

SS06.06 ISA 62443-2-1:2009 

4.3.3.5.1, 4.3.3.5.2, 

4.3.3.5.3, 4.3.3.5.4, 4.3.3.5.5, 

4.3.3.5.6, 4.3.3.5.7, 

4.3.3.5.8, 4.3.3.6.1, 4.3.3.6.2, 

4.3.3.6.3, 4.3.3.6.4, 4.3.3.6.5,  

4.3.3.6.6, 4.3.3.6.7, 4.3.3.6.8, 

4.3.3.6.9, 4.3.3.7.1, 4.3.3.7.2, 

4.3.3.7.3, 4.3.3.7.4 ISA 2443-

3-3:2013 SR 1.1, SR 1.2, SR 

1.3, SR 1.4, SR 1.5, SR 1.6, SR 

1.7, SR 1.8, SR 1.9, SR  

1.10, SR 1.11, SR 1.12, SR 

1.13, SR 2.1, SR 2.2,SR 2.3, 

SR 2.4, SR 2.5, SR 2.6, SR 

2.7 ISO/IEC 27001:2013 

A.9.1.2 NIST SP 800-53 

Rev. 4 AC-3, CM-7  

PR.PT-4: Communications and 

control networks are protected  

CIS CSC 8, 12, 15  

COBIT 5 DSS05.02, 

APO13.01 ISA 62443-3-

3:2013 SR 3.1, SR 3.5, SR 3.8, 

SR 4.1, SR 4.3, SR 5.1, SR 5.2, 

SR 5.3, SR 7.1, SR 7.6 

ISO/IEC 7001:2013 A.13.1.1, 

A.13.2.1, A.14.1.3 NIST SP 

800-53 Rev. 4 AC-4, AC-17, 

AC-18, CP-8, SC-7, SC-19, 

SC-20, SC-21, SC-22, SC-23,  

SC-24, SC-25, SC-29, SC-32, 

SC-36, SC-37, SC- 38, SC-39, 

SC-40, SC-41, SC-43  

PR.PT-5: Mechanisms (e.g., 

failsafe, load balancing, hot 

swap) are implemented to 

achieve resilience requirements 

in normal and adverse 

situations  

COBIT 5 BAI04.01, 

BAI04.02, BAI04.03, 

BAI04.04, BAI04.05, 

DSS01.05 ISA 62443-2-

1:2009 4.3.2.5.2 ISA 62443-3-

3:2013 SR 7.1, SR 7.2  

ISO/IEC 27001:2013 

A.17.1.2, A.17.2.1  

NIST SP 800-53 Rev. 4 CP-

7, CP-8, CP-11, CP- 13, PL-8, 

SA-14, SC-6  
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3. DETECT  

Develop and implement appropriate activities to identify the occurrence of a 

cybersecurity event. 

 

Anomalies and Events (DE.AE): 

“Anomalous activity is detected and the potential impact of event is understood.” 

 

Human Factors: 

- Awareness. Courses on awareness are meant to assist people in spotting 

cyberattacks and taking the necessary countermeasures. for this reason, a 

company needs to motivate its employees and praise them when they detect 

and mitigate an attack [140], [141], [154] 

- Knowledge. Cyber-hygiene promotes expert consensus on important harmful 

threats to the organization, crucial safeguarding behaviors to protect 

environments, and risky crucial user behavior to support cybersecurity 

environments. In order to comprehend and use appropriate cyber-hygiene 

practices, training is required [147], [150] 

- Resources. By adopting a cybersecurity framework, the organization can 

develop guidelines to be better equipped for anomalies activities detection 

[167], [203]. 

- Distraction. employees can get distracted during the anomaly detection phase 

as they believe that the system can automatically detect the threat. This 

overtrust in cybersecurity devices can mean that anomalies not detected by the 

system can enter and create serious problems [94]. 

- Pressure. People who work in this area are faced with overwhelming pressure. 

Errors in their judgment, caused by excessive work-related pressure can indeed 

have detrimental effects on business and personal data [173]. 

- Teamwork. especially when we are talking about detection, team interaction 

could lead to better cyber defense performance [204]. 

 

Security Continuous Monitoring (DE.CM): 

“The information system and assets are monitored to identify cybersecurity events and verify 

the effectiveness of protective measures” 

 

Human Factors: 

- Communication. To verify the effectiveness of the measures of the 

organization, it can be useful to apply a good feedback exchange system. 

Communication is a crucial component of developing a collaborative culture, 

and through the continuous use of feedback, by improving the personal 
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performance of the employees, the overall performance of the organization is 

improved [127]. 

- Complacency. When human operators complacently oversee automation, they 

are less prepared to manually take control when their intervention is needed. 

Complacency may be related to the development of inappropriate trust [137]. 

- Distraction. Employees during the monitoring can overtrust cybersecurity 

devices which can lead to poor control and mismanagement of security 

measures [136]. 

- Fatigue. Especially in the monitoring phase, companies are increasingly relying 

on threat detection software. This software generates alerts and it is then up to 

the cyber analysts to verify whether the alert produced is a real threat. 

Unfortunately, many of these alerts are unfounded and cause so-called threat 

alert fatigue. In practice, there are more alerts than cyber analysts can properly 

investigate. This leads to an information overload problem where cyber 

analysts miss true attack alerts in the noise of false alarms [205]. 

 

Detection Processes (DE.DP): 

“Detection processes and procedures are maintained and tested to ensure awareness of 

anomalous events.” 

 

Human Factors: 

- Awareness. To be detected, the employee must be aware of the risk. For this 

reason, a company needs to organize Awareness Campaigns but it’s not 

enough. To encourage active participation in these campaigns, the organization 

must motivate its employees and praise them when they detect and mitigate 

an attack [60], [140], [141], [154], [189]. 

- Knowledge. Training and cyber-hygiene can help employees detect anomalies. 

Cyber-hygiene promotes expert consensus on important harmful threats to the 

organization, crucial safeguarding behaviors to protect environments, and 

risky crucial user behavior to support cybersecurity environments. In order to 

comprehend and use appropriate cyber-hygiene practices, training is required 

[147], [148], [150]. 

- Resources. By adopting a cybersecurity framework, the organization can 

develop guidelines to better build and test detection processes and procedures 

[167], [203]. 

- Distraction. Employees can get distracted during the anomaly detection phase 

as they believe that the system can automatically detect the threat. This 

overtrust in cybersecurity devices can mean that anomalies not detected by the 

system can enter and create serious problems [136]. 
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- Pressure. People who work in this area are faced with overwhelming pressure. 

Errors in their judgment, caused by excessive work-related pressure can indeed 

have detrimental effects on business and personal data [173]. 

- Teamwork: Especially when we are talking about detection, team interaction 

could lead to better cyber defense performance [204]. 

Table 17 - NIST function DETECT & Human Factors 

Function Category Human Factors Subcategory Informative References 

DETECT 

(DE)  

Anomalies 

and Events 

(DE.AE):  

Anomalous 

activity is 

detected and 

the potential 

impact of 

event is 

understood  

Awareness:  

Courses on 

awareness can assist 

people in spotting 

cyberattacks and 

taking measures  

 

Knowledge:  

Training and cyber-

hygiene can help 

employees detect 

anomalies  

 

Distraction:  

employees can get 

distracted during 

the detection phase 

as they believe that 

the system can 

automatically detect 

the threat  

 

Pressure:  

People who work in 

detection are faced 

with overwhelming 

pressure. Errors in 

their judgment, can 

have detrimental 

effects on business 

and personal data  

 

Teamwork:  

team interaction 

could lead to better 

cyber defense 

performance 

DE.AE-1: A baseline of 

network operations and 

expected data flows for  

users and systems is 

established and managed  

CIS CSC 1, 4, 6, 12, 13, 15, 

16  

COBIT 5 DSS03.01  

ISA 62443-2-1:2009 4.4.3.3  

ISO/IEC 27001:2013 

A.12.1.1, A.12.1.2, A.13.1.1, 

A.13.1.2  

NIST SP 800-53 Rev. 4 AC-

4, CA-3, CM-2, SI-4  
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Function Category Human Factors Subcategory Informative References 

 

 

DETECT 

(DE) 

 
 

  

DE.AE-2: Detected 

events are analyzed to 

understand attack 

targets and methods  

CIS CSC 3, 6, 13, 15  

COBIT 5 DSS05.07  

ISA 62443-2-1:2009 4.3.4.5.6, 

4.3.4.5.7, 4.3.4.5.8 ISA 

62443-3-3:2013 SR 2.8, SR 

2.9, SR 2.10, SR 2.11, SR 

2.12, SR 3.9, SR 6.1, SR 

6.2 ISO/IEC 27001:2013 

A.12.4.1, A.16.1.1, A.16.1.4  

NIST SP 800-53 Rev. 4 AU-

6, CA-7, IR-4, SI-4  

DE.AE-3: Event data are 

collected and correlated 

from multiple sources 

and sensors  

CIS CSC 1, 3, 4, 5, 6, 7, 8, 

11, 12, 13, 14, 15, 16 COBIT 

5 BAI08.02 ISA 62443-3-

3:2013 SR 6.1 ISO/IEC 

27001:2013 A.12.4.1, 

A.16.1.7 NIST SP 800-53 

Rev. 4 AU-6, CA-7, IR-4, IR-

5, IR-8, SI-4  

DE.AE-4: Impact of 

events is determined  

CIS CSC 4, 6 COBIT 5 

APO12.06, 

DSS03.01 ISO/IEC 

27001:2013 A.16.1.4 NIST 

SP 800-53 Rev. 4 CP-2, IR-4, 

RA-3, SI-4  

DE.AE-5: Incident alert 

thresholds are 

established  

CIS CSC 6, 19 COBIT 5 

APO12.06, DSS03.01 ISA 

62443-2-1:2009 4.2.3.10  

ISO/IEC 27001:2013 

A.16.1.4 NIST SP 800-53 

Rev. 4 IR-4, IR-5, IR-8  

Security 

Continuous 

Monitoring 

(DE.CM): The 

information 

system and 

assets are 

monitored to 

identify 

cybersecurity 

events and  

Communication:  

 to verify the 

effectiveness of the 

measures of the 

organization, it can 

be useful to apply a 

good feedback 

exchange system 

  

DE.CM-1: The network 

is monitored to detect 

potential cybersecurity 

events  

CIS CSC 1, 7, 8, 12, 13, 15, 

16 COBIT 5 DSS01.03, 

DSS03.05, DSS05.07  

ISA 62443-3-3:2013 SR 6.2  

NIST SP 800-53 Rev. 4 AC-

2, AU-12, CA-7, CM- 3, SC-

5, SC-7, SI-4  
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Function Category Human Factors Subcategory Informative References 

  

DETECT 

(DE) 

 

verify the 

effectiveness 

of protective 

measures  

  

Complacency:  

When human 

operators 

complacently 

oversee automation, 

they are less 

prepared to 

manually take 

control when their 

intervention is 

needed. 

Complacency may 

be related to the 

development of 

inappropriate trust 

  

Distraction: 

employee during the 

monitoring can 

overtrust in 

cybersecurity 

devices which can 

lead to poor control 

and 

mismanagement of 

security measures  

 

 Fatigue: cyber 

analysts should 

verify whether the 

alert produced is a 

real threat. 

Unfortunately, 

many of these alerts 

are unfounded and 

cause the so-called 

threat alert fatigue  

DE.CM-2: The physical 

environment is 

monitored to detect 

potential cybersecurity 

events  

COBIT 5 DSS01.04, 

DSS01.05 ISA 62443-2-

1:2009 4.3.3.3.8 ISO/IEC 

27001:2013 A.11.1.1, 

A.11.1.2 NIST SP 800-53 

Rev. 4 CA-7, PE-3, PE-6, PE-

20  

DE.CM-3: Personnel 

activity is monitored to 

detect potential 

cybersecurity events  

CIS CSC 5, 7, 14, 16 COBIT 

5 DSS05.07 ISA 62443-3-

3:2013 SR 6.2 ISO/IEC 

27001:2013 A.12.4.1, 

A.12.4.3 NIST SP 800-53 

Rev. 4 AC-2, AU-12, AU-13, 

CA-7, CM-10, CM-11  

DE.CM-4: Malicious 

code is detected  

CIS CSC 4, 7, 8, 12 COBIT 

5 DSS05.01 ISA 62443-2-

1:2009 4.3.4.3.8 ISA 62443-3-

3:2013 SR 3.2 ISO/IEC 

27001:2013 A.12.2.1 NIST 

SP 800-53 Rev. 4 SI-3, SI-8  

DE.CM-5: Unauthorized 

mobile code is detected  

CIS CSC 7, 8 COBIT 5 

DSS05.01 ISA 62443-3-

3:2013 SR 2.4 ISO/IEC 

27001:2013 A.12.5.1, 

A.12.6.2 NIST SP 800-53 

Rev. 4 SC-18, SI-4, SC-44  
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Function Category Human Factors Subcategory Informative References 

DETECT 

(DE)  

 

 
DE.CM-6: External 

service provider activity 

is monitored to detect 

potential cybersecurity 

events  

COBIT 5 APO07.06, 

APO10.05 ISO/IEC 

27001:2013 A.14.2.7, 

A.15.2.1 NIST SP 800-53 

Rev. 4 CA-7, PS-7, SA-4, 

SA-9, SI-4  

DE.CM-7: Monitoring 

for unauthorized 

personnel, connections, 

devices, and software is 

performed  

CIS CSC 1, 2, 3, 5, 9, 12, 13, 

15, 16 COBIT 5 DSS05.02, 

DSS05.05 ISO/IEC 

27001:2013 A.12.4.1, 

A.14.2.7, A.15.2.1 NIST SP 

800-53 Rev. 4 AU-12, CA-7, 

CM-3, CM-8, PE-3, PE-6, 

PE-20, SI-4  

DE.CM-8: Vulnerability 

scans are performed  

CIS CSC 4, 20 COBIT 5 

BAI03.10, DSS05.01  

ISA 62443-2-1:2009 4.2.3.1, 

4.2.3.7  

ISO/IEC 27001:2013 

A.12.6.1  

NIST SP 800-53 Rev. 4 RA-5 

Detection 

Processes 

(DE.DP): 

Detection 

processes and 

procedures are 

maintained 

and tested to 

ensure 

awareness of 

anomalous 

events.  

Resources:  

by adopting a 

framework, 

guidelines can be 

defined for detect 

anomalies and 

events  

  

Distraction:  

During the work the 

employee can have 

an overtrust in 

cybersecurity 

devices which can  

DE.DP-1: Roles and 

responsibilities for 

detection are well 

defined to ensure 

accountability  

CIS CSC 19 COBIT 5 

APO01.02, DSS05.01, 

DSS06.03 ISA 62443-2-

1:2009 4.4.3.1  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.2  

NIST SP 800-53 Rev. 4 CA-

2, CA-7, PM-14  

DE.DP-2: Detection 

activities comply with 

all applicable 

requirements  

COBIT 5 DSS06.01, 

MEA03.03, MEA03.04  

ISA 62443-2-1:2009 4.4.3.2  

ISO/IEC 27001:2013 

A.18.1.4, A.18.2.2, A.18.2.3 

NIST SP 800-53 Rev. 4 AC-

25, CA-2, CA-7, SA- 18, SI-4, 

PM-14  
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Function Category Human Factors Subcategory Informative References 

DETECT 

(DE)  

 

lead to problems if 

an attack is not 

detected 

automatically  

 

Awareness:  

To be detected, the 

employee must be 

aware of the risk  

  

Knowledge:  

training and cyber-

hygiene can help 

employees detect 

anomalies  

  

 Teamwork:  

especially when we 

are talking about 

detection, team 

interaction could 

lead to better cyber 

defense performance 

  

Pressure:  

People who work in 

this area are faced 

with overwhelming 

pressure. Errors in 

their judgment, 

caused by excessive 

work-related stress 

can indeed have 

detrimental effects 

upon business and 

personal data   

DE.DP-3: Detection 

processes are tested  

COBIT 5 APO13.02, 

DSS05.02  

ISA 62443-2-1:2009 4.4.3.2  

ISA 62443-3-3:2013 SR 3.3  

ISO/IEC 27001:2013 

A.14.2.8  

NIST SP 800-53 Rev. 4 CA-

2, CA-7, PE-3, SI-3, SI-4, 

PM-14  

DE.DP-4: Event 

detection information is 

communicated  

CIS CSC 19  

COBIT 5 APO08.04, 

APO12.06, DSS02.05  

ISA 62443-2-1:2009 4.3.4.5.9  

ISA 62443-3-3:2013 SR 6.1  

ISO/IEC 27001:2013 

A.16.1.2, A.16.1.3  

NIST SP 800-53 Rev. 4 AU-

6, CA-2, CA-7, RA- 5, SI-4  

DE.DP-5: Detection 

processes are 

continuously improved  

COBIT 5 APO11.06, 

APO12.06, DSS04.05  

ISA 62443-2-1:2009 4.4.3.4  

ISO/IEC 27001:2013 

A.16.1.6  

NIST SP 800-53 Rev. 4, CA-

2, CA-7, PL-2, RA- 5, SI-4, 

PM-14  
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4. RESPOND 

Develop and implement appropriate activities to take action regarding a detected 

cybersecurity incident.  

  

Response Planning (RS.RP):  

“Response processes and procedures are executed and maintained, to ensure response to 

detected cybersecurity incidents.” 

  

Human Factors:  

- Distraction. If the working environment is inadequate and the workload is 

extremely heavy, distraction-dependent errors may occur when conducting 

and sustaining response procedures [116], [159].  

- Fatigue. Involuntary errors caused by fatigue may occur during response 

procedures and maintenance of ongoing processes if the employee has a heavy 

task and a long shift [132].  

- Knowledge and Awareness. Stakeholders must be prepared for and respond to 

security threats by implementing stringent yet multi-faceted cybersecurity 

measures such as security awareness (SA) and incident response (IR) training. 

The difficulty is that most SA and IR training has been criticized for being 

overly conventional, with participants reading newsletters, posters, brochures, 

quizzes, and handouts with information on critical security matters and 

answering questions. Opponents of this sort of training contend that it is a 

tedious, time-consuming, and uninteresting tick-box activity. In response to 

these critiques, several stakeholders have frequently stated that IR training 

offered in this manner is costly and that it diverts participants' attention away 

from productive and business-sustaining tasks. One possible option for making 

training more enjoyable is to ensure that training is structured to be practical, 

using training activities such as role-playing, games, virtual reality, and 

simulation exercises [186], [206], [207].  

- Pressure. Employees may experience Time Pressure because there is a time 

limit on the response tasks that must be carried out [154].  

- Complacency. During the response process, people's seeming complacency is 

mostly due to the lack of a significant and damaging cyber incident that they 

had dealing with or because they shift away from self-responsibility during 

work, sure that "others" (whether other people or other technologies) have 

taken care of the user's system's security without the need for personal 

involvement [134], [138].  
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Communications (RS.CO):  

“Response activities are coordinated with internal and external stakeholders (e.g. external 

support from law enforcement agencies).” 

 

Human Factors:  

- Teamwork. During team communication, the employees must show respect for 

the other people to improve the teamwork. The organization must improve a 

good direct and indirect communication channel to coordinate the work with 

the other stakeholders [162], [163].  

- Communication. When in contact with several people, the required soft skills 

are very important so that interpersonal conflict does not sour. When 

implementing a cooperation plan, employees must have the required soft skills 

to avoid problems and slowdowns during communication [130], [189].  

- Stress. If two or more interacting people can't get along, don't agree, or are 

otherwise different, there may be interpersonal conflicts that generate general 

stress [130], [154], [173]. There may be differences between the personal traits 

of the people who must collaborate.  

- Fatigue. Communication with various entities can cause cognitive fatigue and 

tiredness. For example, an employee who is tired of being told what to do may 

feel exhausted and stressed due to the extreme pressure and over-supervision 

within the workplace [128].  

- Assertiveness. In conversations between employees and employers, managers 

and supervisors, assertiveness is crucial. A deficiency in this skill can 

undermine employees' job performance. Assertiveness is a type of behavior 

that is critical for creating and maintaining positive relationships at work and 

facilitating team functioning. Therefore, promoting assertiveness helps to 

improve work performance, and facilitate safe behavior and critical decision-

making [179]. 

 

Analysis (RS.AN):  

“Analysis is conducted to ensure effective response and support recovery activities.” 

  

Human Factors:  

- Communication. To do the response activities you need a strong feedback 

system to see if the desired results have been achieved [127]. In-person 

interviews or online questionnaires are good tools for doing this.  

  

Mitigation (RS.MI):  

“Activities are performed to prevent expansion of an event, mitigate its effects, and resolve the 

incident.”  
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Human Factors:  

- Knowledge. Countermeasures and installed security procedures are used to 

reduce the dangers. Cyber-Hygiene can help the organization to mitigate the 

risk [150].  

- Distraction. During mitigation, an employee may perform activities incorrectly 

due to environmental or social factors [159].  

- Awareness. To secure and defend today’s company networks from diverse 

cyber-attacks, awareness is essential. Network administrators and security 

analysts need to know precisely what happened in the network, why it 

happened, and what steps or countermeasures need to be made as soon as 

possible to mitigate any potential effects [208].  

  

Improvements (RS.IM):  

“Organizational response activities are improved by incorporating lessons learned from 

current and previous detection/response activities.”  

  

Human Factors:  

- Resources and Norms. To strengthen cybersecurity resilience, the 

organization's framework should include an incident review and learning 

phase as an official standard. The Lessons Learned section of the cybersecurity 

incident response process is frequently overlooked, resulting in wasted 

opportunities that may have helped teams develop, detect critical trends, and 

enhance their security [209].  

  

  



136 
 

Table 18 - NIST function RESPOND & Human Factors 

Function Category Human Factors Subcategory Informative References 

RESPOND 

(RS) 

Response 

Planning 

(RS.RP): 

Response 

processes and 

procedures 

are executed 

and 

maintained, to 

ensure 

response to 

detected 

cybersecurity 

incidents.  

Distraction: If workers 

experiment inadequate 

work environment and 

heavy workload 

distraction errors may 

occur when conducting 

and sustaining response 

procedures 

 

Fatigue:  

Involuntary errors 

caused by fatigue may 

occur during response 

procedures and 

maintenance of ongoing 

processes if the 

employee has a heavy 

task and a long shift  

 

Knowledge and 

Awareness:  

Stakeholders must be 

prepared for and 

respond to security 

threats by implementing 

stringent yet multi-

faceted cybersecurity 

measures such as 

security awareness and 

incident response 

training 

 

Pressure:  

Employees may 

experience Time 

Pressure because there is 

a time limit on the 

response tasks that must 

be carried out 

  

Complacency: During 

response process 

people's seeming 

complacency is due to  

RS.RP-1: Response 

plan is executed 

during or after an 

incident  

CIS CSC 19  

COBIT 5 APO12.06, 

BAI01.10  

ISA 62443-2-1:2009 4.3.4.5.1  

ISO/IEC 27001:2013 

A.16.1.5  

NIST SP 800-53 Rev. 4 CP-

2, CP-10, IR-4, IR-8  
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Function Category Human Factors Subcategory Informative References 

 

 

 

 

 

 

 

 

 

 

 

 

RESPOND 

(RS) 

 the lack of a significant 

and damaging cyber 

incident that they had 

dealing with or because 

they shift away from 

self-responsibility 

during work, sure that 

others have taken care of 

the user's system's 

security without the 

need for personal 

involvement 

  

Communicati

ons (RS.CO): 

Response 

activities are 

coordinated 

with internal 

and external 

stakeholders 

(e.g. external 

support from 

law 

enforcement 

agencies).  

Communication:  

when in contact with 

several people, the 

required soft skills are 

very important so that so 

that interpersonal 

conflict does not sour  

 

Teamwork:  

during team 

communication, the 

employees must show 

respect for the other 

people to improve the 

teamwork 

 

Fatigue:  

Communication with 

various entities can 

cause cognitive fatigue 

and tiredness  

  

Assertiveness: In 

conversations between 

employees and 

employers, managers 

and supervisees, and 

other parties, 

assertiveness is crucial  

  

Stress:  

If two or more 

interacting people can't 

RS.CO-1: Personnel 

know their roles and 

order of operations 

when a response is 

needed  

CIS CSC 19  

COBIT 5 EDM03.02, 

APO01.02, APO12.03  

ISA 62443-2-1:2009 4.3.4.5.2, 

4.3.4.5.3, 4.3.4.5.4  

ISO/IEC 27001:2013 A.6.1.1, 

A.7.2.2, A.16.1.1  

NIST SP 800-53 Rev. 4 CP-

2, CP-3, IR-3, IR-8  
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Function Category Human Factors Subcategory Informative References 

  

 

 

 

 

 

 

 

 

 

 

 

RESPOND 

(RS) 

 get along, don't agree, or 

are otherwise different, 

there may be 

interpersonal conflicts 

that generate general 

stress 

RS.CO-2: Incidents 

are reported 

consistent with 

established criteria  

CIS CSC 19 COBIT 5 

DSS01.03 ISA 62443-2-

1:2009 4.3.4.5.5 ISO/IEC 

27001:2013 A.6.1.3, 

A.16.1.2 NIST SP 800-53 

Rev. 4 AU-6, IR-6, IR-8  

RS.CO-3: 

Information is 

shared consistent 

with response plans  

CIS CSC 19 COBIT 5 

DSS03.04 ISA 62443-2-

1:2009 4.3.4.5.2 ISO/IEC 

27001:2013 A.16.1.2, Clause 

7.4, Clause 16.1.2 NIST SP 

800-53 Rev. 4 CA-2, CA-7, 

CP-2, IR-4, IR-8, PE-6, RA-5, 

SI-4  

RS.CO-4: 

Coordination with 

stakeholders occurs 

consistent with 

response plans  

CIS CSC 19 COBIT 5 

DSS03.04 ISA 62443-2-

1:2009 4.3.4.5.5 ISO/IEC 

27001:2013 Clause 7.4  

NIST SP 800-53 Rev. 4 CP-

2, IR-4, IR-8  

RS.CO-5: Voluntary 

information sharing 

occurs with external 

stakeholders to 

achieve broader 

cybersecurity 

situational 

awareness  

CIS CSC 19  

COBIT 5 BAI08.04  

ISO/IEC 27001:2013 A.6.1.4  

NIST SP 800-53 Rev. 4 SI-5, 

PM-15  

Analysis 

(RS.AN): 

Analysis is 

conducted to 

ensure 

effective 

response and 

support 

recovery 

activities.  

Communication: To do 

the response activities 

you need a strong 

feedback system to see if 

the desired results have 

been achieved  

  

  

RS.AN-1: 

Notifications from 

detection systems 

are investigated  

CIS CSC 4, 6, 8, 19 COBIT 

5 DSS02.04, DSS02.07 ISA 

62443-2-1:2009 4.3.4.5.6, 

4.3.4.5.7, 4.3.4.5.8 ISA62443-

3-3:2013 SR 6.1 ISO/IEC 

27001:2013 A.12.4.1, 

A.12.4.3, A.16.1.5 NIST SP 

800-53 Rev. 4 AU-6, CA-7, 

IR-4, IR-5, PE-6, SI-4  
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Function Category Human Factors Subcategory Informative References 

RESPOND 

(RS) 

  

RS.AN-2: The 

impact of the 

incident is 

understood  

COBIT 5 DSS02.02  

ISA 62443-2-1:2009 4.3.4.5.6, 

4.3.4.5.7, 4.3.4.5.8 ISO/IEC 

27001:2013 A.16.1.4, 

A.16.1.6 NIST SP 800-53 

Rev. 4 CP-2, IR-4  

RS.AN-3: Forensics 

are performed  

COBIT 5 APO12.06, 

DSS03.02, DSS05.07 ISA 

62443-3-3:2013 SR 2.8, SR 

2.9, SR 2.10, SR 2.11, SR 

2.12, SR 3.9, SR 6.1 ISO/IEC 

27001:2013 A.16.1.7 NIST 

SP 800-53 Rev. 4 AU-7, IR-

4  

RS.AN-4: Incidents 

are categorized 

consistent with 

response plans  

CIS CSC 19 COBIT 5 

DSS02.02 ISA 62443-2-

1:2009 4.3.4.5.6 ISO/IEC 

27001:2013 A.16.1.4  

NIST SP 800-53 Rev. 4 CP-

2, IR-4, IR-5, IR-8  

RS.AN-5: Processes 

are established to 

receive, analyze and 

respond to 

vulnerabilities 

disclosed to the 

organization from 

internal and external 

sources (e.g. internal 

testing, security 

bulletins, or security 

researchers)  

CIS CSC 4, 19  

COBIT 5 EDM03.02, 

DSS05.07 NIST SP 800-53 

Rev. 4 SI-5, PM-15  

Mitigation 

(RS.MI): 

Activities are 

performed to 

prevent 

expansion of 

an event, 

mitigate its 

effects, and 

resolve the 

incident.  

Knowledge:  

Countermeasures and 

installed security 

procedures are used to 

reduce the dangers  

  

Distraction:  

During mitigation, an 

employee may perform 

activities incorrectly due 

to environmental or 

social factors 

RS.MI-1: Incidents 

are contained  

CIS CSC 19 COBIT 5 

APO12.06 ISA 62443-2-

1:2009 4.3.4.5.6 ISA 62443-3-

3:2013 SR 5.1, SR 5.2, SR 

5.4 ISO/IEC 27001:2013 

A.12.2.1, A.16.1.5  
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Function Category Human Factors Subcategory Informative References 

 

 

 

 

 

RESPOND 

(RS) 

 

 

 

 

 
 

 
Awareness:  

to secure and defend 

today's company 

networks from diverse 

cyber-attacks, awareness 

is essential. Network 

administrators and 

security analysts need to 

know precisely what 

happened in the 

network, why it 

happened, and what 

steps or 

countermeasures need to 

be made as soon as 

possible to mitigate any 

potential effects  

RS.MI-2: Incidents 

are mitigated  

NIST SP 800-53 Rev. 4 IR-4  

CIS CSC 4, 19  

COBIT 5 APO12.06  

ISA 62443-2-1:2009 4.3.4.5.6, 

4.3.4.5.10  

ISO/IEC 27001:2013 

A.12.2.1, A.16.1.5  

NIST SP 800-53 Rev. 4 IR-4  

RS.MI-3: Newly 

identified 

vulnerabilities are 

mitigated or 

documented as 

accepted risks  

CIS CSC 4  

COBIT 5 APO12.06  

ISO/IEC 27001:2013 

A.12.6.1  

NIST SP 800-53 Rev. 4 CA-

7, RA-3, RA-5  

Improvement

s (RS.IM): 

Organizationa

l response 

activities are 

improved by 

incorporating 

lessons 

learned from 

current and 

previous 

detection/resp

onse activities. 

Resources and Norms: 

To strengthen 

cybersecurity resilience, 

the organization's 

framework should 

include an incident 

review and learning 

phase as an official 

standard. 

  

RS.IM-1: Response 

plans incorporate 

lessons learned  

COBIT 5 BAI01.13  

ISA 62443-2-1:2009 

4.3.4.5.10, 4.4.3.4  

ISO/IEC 27001:2013 

A.16.1.6, Clause 10  

NIST SP 800-53 Rev. 4 CP-

2, IR-4, IR-8  

RS.IM-2: Response 

strategies are 

updated  

COBIT 5 BAI01.13, 

DSS04.08  

ISO/IEC 27001:2013 

A.16.1.6, Clause 10  

NIST SP 800-53 Rev. 4 CP-

2, IR-4, IR-8  
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5. RECOVER  

Develop and implement appropriate activities to maintain plans for resilience and to 

restore any capabilities or services that were impaired due to a cybersecurity incident.  

  

Recovery Planning (RC.RP):  

“Recovery processes and procedures are executed and maintained to ensure restoration of 

systems or assets affected by cybersecurity incidents.”  

  

Human Factors:  

- Norms. Establishing clear procedures for incident management is a complex 

undertaking, and although they are tailored to an organization's mission, size, 

structure, and functions, they generally contain common elements: (1) defining 

the scope; (2) defining cybersecurity events and incidents, personnel roles and 

responsibilities, levels of authority for the response, reporting requirements, 

requirements and guidelines for external communications, information 

sharing, and procedures for evaluating performance [210].  

- Knowledge. Organizations should use a combination of exercises and tests for 

recovery capability validation. Recovery exercises and tests should be formally 

implemented at a frequency that makes sense for the organization, and the 

results should be recorded to help inform organizational cybersecurity 

activities. Organizations should set realistic objectives, with specific roles and 

responsibilities, for exercising and testing recovery capabilities to verify their 

ability to adequately manage cybersecurity risk [211].  

- Distraction. By studying human error based on running multiple processes 

simultaneously, it was realized that the demand for multitasking distracts 

workers and encourages cyberattacks [97]. 

  

Improvements (RC.IM):  

“Recovery planning and processes are improved by incorporating lessons learned into future 

activities.” 

  

Human Factors:  

- Resources and Norms. The framework adopted by the organization should 

establish as an official norm an incident review and learning phase to improve 

cybersecurity resilience. It is important that Lessons Learned related to 

recovery plans are not overlooked. Such information is important for 

improving security and recovery processes [209].  

 

Communications (RC.CO):  
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“Restoration activities are coordinated with internal and external parties (e.g. coordinating 

centers, Internet Service Providers, owners of attacking systems, victims, other CSIRTs, and 

vendors).”  

  

Human Factors:  

- Communication and Assertiveness. Especially after experiencing an attack, 

communicating promptly is critical. One must effectively communicate to the 

team the activities that are part of recovery planning and reassure external 

stakeholders. Those who score high in assertiveness are likely to speak up, take 

the lead, and direct the activities of others. In the context of cybersecurity, a 

lack of initiative can result in an inability to take responsibility or make an 

important decision to resolve a cyber attack. In addition, appropriate 

communication channels must be chosen to communicate a possible attack 

[210] 

 

Table 19 - NIST function RECOVER & Human Factors 

Function Category Human Factors Subcategory Informative References 

RECOVER 

(RC) 

  

Recovery 

Planning 

(RC.RP): 

Recovery 

processes and 

procedures 

are executed 

and 

maintained to 

ensure 

restoration of 

systems or 

assets affected 

by 

cybersecurity 

incidents.  

Knowledge: 

Organizations should 

use a combination of 

exercises and tests for 

recovery capability 

validation 

  

Distraction: it was 

studied that the demand 

for multitasking (e.g. 

running multiple 

processes 

simultaneously) 

distracts workers and 

encourages cyberattacks 

 

Norms: Establishing 

clear procedures for 

handling incidents.  

RC.RP-1: Recovery 

plan is executed 

during or after a 

cybersecurity 

incident  

CIS CSC 10  

COBIT 5 APO12.06, 

DSS02.05, DSS03.04  

ISO/IEC 27001:2013 

A.16.1.5  

NIST SP 800-53 Rev. 4 CP-

10, IR-4, IR-8  
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Function Category Human Factors Subcategory Informative References 

RECOVER 

(RC)  

Improvement

s (RC.IM): 

Recovery 

planning and 

processes are 

improved by 

incorporating 

lessons 

learned into 

future 

activities.  

Resources and Norms: 

The framework adopted 

by the organization 

should establish as an 

official norm an incident 

mt review and learning 

phase to improve 

cybersecurity resilience.  

  

RC.IM-1: Recovery 

plans incorporate 

lessons learned  

COBIT 5 APO12.06, 

BAI05.07, DSS04.08  

ISA 62443-2-1:2009 4.4.3.4  

ISO/IEC 27001:2013 

A.16.1.6, Clause 10 NIST 

SP 800-53 Rev. 4 CP-2, IR-

4, IR-8  

RC.IM-2: Recovery 

strategies are 

updated  

COBIT 5 APO12.06, 

BAI07.08 ISO/IEC 

27001:2013 A.16.1.6, Clause 

10 NIST SP 800-53 Rev. 4 

CP-2, IR-4, IR-8  

Communicati

ons (RC.CO): 

Restoration 

activities are 

coordinated 

with internal 

and external 

parties (e.g. 

coordinating 

centers, 

Internet 

Service  

Providers, 

owners of 

attacking 

systems, 

victims, other 

CSIRTs, and 

vendors).  

Communication & 

Assertiveness:  

Especially after 

experiencing an attack, 

communicating 

promptly is critical. One 

must effectively 

communicate to the 

team the activities that 

are part of recovery 

planning and reassure 

external stakeholders.  

RC.CO-1: Public 

relations are 

managed  

COBIT 5 EDM03.02  

ISO/IEC 27001:2013 

A.6.1.4, Clause 7.4  

RC.CO-2: 

Reputation is 

repaired after an 

incident  

COBIT 5 MEA03.02  

ISO/IEC 27001:2013 

Clause 7.4  

RC.CO-3: Recovery 

activities are 

communicated to 

internal and 

external 

stakeholders as well 

as executive and 

management teams  

COBIT 5 APO12.06  

ISO/IEC 27001:2013 

Clause 7.4  

NIST SP 800-53 Rev. 4 CP-

2, IR-4  

 

4.5. Results and discussions 

The IDENTIFY function is related to: (i) understanding the resources that support 

crucial business operations; (ii) the business environment; (iii) the associated risks. 

When discussing resources (i), it means both human and technical resources. In this 

context, the factor "Resources" plays a crucial role. The organization must allocate 

enough budget to acquire all the necessary resources and maintain them for effective 

cyber resilience. If resources are insufficient, employees may suffer from "stress" [182], 

[183]. When it comes to human resources, the "communication" factor plays a key role. 

Clearly defining and assigning responsibilities that match the capabilities of 

individuals helps to create a climate of mutual respect between management and 

employees, which is critical to achieving strategic goals. To achieve these goals, it is 

necessary to have the "Knowledge" of how to set priorities and use resources 

optimally. The business environment (ii) includes the business environment and 
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governance. Organizations depend critically on top management's ability to create a 

business environment in which everyone has "awareness" of cybersecurity issues 

[192]. Spreading awareness does not mean establishing rigid rules that are difficult to 

enforce. Much of the literature shows that applying very rigid policies is a major cause 

of "stress," "fatigue," and "pressure" in the cyber environment. A good way is to 

organize awareness campaigns and create an environment where employees are 

motivated and stimulated to increase their "Knowledge" and are free to communicate 

("Communication") without shame and fear of consequences. The associated risks (iii) 

are also related to the supply chain. In the IDENTIFY phase, this risk assessment phase 

is critical. It is critically important that all members of the supply chain are aware of 

cyber risks, but more importantly that they have adopted common "standards" for 

managing operations and data. To be monitored at this stage is the factor of 

"complacency" [134], [136].  

 

The PROTECT function supports the ability to limit or contain the impact of a 

potential cybersecurity event. Through the PROTECT function, measures are put in 

place to protect people (1), data (2), and assets (3). People (1) are protected through 

identity management, authentication and access control, awareness, and training. The 

organization must carefully regulate access points to prevent unauthorized access to 

authorized activities and transactions. It is necessary to communicate 

("Communication") the authorized employees and monitor the multiple access points. 

In addition, one should establish "Norms" that are effective but not difficult to enforce. 

Often if the rules are repetitive, such as frequent password change requests or constant 

requests for authorizations, the employee may experience "Fatigue," so-called 

"authentication fatigue" [212]. In addition, due to the repetitiveness of actions, he or 

she may make "Distraction" errors. Protecting access points is critical, but protection 

works if employees are aware ("Awareness") of cyber threats and trained to know 

("Knowledge") their impact and likelihood of occurrence.  

The topic of training returns in many of the functions. This, to be effective, must be 

structured to be stimulating and instructive for the employee. The employee is most 

likely to feel "fatigued" or "stressed" if the training involves a heavy workload, or 

shows complacency towards it [112], [128], [133]. Information and data (2) must be 

managed in a manner consistent with the organization's risk strategy to protect the 

confidentiality, integrity, and availability of information. This means adopting 

security "communication" principles to protect data in transit [202].  

In addition, organizations need to structure protection systems for the user. It is 

suggested that the design consider characteristics of individuals such as distraction, 

stress, fatigue (in all its categories described by [213]), and the need to go fast at the 

expense of safety [177], [183], [201]. In addition, in setting norms, the organization 
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must ensure that people do not feel too excluded, trained, constrained, and controlled 

to comply with them, increasing resistance [117].  

 

As for the DETECT function, again the human factors "Knowledge" and "Awareness" 

play a key role. When a detection process has to start, one should know how to assess 

the threats and their implications. In addition to these is the importance of the human 

factor "Teamwork." Especially when it comes to the detect function, the interaction 

between teams could lead to better cyber defense performance [204]. 

The most critical human factors that organizations should pay attention to are the 

human factors "Pressure" and "Distraction." "Pressure" for workers directly involved 

in processes to detect attacks. Misjudgments caused by excessive work pressure can 

have damaging effects on business and personal data [173]. Therefore, organizations 

must act in a way that does not overburden employees with pressure when assigning 

tasks and responsibilities. Finally, distraction-related to continuous security detection 

and monitoring processes should be mentioned. When employees place too much 

trust in cybersecurity devices, this can reduce control and commit "distraction" errors 

due to the repetitiveness of the actions they perform [136]. 

 

Analyzing the last two remaining functions, "RESPONDING" AND "RECOVERY," the 

human factors "Knowledge" and "Awareness," "Stress," and "Pressure" need to be 

mentioned again. The first two are among the most analyzed in the literature. They 

are a fundamental requirement not only for the NIST categories but for cyber 

resilience in general. No process or procedure can be implemented without a thorough 

understanding of operations and situational and contextual awareness. The 

connection between these functions and "Stress" and "Pressure" is also intuitive. Stress 

management is a primary consideration in any incident response team. Incident 

response work is technical, laborious, and difficult and often must be done quickly to 

reduce damage and safeguard the existence of the organization.  

However, there are other factors found to be important in the analysis of the two 

functions. Among the most cited in the literature are "communication" and "norms." 

When an organization is hit by an attack, the impact is likely to affect not only the 

organization itself but also other stakeholders. This means that the organization must 

communicate with different entities during the response and recovery phases. Soft 

communication skills are essential at this stage [130], [209]. In addition, in order to 

respond and recover effectively, a strong feedback system is needed to check whether 

the desired outcomes have been achieved [127].  

Moreover, it has emerged how lessons learned related to the cybersecurity incident 

response process are often overlooked. The result is that organizations miss 

opportunities to help teams mature, identify important trends, and improve security. 
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However, these processes involving learning and improvement only work if incidents 

are reported.  

Nevertheless, reporting is often neglected. At the individual level, the reason is shame 

and fear of consequences. At the corporate level the need to protect the company 

image [117]. It is important to understand the motivations and benefits of reporting 

and to create a friendly and collaborative work environment where communication 

does not become an obstacle to cyber resilience. Finally, the last widely cited factor is 

"Assertiveness." After experiencing an attack, communicating promptly is critical. As 

mentioned above, communicating effectively with one's team about activities that are 

part of the response and recovery planning and reassuring external stakeholders 

about the situation should be two priorities. Those who score high in assertiveness are 

likely to speak up, take the lead, and direct the activities of others. In the context of 

cybersecurity, a lack of initiative can result in an inability to take responsibility or 

make an important decision to resolve a cyber attack. Assertiveness is a key behavior 

for creating and maintaining positive relationships at work and facilitating team 

functioning and post-incident recovery. 

 

The following framework, graphically summarizes the result of this latest analysis, 

emphasizing the most impactful human factors in the NIST functions. 

 



147 
 

 

Figure 13 - NIST Cybersecurity Framework & Human Factors. In bold most relevant factors per 
function 
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5. Discussing the effectiveness of organizational 

cybersecurity outsourcing practices  
Over the past few years, organizational cybersecurity has become a popular topic of 

discussion. [214] define organizational cybersecurity broadly as “the efforts 

organizations take to protect and defend their information assets, regardless of the form in 

which those assets exist, from threats internal and external to the organization”. 

Organizations of all sizes are now looking to implement measures to protect 

themselves from cyberattacks. While no one solution will work for every organization, 

implementing a combination of technologies seemed the most effective way to reduce 

risk. Proper technology can help prevent most attacks, detect vulnerabilities, and 

mitigate cyber risks [215]. However, it is now clear that cybersecurity requires more 

than just the latest technology [191]. To decrease cyber risk, all members of the 

organization must act. Working to identify and reduce risks, implementing rules and 

procedures, and educating staff are all part of proper security planning [216] involved 

in cybersecurity management. An important context-based variable to consider when 

dealing with organizational cybersecurity is represented by the choice of outsourcing 

(or not) cybersecurity management [217]. This can be due to the specific skills owned 

by the organization [218], the organizational dimension [155], [219], the cybersecurity 

budget [220], and other contextual variables. As extensively demonstrated in other 

managerial research streams, there are significant differences in the effectiveness of 

managing internally or outsourcing organizational and business processes, and 

cybersecurity processes are no exception [221], [222]. While outsourcing has led 

organizations to achieve goals of reducing costs, simplifying operations, improving 

productivity, and enhancing customer service [223], today organizations are 

questioning whether this strategy is increasing or reducing threats and risks. 

Organizations around the world are looking to improve and grow their business by 

focusing on their core activities, which has led them to increasingly rely on external 

staff to manage specific aspects of their organizational processes. It is in this context 

that IT outsourcing (ITO) has seen a significant increase, confirmed by a proliferation 

of contributions that stressed the importance of defining ITO models to help 

organizations in the decision-making process for choosing to outsource their services 

to third parties. However, while ITO continues to be popular for its ability to make 

enterprises more agile and cost-effective, the associated cybersecurity concerns have 

been growing and taking on a more urgent priority. According to [224], the benefits 

of the expanded use of outsourced services may be impeded by the increased potential 

cyber risk exposures that these services create for the companies who acquire them. 

Companies that use outsourcing services may be under-protected against these 

hazards or may not even be aware that they exist. On the other side [225], [226] suggest 

that companies that outsource cybersecurity would benefit from high-quality 
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software and highly skilled cybersecurity experts which lead to a reduction in cyber 

risks. Although in the last years there has been a proliferation of contributions to guide 

organizations in the management of cybersecurity [227], [228], there is still a research 

gap in studying the differences concerning the effectiveness of cybersecurity practices 

in the case of in-house managed or outsourced cybersecurity processes. Most existing 

research studies information security outsourcing as an operational IT decision [229] 

or as an attack detection and secure estimation problem [230], [231]. Very few studies 

investigated strategic organizational decisions and management processes involved 

in the decision-making process of outsourcing information security. With this 

research, the author wants to contribute to the debate on the decision-making process 

for choosing to outsource cybersecurity by stressing the importance of also 

considering managerial aspects and variables related to the organizational context. In 

the following paragraphs will be presented a summary of the prior literature related 

to the definition and utilization of ITO and cybersecurity outsourcing. Then a paper 

titled “The Effectiveness of Outsourcing Cybersecurity Practices: A Study of the 

Italian Context. published in the Proceedings of the Future Technologies Conference 

will present the results of a quantitative study that surveyed 153 experts in 

cybersecurity on the effectiveness of cybersecurity practices. 

 

5.1. IT Outsourcing 

Outsourcing is defined as a decision-making process where the management of the 

organization must decide whether they should keep a specific activity in-house or buy 

it from an external subcontractor [232]. Multiple definitions have been proposed for 

ITO. Among the most common are [233] which define ITO as the use of third-party 

service providers to effectively deliver IT-enabled business processes, application 

services and infrastructure solutions for business outcomes; [234], [235] integrate the 

definition mentioning also connectivity, development, and maintenance of both 

hardware and software; a fourth definition is given by [236], [237] which describes 

ITO as “a decision taken by an organization to contract out or sell the organization's 

IT assets, people, and/or activities to a third party vendor, who in exchange provides 

and manages assets and services for monetary returns over an agreed period [237].  

More specifically [238] in their state of the art on ITO states that activities that are 

outsourced can be handled by four different types of agreements: (i) General 

outsourcing, which can be done by selecting an area of its information system 

functions according to a strategic plan or identifying an area which could gain value 

if outsourced. (ii) Transitional outsourcing in which the organization replaces its 

technical platform with another one through a third party. (iii) Business process 

outsourcing in which a third party runs all the functions of the business. (iv) Business 

benefits contracting in which an organization subcontracts with a third party defining 
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the business benefits to be achieved in a period. In this thesis, ITO will be considered 

a generic term that also covers the evolutions of approaches such as net-sourcing, 

cloud sourcing, offshoring, and quasi-outsourcing. Net-sourcing is the practice of 

renting or “paying as you use” access to a centrally managed business application, 

made available to multiple users from a shared facility over networks [239]. Cloud 

Sourcing enables organizations to purchase IT resources and capabilities from another 

organization as a service. In this case, organizations can choose to outsource all or part 

of their IT services to the cloud to run applications, databases, and servers on a 

virtualized infrastructure [240]. Offshoring or outsourcing involves a contract with an 

IT service provider outside of its home country with privacy, property, security, and 

regulatory compliance implications [241], [242]. Quasi-outsourcing involves the 

creation of a subsidiary and transferring certain business functions to it, keeping total 

or partial ownership of the new, independently managed company [243].  

According to [244] the main driver for which a company chooses to outsource part, or 

all of its IT activities is cost savings, but it is necessary to consider further aspects such 

as: the greater speed of development in implementing key functions compared to a 

more expensive and slower internal activity; the operational flexibility needed by a 

fast-growing company to maintain high demand; the highly specialist skills required 

by the IT context. Outsourcing also enables organizations to better focus on their core 

business while also improving the service they offer [245]. and reducing the risks 

associated with compliance with privacy-related issues [246]. Finally, several 

variables need to be taken into consideration when evaluating whether to outsource 

processes and which form of outsourcing is best suited to the business. [171] discusses 

the link between organizational size and the decision to externalize processes. 

Specifically, their case study details factors that influence the effectiveness of 

outsourcing for small and medium-sized enterprises. [247] on the other hand, 

highlights the differences in outsourcing IT processes in the public or private sector, 

listing the motivations that lead a public company to outsource its IT processes and 

describing the difficulties of ITO process management in the public sector. Finally, 

[245] mentions the importance of considering the final customer in decision-making 

factors, especially in B2C organizations, it is stated how ITO must be an opportunity 

both to maximize its benefits and to ensure the satisfaction of its internal and external 

customers. 

 

5.2. Cybersecurity Outsourcing 

Within the ITO stream, it is important to highlight the issue of cyber security. On one 

side cyber security has become one of the top priorities for IT managers in both public 

and private sectors with large and small organizations facing increasingly 

sophisticated methods of attacks. On the other side, it has also drawn the attention of 
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researchers and practitioners to investigate whether cyber security outsourcing, as 

part of the ITO, would lead to benefits or increased risks for today's industrial contexts 

[224]. A continuously growing number of companies have approached the paradigm 

of industry 4.0, by connecting factories to the internet, allowing business functions to 

communicate in real time, to increase efficiency and effectiveness. However, in these 

hyper-connected industrial contexts, cybersecurity issues represent one of the most 

relevant challenges and barriers to efficiency. Within Industry 4.0, cybersecurity plays 

a key role in preventing companies from losing competitiveness and it is perceived by 

managers to be both a top priority and one of the most critical shortcomings [248]. A 

cybersecurity program for a highly connected industry is complex. It has several 

components from strategy to architecture, engineering to operations to be taken into 

consideration [249]. Organizations can manage in-house their cybersecurity process 

or pay a service provider [217]. The strategic outsourcing of cybersecurity functions 

explicitly (or implicitly) assumes that organizations transfer the responsibility to 

cybersecurity providers. These organizations’ risk profile changes and becomes a 

combination of their risks and a subset of their cybersecurity provider risks [224]. 

Since cybersecurity risk is never totally transferred, cybersecurity practices are 

compulsory in both contexts (in-house and outsourcing) even if it is plausible that one 

could be a better choice in specific circumstances. A branch of studies has focused on 

information security processes, patching policies, contractual issues, and attack 

control and monitoring software, rather than investigating the strategic decisions, 

cybersecurity management practices, and IT governance arrangements associated 

with the decision to outsource cybersecurity [229]. Another branch of studies has 

focused on the effectiveness of cybersecurity practices from an organizational point of 

view, considering those aspects that do not involve only technology but are also 

considered fundamental to the analysis of business processes, the engagement of 

people, and the interaction between man and machine within the decision-making 

process [47]. In conclusion, previous studies have focused on the benefits and risks of 

both solutions, however, there is still a research gap in studying the differences 

concerning the effectiveness of organizational cybersecurity practices when they are 

outsourced. 

 

We will refer to the concept of effectiveness as the degree to which a practice is 

successful in producing the desired result: the successful information security of the 

company.  

The study aims to assess managers' perceptions of the effectiveness of selected 

organizational cybersecurity practices in protecting their corporate systems by going 

to evaluate cases of in-house or outsourced cybersecurity management.  

Specifically, the quantitative study conducted involved 153 managers in assessing the 

effectiveness of a selected group of practices related to organizational cybersecurity. 
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In fact, for this phase of the research, we focused on those practices that according to 

the NIST framework most relate to the interaction with the characteristics of the 

employees involved in cybersecurity processes. 

The focus was on aspects such as:  

- The management of cybersecurity process control, particularly the presence of 

disciplinary processes and sanctions for information security data breaches. 

- The procedures that regulate physical access to IT resources. 

- The practices to ensure the protection of log information, specifically the audit 

and log record should be documented, implemented, and revised according to 

the policy.  

- The use of lessons learned in response plans. 

- The use of communication protocols to communicate with internal and external 

stakeholders. 

 

The results answered RQ3 showing that there is no difference in the effectiveness of 

procedures that regulate physical access to IT resources or communication protocols, 

going to confirm the current trend of a balanced partition between those organizations 

that consider it less hazardous to keep such practices in-house and those that prefer 

to outsource them convinced that they would find out more trained people.  

Interesting, however, is the result that emerged on the topic of sanctions and 

disciplinary processes. What emerged in the human factors analysis in chapter 4 

showed that multiple situations lead a user to commit an information security breach. 

There are motivations related to a desire for revenge, frustration due to fatigue and 

pressure, distraction, or complacency toward cyber security practices. 

NIST states that organizations should establish a formal and communicated 

disciplinary process to take action against employees who do not comply with the 

company policy. What emerges is how deterrence actions and severity of penalty seem 

to be more effective when people from outside the organization handle them. 

Individuals from outside the organization may be less emotionally involved making 

such processes more effective and increasing the intention of employees to comply 

with organizational information security policies.  

 

Regarding data protection and recording lessons learned, it was found that managers 

find it more effective to keep their management in-house. Regarding data, the result 

is in line with the broader literature on cloud-based data management. There is a 

general mistrust and concern about outsourcing large volumes of data. This has led 

organizations to develop and train in-house IT teams responsible for such 

management.  

Finally, the theme of lessons learned. Organizations are still disinclined to record IT 

incidents and even more so to outsource this activity [250]. There is still a strong view 
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that disseminating such information is inconvenient for the organization's reputation. 

However, the study showed how organizations have begun to understand the 

importance of incident analysis and recording lessons learned, valuing this practice as 

more effective when it is done internally within the organization. The reasons for a 

higher effectiveness value can be attributed, according to managers, to incentives to 

withhold information about cyber attacks, especially when the occurrence of the cyber 

attack and the damage caused is uncertain.  

For a detail of the survey conducted and the results collected for the practices 

mentioned above, please refer to the follow-up article presented at the Future 

Technologies Conference SAI 2021. The presented article is intended to be a starting 

point that analyzes specific cybersecurity practices and lays the foundation for a 

larger study in the future aimed at analyzing more aspects related to cybersecurity 

outsourcing.  
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5.3. Appended Paper 2: The Effectiveness of Outsourcing Cybersecurity 

Practices: A Study of the Italian Context 
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6. Leveraging human-machine interaction for cyber resilience 
This chapter will address RQ4.1. and RQ4.2. by exploring how cyber resilience can 

benefit from increased and fruitful human-machine interaction. Specifically, the thesis 

focused on the topic of digital assistants as a tool to improve performance while 

supporting the operator in alienating or complex operations. Section 6.1 presents an 

under-review article that develops a conceptual architecture and taxonomy to guide 

researchers in the development of digital assistants. The work went to fill the void 

generated by a lack of common consensus on which should be technical and functional 

characteristics of a virtual assistant. Section 6.2 reports on the development of a digital 

assistant for cybersecurity. In addition to recounting the development of the agent's 

functionality, the research will focus on analyzing the benefits and limitations of such 

a solution, trying to answer the increasingly ongoing question: can digital assistants, 

and in a broader view human-computer interaction, help close the gaps in cyber 

resilience? 

As mentioned previously, these concepts fit into the new paradigm for the industrial 

transformation described by Industry 5.0. Industry 4.0 was a technologically focused 

and growth-oriented industrial paradigm that failed to consider the environmental, 

sociological, and long-term development components of economic operations [251], 

[252]. Similarly, building resilience within our present economy and adapting it to be 

more resilient to future shocks, suggests that mitigating the consequences of 

disruptions (e.g., a pandemic or a data breach) should be more ambitious than trying 

to return to baseline conditions. New systemic solutions are required. Industry 5.0 

tries to provide a solution by stressing the importance of: adopting a human-centric 

approach to digital technologies including artificial intelligence; up-skilling and re-

skilling workers on digital skills; sustaining modern, resource-efficient, and 

sustainable industries and transitioning to a circular economy.  

Among the technologies used as an interface for human-machine communication are 

digital assistants. Also known under other terms such as chatbot, voice-enabled 

assistant, intelligent assistant, and conversational agent, this technology is among the 

fastest-growing information technology applications [253]. This solution has been 

used in various fields from marketing to healthcare or the industrial sector with 

different applications such as support in maintenance procedures, assembly, or 

quality control. The inclusion of such applications has brought benefits such as 

supporting the operator in safety-critical, complex, and high-precision operations 

[254], [255] but also relieving the operator from stressful, repetitive, and alienating 

operations. 

On the other hand, such an application requires cautious onboarding that includes, 

for instance: Actively engaging employees in business process design, effective 

employee training, ai-focused change management, and support to reduce risks such 
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as cybersickness or employees' natural fear that automation will take their jobs away 

[256], [257]. 

For more details on these aspects and a prototype solution, please refer to the 

following two articles prepared during the PhD pathway and currently under review. 

The Appended Paper 3 is currently under review at the Journal of Industrial 

Information Integration. The Appended Paper 4 is currently under review at Expert 

Systems With Applications. 
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6.1. Appended Paper 3 Under Review: Human-technology integration with 

industrial conversational agents: a conceptual architecture and a 

taxonomy for manufacturing. 

 

Human-technology integration with industrial conversational agents: a 

conceptual architecture and a taxonomy for manufacturing 

Highlights 

• We designed a conceptual architecture and taxonomy for developing industrial 

conversational agent 

• We fill the need of empirical research on conversational agents in manufacturing 

• We present a qualitative analysis of conversational agents in manufacturing 

• We highlight the importance of positive and beneficial human-machine interaction. 

 

Abstract 

Conversational agents are systems with great potential to enhance the human-computer 

interaction in industrial settings. Although the number of applications of conversational 

agents in many fields is growing, there is no shared view of the elements to design and to 

implement chatbots in the industrial field. The paper presents the combination of many 

research contributions into an integrated conceptual architecture, for developing industrial 

conversational agent using the Nickerson's methodology. The conceptual architecture 

consists of five core modules; every module consists of specific elements and approaches. 

Furthermore, the paper defines a taxonomy from the study of empirical applications of 

manufacturing conversational agents. Indeed, some applications of chatbots in 

manufacturing are available but those have never been collected in single research. The paper 

fills this gap analyzing the empirical cases and presenting a qualitative analysis, with 

verification of the proposed taxonomy. The contribution of the article is mainly to illustrate 

the elements needed for the development of a conversational agent in manufacturing: 

researchers and practitioners can use the proposed conceptual architecture and taxonomy to 

more easily investigate, define, and develop all the elements for chatbot implementation.  

Keywords: chatbot; natural language processing; dialogue systems; voice bot 

1. Introduction 

Conversational agents belong to the systems designed to enable Human-Computer 

Interaction [1]. These systems represent a new form of interaction between humans and 

machines, allowing the user to interact using the tool most used by humans: natural language 

[2]. These interfaces represent a paradigm shift from the current Graphical User Interfaces 

(GUIs), where interaction is based on a visual representation that includes elements such as 

icons, sliders, and buttons [3]. The objective of these new interfaces is to offer a new, logical 

and intuitive human-computer interaction by representing a cost-effective solution that can 

facilitate, speed up and increase the efficiency of daily activities [4]. This allows users to 
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intuitively interact with data, resources and services without the need for GUI training: the 

user can simply make a request through the use of their own language, and be assisted and 

supported by the conversational agent [5]. 

With the term conversational agents are indicated all those software able to support a 

conversation with a human being through a textual and/or vocal channel. In literature are 

used multiple terms to indicate such systems, including: conversational systems, 

conversational user interfaces, chatbot, voice assistant, virtual assistant, spoken dialogue 

system, conversational AI [6]. Although there are some differences, the term chatbot is by far 

the most used to refer to such solutions, terminology that should be intended in its most 

general definition of conversational agent [5]. Thus, in the paper, the authors use chatbot and 

conversational agent as synonyms. In the manufacturing sector, the adoption of 

conversational agents is driving the digital transformation of organizations, with the aim of 

improving both customer and user-experience and making their internal processes more 

efficient [7]. These technologies are included in the broader scope of eXtended Reality (XR) 

technologies, which are leading the way towards new forms of interaction with computers. 

Their goal is to increase the degree of mobility, autonomy and independence of operators by 

working on Human-In-The-Loop, user-centered systems, in which operators play the role of 

decision makers, entrusting the most repetitive operations to these technologies [8]. With 

this in mind, the development of conversational agents is focused on both supporting users 

in interacting with machines [9], databases [10], information systems [11], and in completing 

tasks [12], moving towards the notion of smart operators [13]. It is to underline that 

conversational agents require a proper design even to cope with possible safety issues, that 

are always present in 4.0 technologies [14,15], because the increasing introduction of 

digitalization and automation of work processes lead to the expanded complexity of cyber-

socio-technical systems[16]. 

From the analysis of the few papers devoted to conversational agents in the industrial field, 

there is no agreement on the elements to be considered and developed for the creation of 

an industrial conversational agent. In this paper, we evaluate the key elements specific for 

the industrial conversational agents and we review the literature to build an integrated 

architecture for developing industrial chatbots.  

Therefore, this paper addresses the following research questions:  

- RQ1: Which logical interconnections and modules are needed for a conversational 

agent’s architecture? 

- RQ2: What are conceptually grounded and empirically validated design elements for 

manufacturing conversational agents? 

To answer RQ1 architectures available in literature are first investigated. Then, the research 

presents and discusses the fundamental concepts for understanding the logical operations of 

an industrial conversational agent through the definition of its general design and its modules, 

to propose an architecture, we assume “integrated” since it integrates several literature 

contributions. Subsequently, the attention has been turned towards the development and 

use of such systems in the manufacturing sector, analyzing their role as an enabling 

technology for Industry 4.0/5.0. For this purpose, a reference taxonomy was developed to 

answer RQ2. The research approach for its development follows a revised and adapted 
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version of the taxonomy development model of [17]. The taxonomy is then used to classify a 

sample of 20 manufacturing chatbots, appropriately selected from various scientific 

databases. The classification confirmed the validity of the taxonomy and underlined main 

paths in up-to-date manufacturing conversational agents.  

The paper is organized as follows. Section 2 introduces the topic of conversational agents 

providing literature background information. More specifically chatbot architectures and 

technical terminology available in literature are underlined. Section 3 describes the 

conversational agent conceptual architecture for industry. Section 4 details the research 

process followed to develop the taxonomy and presents it. Section 5 provides an extensive 

case study qualitative analysis using the proposed manufacturing chatbot taxonomy. Finally, 

section 6 concludes and outlines the follow-up research. 

2. Related work and motivation 

Although the interest for conversation systems has increased in recent years both in industry 

and in research [7], the idea of applications capable of interacting with humans was born in 

1950, when Alan Turing wondered if machines were able to "think", to link and express ideas 

[18]. In 1966, Joseph Weizenbaum [19] created ELIZA, which has been historically considered 

as the first conversational system. A first generation of conversational agents whose 

operation was based on the use of specific rules was developed starting from ELIZA. PARRY 

(1972) is considered the first chatbot with personality and ALICE (1995) the first chatbot to be 

developed with the Artificial Intelligence Mark-Up Language (AIML) [20]. Such systems have 

seen a significant evolution in recent years due to advances made in the field of Artificial 

Intelligence (AI). On one side, Natural Language Processing (NLP) techniques have allowed for 

better syntactic and semantic analysis of text [21] with application in several fields [22]. On 

the other side, Machine Learning applications have allowed for a move away from rule-based 

implementation, leading systems to learn directly from large corpus of data [20]. The 

explosion of such technologies then occurred with Apple's introduction of Siri in 2010 and 

followed by Watson Assistant, Alexa, Cortana, and Google Assistant [23]. 

This widespread use has led to the theorization of multiple reference architectures and 

functionalities for the development of conversational agents. The logical functioning of a 

generic conversational agent can be schematized as follows: once it receives the user's input, 

the system analyses it using Natural Language Processing techniques to identify what the user 

wants to obtain. Once the chatbot has identified the correct Intent, it must provide the correct 

or best possible answer by performing one of the corresponding actions [24].  

Among the most straightforward architectures is the one proposed by McTear (2020). Despite 

it is not highly detailed, this architecture applies well to both text-based and voice-based 

chatbots. The main difference is that the latter type will be equipped with a speech 

recognition module to process the voice input provided by the user and a text-to-speech 

module to transform the chatbot output into voice format. Among other researches that 

provide a complete chatbot design architecture is the one by Adamopoulou & Moussiades 

[23] and more recently the one by Serras et al. (2020) that integrates this work also with 

extended reality (XR) components. Overall, five fundamental modules return across these 

designs: Automatic Speech Recognition (ASR), Natural Language Understanding (NLU), Dialog 

Manager (DM), Natural Language Generation (NLG), and Text-To-Speech (TTS).  
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In terms of functionality, chatbots mainly fall into two different categories : Task-Oriented 

and Non-task oriented chatbots [5]. In Task-Oriented, the interaction between humans and 

machines is focused on accomplishing a specific task. They are designed to deal with a specific 

scenario and perform best with a narrow knowledge domain. On the other hand, non-task 

oriented are designed to have more extended conversations, with the goal of simulating a 

real conversation between humans. They often have recreational, or entertainment purposes 

and the conversations are based on a broader knowledge domain. A few authors further 

subdivide this category into Informative and Conversational. The former are intended to 

provide the user with specific information (FAQbot, Q&Abot), the latter are intended to hold 

generic conversations with users [7]. Further classifications in the literature concern the 

method of response generation, the knowledge domain, the length of the conversation, the 

service provided, and the control of the conversation. A distinction is made between the Rule-

based Approach and the Neural Network Based Approach, which in turn is divided into 

retrieval based approach and generative approach [26]. Sometimes in the literature the terms 

Rule-based chatbot and Data-driven chatbot (or AI-based chatbot) are also used to indicate 

the different types of chatbot that can be realized [5]. Classification by knowledge domain is 

related to the amount of available data, which constitutes the chatbot's knowledge base. One 

can distinguish Open domain and Closed domain chatbots [20]. When talking about Open 

domain, the conversation with the chatbot can start in one knowledge domain and later move 

to a different one. In contrast, Closed domains have limited knowledge about a specific 

domain and are designed to have conversations focused on one or a few specific topics [27]. 

Based on the length of the conversation, two other types of chatbots can be distinguished: 

systems based on Short-Term and Long-term relations [1]. A short-term relation is 

characterized by a one-shot interaction, also called single-turn [28], in which the response is 

generated solely based on a single message, without collecting the user's information. In 

contrast, Long-term, also called multi-turns, are chatbots designed to have an extended 

interaction over time and able to record relevant information exchanged during the 

conversation. Furthermore, in user-chatbot interactions, two categories are distinguished 

based on who drives the dialogue: chatbot-driven dialogue and user-driven dialogue systems 

[4]. Finally, conversational agents can be classified according to the type of relationship with 

the user and the type of service they provide [7,23]. Interpersonal chatbots have the sole 

purpose of giving the requested information and moving on to the next user. Intrapersonal, 

on the other hand, are those chatbots that have an elevated level of engagement with the 

users, also performing tasks for them. 

As discussed, there are several criteria for classifying chatbots in the literature. These 

classification criteria should not be understood as mutually exclusive. Two or more criteria 

may coexist and be used in. combination for the development of a chatbot. Although this is 

typically the scenario, there are logical relationships between these criteria that must be 

considered. When designing a chatbot, the options to be implemented depend on its ultimate 

purpose. Based on the final aim of the chatbot there will be advisable, viable, and avoidable 

options considering functional suitability, performance efficiency, usability, and security [7]. 

However, despite diverse chatbot characteristics that have been investigated, there is a 

scarcity of empirical research on how to design chatbots’ profile. Notably as reported in the 

survey by Motger et al. [7] there is a lack of structured and synthesized knowledge. They 
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underlined as one of the major challenges in the field of conversational agents is the shift 

from develop chatbots for simple tasks moving towards assistants able to perform complex 

tasks by applying domain and target specific requirements. This is particularly relevant in the 

manufacturing sector where the topic of conversational agents is still in its beginning phase, 

cases presented are unstructured, lacking a common line for their development, evolution, 

and personalization. 

Therefore, from that reviewed, the objective of the current work is to determine which are 

conceptually all the design elements for a manufacturing chatbot and to address a taxonomy 

and guideline for its development. The taxonomy will be based on scientific literature and 

validated through empirical data collected from real manufacturing chatbot case studies. 

3. Conversational Agent Conceptual Architecture 

An appropriate conversational agent architectural design is the first step to investigate for the 

development of a chatbot. Therefore, several architectural designs have been proposed in 

literature. Some of them have been approach specific. For instance in [29] and [30] the 

authors propose architecture specific for rule based chatbots and retrieval based chatbots. In 

their review illustrate specific architectures for corpus based, intent based, or recurrent 

neural network based chatbot. Other have been function specific such as [31] which has 

focused on architecture modules for human-computer speech interaction.  

Among the first design is the one by Souvignier et al. [32] who present a system architecture 

focusing on elements fundamental for spoken dialog systems. Their main components are a 

speech recognizer, a natural language understanding module, a text-to-speech tool, and a 

dialog manager. The research offers a detailed technical description of the natural language 

understanding module but lacks in other architectural details and there is no technical 

information on Speech recognition, Speech Synthesis and Response Generation.  

Among the most extensive and complete recent chatbot architecture is the one proposed by 

Adamopoulou & Moussiades [23]. Their work offers both an architecture and a development 

approach. Despite its interesting integration of different modules, their design lacks in details 

regarding Natural Language Understanding techniques, Dialog Policies categories and the 

Response Generation Component lack many essential details. An interesting design is 

proposed by Serras et al. [25] who propose an Interactive XR architecture structured in layer. 

It integrates a spoken dialogue module along with a Device Control Layer, an Interpretation 

Layer, Domain Knowledge Layer and Response Generation Layer. However, it is quite abstract 

as it does not provide essential details for each layer, especially the dialogue manger module 

has not been articulated in its submodules. Besides [28] and [5] present two simplistic designs 

that on one side lack of many essential details but on the other side offer two clear and 

straightforward approaches for the definition of the main modules a chatbot must have. All 

the main components are then described in detailed focusing on task oriented and rule-based 

dialogue systems development. Finally, this review of chatbot architecture literature has 

demonstrated an absence of terminological consistency. Terms such as Natural Language 

Understanding [5,28], Spoken Language Understanding and Semantic Codification [25] or 

User Message Analysis [20] are used as synonymous. Instead, the term Dialog Manager is 

widely used, with some differences such as Dialogue State Tracking [28] or Dialogue Policy 
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Optimization [24]. Similarly, Natural Language Generation [5,28], Response Generation 

Component or Layer [20,25] are used. 

In this section, the authors compose a shared architecture that considers those developed to 

date, offering an articulated path between the various architectural steps, with a detail on 

each phase and a terminological consistency. The architectural design is at the same time 

general and detailed including all the modules from the beginning of the conversation to the 

response generation. The proposed architecture is shown in Figure 1. It is characterized by 5 

core modules, explained below: Automatic Speech Recognition (ASR), Natural Language 

Understanding (NLU), Dialog Manager (DM), Natural Language Generation (NLG), and Text-

To-Speech (TTS). 

 

Figure 1 - Conversational Agent Conceptual Architecture 

Automatic Speech Recognition  

The first module is the Speech-to-text. Its task is to capture and transcribe in text format the 

vocal input given by the user. The purpose is to collect a set of data to be processed by the 

NLU. Modern ASRs are based on the combination of two probabilistic models: the acoustic 

model, which calculates the most probable sequence of phonemes corresponding to each 

part of the speech signal; and the linguistic model, which calculates the most probable 

sequence of words that match the previously calculated sequence of phonemes [33]. The 

main goal is to minimize the Word Error Rate. The most used techniques are based on Deep 

Neural Networks, such as Long-Short-Term-Memory [34] and Hidden Markov Models [35], 

which allow to achieve a word error rate below 10% [33]. 
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The Natural Language Understanding module is responsible for analyzing the string provided 

by the ASR to determine its meaning [5]. It is the process of transforming sentences into 

structured information. Specifically, two basic functions can be performed in the NLU module: 

Intent Classification (or Intent detection) and Slot Filling (or entity recognition). The process 

of text comprehension begins with the use of NLP techniques. The main ones are Token 

decomposition (Tokenization); morphological and lexical analysis through Part-Of-Speech 

(POS); syntactic analysis through the generation of a Parse Tree. Other techniques that can 

be used are Lemmatization, Stemming, and Sentiment Analysis. Once the text has passed the 

NLP phase, it proceeds with intent classification and eventually slot-filling. These functions 

can be performed following rule-based approaches or machine learning. Early chatbots were 

based on pattern matching algorithms [20]. These involve the creation of several categories, 

each with corresponding patterns and templates. The user's phrases are then matched with 

a pattern and the content of the template is given in response. The major issue with this 

approach is the required perfect match between input and pattern. Another type are rule-

based chatbots. These are used to extract context, intent, and slots from the user's sentence 

in order to match certain keywords, using Handcrafted Grammars [5]. HGs contain all the 

rules required to cover the expected user inputs, adding a degree of flexibility of possible 

inputs over pattern matching. They also involve specific rules for each input by requiring 

different rules for sentences having the same meaning but a different structure. To date, the 

most widely used technique for NLU is the use of Machine Learning methods to extract intents 

and slots from user inputs. With this approach, the NLU module requires a corpus, i.e., a set 

of sentences, used to train the chatbot. For each intent, a list of training utterances is 

provided, on which the chatbot is trained. In this approach, the identification of a phrase in a 

specific intent is treated as a classification problem and supervised Machine Learning 

algorithms are used. This approach is more robust than Handcrafted grammars; in fact, inputs 

can be linked to an intent even when the sentence wording is not the same as the examples 

in the corpus. Moreover, conversational agent using machine learning techniques are also 

characterized by slot filling capabilities. With slot filling the system continuously parses the 

user's responses for information that it uses to guide the conversation. This means the agent 

can recognize information that the user has already provided or that is missing, ask clarifying 

questions if needed, and continue with the dialog. Finally, recently the use of Deep Learning 

and neural networks (Recurrent Neural Network) has become more widespread, mainly 

employed for the development of generative chatbots [24,26]. 

 

Dialog Manager 

The DM is the core module of a conversational agent, it manages the conversation and 

decides, at each iteration, which actions must be performed based on the input (Intent) 

provided by the user. It manages the conversation with the user to achieve the goal 

expressed. The module consists of two main components [36]: Dialog State and Dialog Policy.  

The Dialog State tracks Intent and slots and is updated at each user iteration. The Dialog Policy 

is the strategy aimed at acquiring the missing slots to correctly complete the query [33]. Here 

the system decides the action to be taken based on what is reported in the dialog state. 

Depending on the moment of the conversation, 3 different types of actions can be performed 

in the dialog policy: dialog, external and internal action. Dialog actions correspond to a 
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message sent to the user in response to his request and allow the dialogue with the user. 

They can be a confirmation action, a request for further information or an answer to the user's 

query. External actions are actions that allow the conversational agent to interact with 

services provided by other software or databases to satisfy the user's request (e.g., activate 

robots or extract information). Finally, Internal Actions are actions that the agent uses to 

modify its behavior and improve its performance. Ultimately, the approaches used for the 

development of DM, and in particular Dialog Policy, fall mainly into 3 categories: handcrafted, 

probabilistic, hybrid [36] depending on the possible states and transitions between states of 

the conversation. The Handcrafted Approach defines both the state of the system and its 

policy through a set of rules that establish the state of the conversation and which actions are 

possible for each state. In the Probabilistic Approach, the system learns the rules from real 

conversations (from a corpus). The corpus contains examples of responses and conversations. 

Specifically, corpus-based chatbots select the most correct answer by matching the user's 

request with an example contained in the corpus that is used as the answer. Finally, the 

Hybrid Approach combines the advantages of purely rule-based and data-driven approaches. 

 

Natural Language Generation 

The NLG module is responsible for generating the response text, based on the decision made 

by the DM. The DM communicates the relevant information contained in the dialog state to 

the NLG, which is responsible for structuring that information into words and sentences. The 

NLG module involves three processes: content determination, sentence planning, surface 

realization. Content determination is the process of deciding what information should be 

realized. This step has to deal with selection, abstraction and filtering of the input data 

removing irrelevant information. Sentence planning is the process of ordering and grouping 

the semantic information into chunks that are coherent and desirable. Finally surface 

realization is the process of placing the structure, relevant words and producing a well formed 

sentence that fits the rules of grammar. The most appropriate response is generated based 

on three different possible approaches: Rule-based, Retrieval, and Generative approach. In 

Rule-based, the response has a predefined structure and is contained in a specific template. 

Conversely, in Retrieval, the best possible answer is selected from a predefined corpus 

containing answer examples by Machine Learning algorithms. Finally, in Generative, the 

answer is completely generated by the chatbot by Deep Learning algorithms, not making use 

of any kind of predefined answers. 

 

Text-To-Speech 

The Text-to-speech or Speech Synthesis module is the last module that makes up the 

architecture of a conversational agent and is tasked with converting text generated by the 

NLG and synthesizing it to generate output in speech format [37]. In order to accomplish its 

task, the TTS module relies on two steps: Text Analysis, in which the text to be read is 

transformed into a representation consisting of phonemes and prosodic information, and 

Waveform Synthesis, in which the internal representation is converted into a waveform that 

can then be output as a voice message [5]. There are two specific methods for conversion: 

concatenative TTS and parametric TTS. In concatenative TTS appropriate "speech units" 

contained in a speech corpus are selected and concatenated to obtain the final waveform. 
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Parametric TTS instead uses digital signal processing technologies to synthesize speech from 

text. There are mainly two models used for concatenative TTS: one based on Linear Prediction 

Coefficients (LPCs) and the other based on Pitch Synchronous OverLap Add (PSOLA). As for 

parametric TTS, most used methods are Hidden Markov Models (HMMs) and Deep Neural 

Networks (DNNs) [37]. 

 

Based on the above, as can be seen from Figure 1, the architecture is grounded on a principle 

of close collaboration between modules which, while being independent, affect the 

performance of subsequent modules and operate in synergy. For example, training the 

Automatic Speech Recognition (ASR) module through an appropriate training dictionary, 

allows the NLU to simplify the process of identifying the intent and slots. On the other hand, 

a highly effective NLU module can make the DM perform better by shortening the duration 

of the conversation with the agents [36]. 

 

4. Taxonomy of design elements for manufacturing chatbots 

4.1.  Taxonomy development procedure 

Conversational agents represent one of the solutions to drive organizations' digitization 

process. This technology offers potential support for various processes and activities within 

industrial plants with the aim of enabling a new degree of interaction, control, and efficiency. 

To date, there is a small number of applications, in literature a few application cases can be 

found ranging from operator assistance in production, maintenance, training and information 

collection. However, as far as the authors know, there are no specific taxonomies to support 

the selection of manufacturing chatbot’s elements.  

In the literature two relevant taxonomies are referenced: the one by Janssen et al. [38] and 

the one by Nißen et al. [39] . However, their proposals focus on a taxonomy for closed-domain 

conversational agents with no reference to a particular domain and/or context. The 

manufacturing field, on the other hand, has specific characteristics, based on a task-oriented 

logic. These types of chatbots are designed with the goal of achieving a specific purpose and 

to assist the user in one or few specific tasks [7]. Such systems are short-conversation agents 

[40] and work through the execution of preconfigured actions oriented towards the 

achievement of a specific goal [41] in a closed domain with limited knowledge.  

Starting from the most generic reference taxonomies and detailing them by exploiting 

application cases of chatbots in manufacturing we present below a taxonomy of design 

elements for manufacturing chatbots. 

Its development has been done readapting the steps suggested by Nickerson's model [17]. It 

is based on the identification of meta-characteristics, i.e., those more general design 

dimensions that will be the basis for the choice of the final characteristics. Next, the model 

states that each dimension must be representative of a unique design element and be 

decomposed into at least two characteristics. These final characteristics will have to be 

mutually exclusive to classify a chatbot assigning only one characteristic for each dimension. 

To answer our RQ2 we have adapted to the manufacturing scenario the steps proposed by 

Nickerson et al. [17]. The approach proposed combines: i) two chatbot taxonomies [38,39] 

previously developed following Nickerson approach; ii) task oriented conversational agent 

literature; iii) case studied and empirical data related to manufacturing chatbots.  
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Our taxonomy builds on existing general chatbot taxonomies developed respectively through 

six iterations [39] and seven iterations and 103 chatbot articles [38]. In iteration one 

taxonomies are merged and duplicates removed. In iteration two dimensions are revised 

adapting them to the manufacturing scenario which is conceptually focused on task oriented 

conversational agents. Iteration three revised the taxonomy based on empirical observations 

and case studies described in twenty manufacturing chatbot articles. Finally, through a 

conceptual to empirical third iteration the terms are revised according to the latest 

knowledge discussed in the domain related scientific literature. 

Before starting describing each iteration, [17] recommends the definition of (i) a purpose of 

the taxonomy and the determination of (ii) meta-characteristics and (iii) ending conditions.  

First, the purpose of our taxonomy is to provide a design taxonomy to guide researchers and 

practitioners in the development and comprehension of manufacturing conversational 

agents. Second, meta characteristic are defined. [17] defines them as the basis for the choice 

of taxonomy characteristics and underlines the importance of considering expected end users 

of the taxonomy. [39] focuses on the importance of human-like interactions proposing three 

related perspectives: intelligence, interaction and context. [38] instead stress on visible or 

experiential in human-chatbot interaction. Our scenario takes up the rationale of defining 

meta-features based on the concepts of machine interaction, however, believing that it is 

important in a production context to also provide the developer with a more technical 

perspective and not just interaction related. For this reason, we identified two perspectives: 

Chatbot perspective and Chatbot-User interaction perspective. The first one identifies all 

those design elements that directly concern the development of the chatbot and its 

functionalities. The second one refers to dimensions and features that qualify the interaction 

between chatbot and user. Regarding the selection of ending condition, this study adopted 

all objective and subjective conditions suggested by Nickerson et al. [17]. 

 

Iteration 1 – Conceptual to empirical: Merging chatbot taxonomies 

The difference with [17] proposed approach can be traced to this iteration. Our research in 

fact restarts from the latest iterations of [38,39] works and from these restarts by customizing 

and extending their taxonomies. The study of the literature has shown how well these 

taxonomies describe the characteristics of conversational agents however when focusing on 

a specific domain these are not sufficient to guide the development of chatbots. In particular, 

the manufacturing context is characterized not only by strong human-chatbot interaction but 

also by a need for human-chatbot-machine coordination to be taken into account when 

developing chatbot conversations [13]. In addition, the objectives of chatbots in 

manufacturing are varied: training, operator assistance, data collection etc., and each of them 

needs a detailed definition of dimensions and characteristics.  

Specifically, in this first iteration we reviewed [39] and [38] taxonomies and merged them to 

derive an initial set of design dimensions. Duplicates have been removed.  

 

Iteration 2 – Conceptual to empirical: Refinement of the taxonomy for a task oriented 

prospective 

As mentioned in the previous paragraphs, the analysis of the literature has underlined that in 

the manufacturing environment, task-oriented conversational agents find major application. 
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This class of systems are designed with the goal of achieving a well-defined purpose, and to 

assist the user in one or a few specific tasks [7]. In this second conceptual to empirical 

iteration, we aimed at analyzing each dimension and to evaluate to which extent they might 

be design-relevant for task-oriented chatbots. 

Therefore, dimensions such as Application Domain, Collaboration Goal, Motivation for 

chatbot use, and Primary Communication Style, which are suitable in the reference 

taxonomies to identify the application domain and functionality of chatbots, are removed 

because they are representative of generic characteristics of Closed-Domain chatbots and do 

not meet the ultimate purpose of our taxonomy.  

 

Iteration 3 – Empirical to conceptual: classification of manufacturing conversational agents’ 

dimensions  

For the third iteration, we chose an empirical-to-conceptual approach to customize the 

taxonomy on a manufacturing perspective. We have selected twenty published 

manufacturing chatbot case studies retrieved from three main scientific databases: Scopus, 

ResearchGate and Google Scholar. To determine the case studies, the search was done by 

keywords and then by analyzing articles cited in text and contributions that cited the selected 

cases. Each case study has been analyzed to identify which design dimensions and 

characteristics researchers focused on when developing a manufacturing chatbot. Each 

dimension and related characteristics identified was compared with existing ones to assess 

their similarity. Similar dimensions have been merged. Some characteristics have been 

revised or added. When no similar dimension was identified it was added as a new taxonomy 

dimension.  

Figure 2 shows in detail all the dimensions added and the following paragraph will explain 

their meanings.  

 

Iteration 4: Empirical to conceptual: Refinement of the taxonomy 

In this iteration, we chose the empirical-to-conceptual path again. Dimensions names have 

been revised for a more complete understanding and to be consistent with manufacturing 

terminology. It was finally decided to leave some dimensions even though these were not 

found in the manufacturing articles. The choice was made by observing how in similar 

contexts in terms of human-machine interaction and process complexity (e.g., healthcare, 

cybersecurity) these dimensions have been used. Therefore, as explained in detail it was 

deemed important to leave these dimensions in the taxonomy. In this iteration no new 

dimensions have been added and all the ending conditions were fulfilled, and the taxonomy 

process was completed.  
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Figure 2 - Taxonomy development process 
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All the iterations which encompass the integration of reference taxonomies, conversational 

agents’ literature, and the cross-reading of manufacturing chatbot application cases allowed 

to define the 18 design dimensions that make up the final taxonomy. Moreover, 42 

characteristics have been determined, which can be divided into chatbot and chatbot-user 

interaction perspective. Table 1 shows the proposed taxonomy for task-oriented 

conversational agents in manufacturing. The following paragraph details each taxonomy 

dimensions.  

 

Chatbot perspective 

 

The first dimension defined is D1 Primary Goal which defines the purpose of the chatbot. For 

task-oriented manufacturing chatbots, 4 primary goal characteristics can be distinguished in 

relation to the primary purpose for which the chatbot is implemented [7]: user support, action 

execution, data processor and coaching. User Support supports the user in the operational 

execution of their activities guiding them step by step with the aim of improving the user-

experience. Data processors (or Information request) support the decision making process of 

operators by offering quick and easy access to corporate databases and collecting data for 

and from users [42]. Action execution enables control through voice commands of other 

integrated systems and software [43]. Finally, Coaching (or User training) are chatbots 

focused on training, evaluation and dissemination of corporate know-how [44]. 

 

D2 Knowledge Domain dimension refers to the extent of chatbot's knowledge domain. 

Through this dimension, the degree of specialization of conversational agents in 

manufacturing is analyzed by assessing how many different tasks or contexts it can handle 

within its closed domain. Depending on the extent of the knowledge domain, two categories 

are defined: Specific domain and Restricted domain. The first refers to chatbots with only one 

context or task defining its domain, such as LARRI [42] and Max [43]. The second instead refers 

to systems that can handle several different activities from each other, such as Bot-X [45] and 

chatbot coaching [44]. 

 

D3 Intelligence Framework dimension indicates the type of chatbot. A chatbot may be 

classified as Classic Rule-based, AI Rule-Based, and Retrieval. To date, these are the most 

widely used approaches for implementing chatbots in manufacturing. Specifically, this 

subdivision gives insight into the technical principles of chatbot development to understand 

and analyze user input (NLU), process information (DM), and select response (NLG). Figure 1 

shows the differences of NLU, DM, and NLG according to the selected feature.  
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Table 1 - Taxonomy of design elements for manufacturing chatbots 

 
D4 Service Integration refers to the Inter-agent classification criterion [7,23] and is intended 

to indicate whether the chatbot has the ability to offer additional third-party services (e.g., 

activate robots, place orders, manipulate GUIs, etc.). The identified features are divided into 

None, when a chatbot has no additional services beyond the one for which it is implemented 

(LARRI [42]), Single, when it is capable of performing only one additional service (Agroexpert 

[46]), and Multiple, when it provides two or more services (Xiadong [47]). 

 

Dimension D5 Additional Human support analyzes whether the chatbot offers the possibility 

of contacting an external operator (human agent) for direct assistance or in circumstances 

where the chatbot is unable to provide an answer to the user's query. With the D6 

Gamification design dimension proposed in [39], we want to analyze whether or not game 

elements (such as quizzes) are present in a generic chatbot to support users' learning or 

entertainment activities. Although these latter features can be considered on a par with a 

service offered by the chatbot and therefore included within the more generic D4 dimension, 

it was decided to distinguish these dimensions as potentially representing an interesting 

design element. In fact, although available case studies in manufacturing seem to suggest 

little use of such elements in the manufacturing domain, it is pointed out that in other 

domains such elements have some relevance, for example considering the healthcare domain 

for Additional Human Support [48,49] and the e-learning domain for Gamification [50,51]. 

 

D7 Service provided dimension indicates whether the chatbot falls within the user's personal 

domain and if it has user memory or not [7,20]. The first category of D7 are Static chatbots 

that deal with users by simply delivering the service and have no memory of the operators, 

such as Max [43] and Bot-X [45]. In contrast, Adaptive are those chatbots that have memory 

of the users and tasks they have previously performed, such as LARRI [42] and Chip [52]. 

 

Finally, through the design dimensions D8 Socio-emotional behavior, D9 Interface 

Personification lies the desire to analyze chatbots from the point of view of human similarity, 

i.e., the degree to which a user perceives his or her digital interlocutor to be similar to a 

Perspective Characteristics Perspective Characteristics
User support Only voice

Action execution Multimodality

Coaching Graphical

Data processor Interactive

Specific Domain Singol-turn

Restricted Domain Multi-turn

Classic Rule-based Short Interaction

AI Rule-based Medium-Long Interaction

Retrieval Chatbot-driven

Hybrid User-driven

None Mixed

Single Always

Multiple When Required

Present Individual

Not present Two or More

Present Facilitator

Not present Expert

Interpersonal

Intrapersonal

Present

Not present

Present

Not present

App

Tool or Device

D12

D13

D14

D16

D17

D15

Chatbot-User Interaction

Design Dimension

Number of Participants

Frequency of Interactions

Lenght of Conversation

Interaction Modality

Communication Modality

Leader of Conversation

Duration Single Interaction

D11

D18 Chatbot Role

D8 Socio-emotional Behaviour

D9 Interface Personification

D10 Front-end User Interface

D5 Additional Human Support

D6 Gamification

D7 Service Provided

Design Dimension

Chatbot 

D1 Primary Goal

D2 Knowledge Domain

D3 Intelligence Framework

D4 Integrated Service
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human being [7]. Specifically, the D8 represents a synthesis of the dimensions Socio-

emotional behavior and Personality processing/adaptability [38,39]. Its purpose is to indicate 

whether the chatbot has ability to show empathy. D9, on the other hand, is inspired by the 

Interface personification and avatar representation dimensions and aims to indicate whether 

the chatbot possesses virtual personification through a name and an avatar. Finally, D10 

Front-end User Interface indicates whether it is developed as an App, and thus downloadable 

to various devices, or whether it is integrated directly into enterprise tools and devices.  

 

Chatbot-User interaction perspective 

 

First dimension identified to characterize the interaction between chatbot, and user is D11 

Communication modality. This element refers to the architecture presented in section X and 

indicates whether the chatbot can receive input and/or respond through a single interaction 

channel (Text or Voice) or through multiple modalities (text, voice, video, etc.).  

 

Dimension D12 Interaction Modality aims to classify a chatbot according to the type of 

interaction allowed by the software. Specifically, it subdivides chatbots with graphical 

interaction from chatbots with interactive interaction. In the former, interaction between 

user and chatbot occurs through text-buttons containing predefined choices. In the latter 

case, interaction can occur through free text, without restrictions on input.  

 

D13 Length of Conversation dimension evaluates the total number of turns the chatbot 

considers to provide the response [4,27,40] Specifically, in Single-turn chatbots, the response 

is One-shot (e.g., Xiadong [47]), and for instance provided by considering only the user's 

current message. In Multi-turn chatbots instead, multiple iterations are considered to provide 

the response (e.g.,[42]) 

 

D14 Duration Single interaction indicates the average duration of a single interaction with the 

chatbot. This dimension takes as reference the dimensions relation duration and duration of 

interaction proposed by the reference taxonomies.  

In addition, for the development of a chatbot it is necessary to set who is the conversation 

leader [4]. Specifically, D15 Leader of Conversation distinguishes conversational agents into 

User-driven, in which the user is the leader of the conversation and Chatbot-driven in which 

the chatbot leads the conversation and finally mixed solutions in which the leaders alternate. 

 

Dimension D16 Frequency of Interactions distinguishes manufacturing chatbots into two 

categories and highlights the frequency in the use of the chatbot by users. The first indicates 

those chatbots used every time the operator needs to perform the task. The second refers to 

those chatbots used only when necessary. 

 

D17 Number of Participants classifies the chatbot in relation to the number of possible 

participants during a single interaction with the conversational agent. Although cases 

analyzed reported 1:1 interaction, this dimension was still included in the taxonomy to 
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emphasize the possibility of multiple interactions with the chatbot, for instance in a station 

with multiple operations and workers.  

 

Finally, dimension D18 Chatbot Role indicates what kind of role the chatbot takes during the 

conversation. A chatbot may be classified as a facilitator if it facilitates the performance of 

the activity, or it may be classified as an expert if it transfers information that the operator 

has no knowledge of. 

 

5. Extensive case studies analysis  

To confirm and demonstrate how manufacturing chatbot case studied identified are 

distributed among characteristics an extensive analysis has been conducted. Each chatbot has 

been deeply investigated and mapped across the eighteen dimensions and forty-two 

characteristics. The authors have opted for two analyses: a first qualitative analysis of 

diffusion of each characteristic among the manufacturing case studies and a second analysis 

by parallel chart to show trends in the relationship between characteristics. For those cases 

where it was not possible to confidently identify a characteristic, a named characteristic "not 

available N/A" was added.  

Qualitative Analysis 

Table 2 shows the results achieved because of mapping each case with its characteristics. It is 

important to emphasize that since this is a small sample of observations, only a few qualitative 

hypotheses can be made, which should be properly validated through the classification of a 

larger sample.  

However, the analysis carried out showed that there is a slight preference in developing 

conversational agents with the goal of providing assistance to operators when performing 

their tasks (40% User support). Furthermore, in line with the papers found on various 

scientific databases (Scopus, ResearchGate, Google Scholar), it is highlighted that the use of 

chatbots for the activation of robots or mechanical components, is still at an early stage of 

research. Another interesting result concerns the Intelligent Framework (D3) dimension. 

Findings showed that the Rule-based approach is the most widely used when it comes to 

conversational agents in manufacturing. Although an apparent balance of the characteristics 

of this dimension can be observed in Table 1, it is worth mentioning that AI Rule-based use 

Machine Learning techniques exclusively for the NLU module. Thus, it attests a slight trend to 

turn toward a classical, rule-based approach, although the use of ML techniques is not 

discouraged when useful for a better understanding of the operator’s voice. Concerning 

knowledge domain (D2), the analysis also highlighted that the trend in manufacturing is to 

develop chatbots with unreduced degree of specialization. In fact, most studies identify 

themselves as chatbots with Restricted knowledge domain (60%). This means it is preferred 

to develop chatbots specialized in a certain area (or a set of activities or processes) rather 

than on a single, specific activity. Taking maintenance activities as an example, there has been 

a shift from chatbots such as LARRI [42] focused on assisting the activity of repairing a specific 

code (mechanical parts of an airplane), to more complex chatbots both capable of guiding 

operators in repair activities and assisting them in other processes. Examples include support 

in maintenance planning activities, process monitoring, and report writing [53]. 

 



187 
 

 

 

Table 2 - Qualitative Analysis 

 
55% of the conversational agents analysed identify themselves as Interpersonal chatbots, 

service providers without the ability to store operator information. In addition, about 55% of 

the conversational agents are designed to activate at least one third-party service. As 

previously mentioned, regarding Gamification and Additional Human Support, cases analysed 

did not feature information concerning the presence or absence of these characteristics. The 

analysis also shows that most chatbots are developed with a low degree of "humanization," 

resulting in a low degree of interest in Human Similarity. Specifically, 75 percent of the 

Design Dimension Charateristics Results %
User support 8 40%

Action execution 2 10%

Coaching 5 25%

Data processor 5 25%

Restricted Domain 12 60%

Specific Domain 8 40%

Classic Rule-based 5 25%

AI Rule-based 5 25%

Retrieval 5 25%

N/A 5 25%

None 9 45%

Single 4 20%

Multiple 7 35%

Present 1 5%

Not present 19 95%

Present 0 0%

Not Present 20 100%

Interpersonal 11 55%

Intrapersonal 6 30%

N/A 3 15%

Present 5 25%

Not present 15 75%

Present 5 25%

Not present 15 75%

App 8 40%

Tool or Device 7 35%

N/A 5 25%

Only voice 12 60%

Multimodality 8 40%

Graphical 0%

Interactive 20 100%

Multi-turn 6 30%

N/A 8 40%

Short Interaction 13 65%

Medium-Long Interaction 7 35%

Chatbot-driven 3 15%

User-driven 14 70%

Mixed 3 15%

Always 6 30%

When Required 14 70%

D17 Number of Participants N/A 20 100%

Facilitator 9 45%

Expert 11 55%

D12 Interaction Modality

D10 Front-end User Interface

D11 Communication Modality

D14 Duration Single Interaction
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observed conversational agents exhibit neither the ability to show empathy nor possess 

virtual personification. Regarding the mode of interaction with the user, there is a tendency 

to develop chatbots with a single channel of voice communication (60%), although 

multimodality solutions are not disdained. The analysis also allows characterizing the 

interaction between operators and conversational agents developed in manufacturing. There 

is a tendency to develop chatbots based on an interaction of short duration (65% Short), 

guided totally or partially by the operator rather than by the conversational agent (70% User-

driven), which occurs in most cases when operators express the need to use the chatbot (70% 

When Required). These results would suggest that this technology is being used in industrial 

facilities as a valuable support tool that can be relied upon to retrieve relevant information 

rapidly. 

 

Parallel Coordinates Chart Analysis 

From an in-depth reading of the cases and because of the qualitative analysis, it was noted 

that two classes of chatbots can be distinguished in manufacturing. The first includes those 

agents designed to be a source of information for users and to build data storage. These are 

not necessarily tied to an operational activity. The second class includes conversational agents 

designed as tools to support operational activities. These may also include data storage.  

The first class, called Operative Support, includes conversational agents with Primary Goal 

"User Support" and "Action Execution." In contrast, the second class, called Knowledge 

Source includes "Data Processor" and "Coaching."  

The analysis conducted in this section aims to evaluate feature deviations between the two 

chatbot classes and assess whether there are distinctive feature patterns within each class. 

For a qualitative assessment, Parallel Coordinates Plots were used. Each chatbot is 

represented by a single curve passing through each dimension and indicating for each the 

chatbot's design feature. This graphical representation provides an opportunity to easily 

identify any recurring patterns, as the curves of the conversational agents will tend to overlap 

and create areas of higher density at common features [54]. To diversify the two classes, the 

color blue was assigned to represent the curves of Operative Support and the color red for 

those belonging to the Knowledge Source class. The graph is shown in Figure 4. This second-

level analysis confirmed that there is no clear distinction in the design characteristics of 

conversational agents based on the purpose for which they are implemented. This result 

provides an indication of how, when deciding to implement a chatbot in manufacturing, there 

are no defined rules or standards. The choice is left to a functional analysis of the 

development team, turning out to be strictly dependent on the needs of the scenario to be 

implemented. A confirmation of this result is the comparison of the classes in terms of the 

Intelligent Framework dimension (D3). It is possible to observe a balance of approaches used 

for implementation for each class. Results observed here are to be considered interesting, as 

one would have expected more characterization of the conversational agent classes and more 

differentiation in terms of individual design features. When analyzing the differences 

between the two classes, it can be seen that Knowledge Source chatbots tend to be developed 

with a more extensive knowledge domain (80% Restricted), while there would seem to be a 

balance for the characteristics of the D2 dimension with regard to Operational Support. These 

results can be considered a rationale for the nature of Knowledge Sources. Indeed, it is natural 
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to think that conversational agents, whose ultimate goal is to represent a source of 

information for operators, should be developed with a broader knowledge domain to provide 

support in various business contexts. Knowledge Source chatbots also show a tendency not 

to be programmed to provide third-party services (60% None), while for Operative Support 

ones there is a pattern of having at least one service (70%). On the other hand, it is interesting 

to note that Operative Support chatbots tend to play the role of facilitators (60%), while 

Knowledge Source seems to lean more toward the role of experts (70%). These results suggest 

an important hypothesis in relation to the nature and purpose for which the chatbot is 

implemented. In fact, it is safe to assume that chatbots designed to support operational 

activities primarily play the role of facilitators by offering in most cases functionality to 

activate third-party services useful in the execution and completion of respective tasks. 

Conversely, it is equally safe to assume that Knowledge Source chatbots, generally play the 

role of experts on a task, for whom access to third-party services is most often not necessary 

since they are designed to be large sources of information themselves. Another distinction 

between the two classes relates to the Leader of Conversation and Front-end User Interface 

dimensions. In fact, Knowledge Source conversational agents have a strong tendency to be 

developed through a User-driven approach (90%), while in the Operational Support cases 

there is an increase in the number of applications where the conversation is totally or partially 

guided by the chatbot. 

As far as the technical solution for implementing the chatbot, Operative Support seems to 

show a tendency to be developed as stand-alone tools or devices (60%), while Knowledge 

Source tends to be developed more as applications that can be downloaded directly to various 

devices (60%). Again, these results could be justified by the nature of the two chatbot classes. 

In fact, it is reasonable to assume that Operational Support conversational agents guide the 

operator step-by-step in the execution and completion of their tasks and that, such software, 

are developed with an independent device placed near the workstation. On the other hand, 

as far as Knowledge Source class is involved, chatbots are often developed through an 

application that can be downloaded to one's devices to maximize accessibility, and that the 

user guides the conversation to directly obtain the information he or she needs. Finally, it is 

interesting to note that, in Knowledge Source systems, there is a tendency to show a recurring 

pattern of features. In Figure 4, it is possible to observe areas of curve overlap at dimensions 

D8 -D9 and especially between dimensions D10-D18. In contrast, Operational Support, 

although relationships between dimensions can be identified here as well, suggests an 

apparent absence of any recurring pattern. 
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Figure 4 - Coordinates Parallel Chart 

 

6. Conclusion 

Conversational agents technology represents a simple, intuitive, and innovative solution that 

aims to revolutionize the field of Human-Machine Interaction in the manufacturing context. 

Although to date this technology has shown great potential and the various conversational 

agents have been developed in a variety of application areas, this technology is still in the 

early adopter’s stage. This is especially evidenced by the absence of a reference standard and 

a general lack of mastery about their logical operation and characteristics. This is also 

reflected in the literature, in which conflicting statements about the classification criteria, 

general architecture and internal logic of operation of such systems are often found. This 

research analyzed the state of the art of the technology and proposed both a technical and 

functional guideline useful to organizations planning to adopt a conversational agent. From a 

technical point of view, a conceptual general architecture was developed to identify key 

development modules. Next, the focus was placed on the manufacturing sector. Here, 

conversational agents are configured as smart solutions applicable to various processes. 

These offer the potential to improve process performance by influencing user-satisfaction, 

reducing human error, and increasing the spread of business know-how. Such agents 

intervene both in alienating and repetitive operations and in hazardous operations where the 

operator needs to have hands and eyes free. Moreover, conversational agents could be an 

outsourced source of information for cybersecurity, with people asking support to avoid 

unwary behaviors [55]. The literature and analysis of application cases in manufacturing has 

shown the lack of common classification criteria and design features. In such a scenario, a 

reference taxonomy for conversational agents developed in manufacturing was developed 
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following Nickerson's model. The taxonomy revealed important relationships among 

manufacturing chatbot design dimensions, bringing interesting insights to domain experts 

interested in manufacturing chatbot design.  

Finally, as with all research, this work has some limitations, which offer opportunities for 

future research directions. While the authors thoroughly followed an established taxonomy 

development procedure [17], the limitations of this study mainly arise from the subjective 

choices inherent in any qualitative research approach. Notwithstanding, we applied a 

systematic empirical evaluation process and maintained a consistent unit of analysis 

throughout each case study investigated. In addition, such innovative topics often have few 

case studies to use to validate the research. This has made the application of our taxonomy 

to case studies limited. However, the authors consider the insights obtained an important 

step for more extensive analysis with new future manufacturing application cases. It is indeed 

expected that this technology will see an increase in application cases in the manufacturing 

context. In this regard, this work would serve as a tool for all partitioners to guide 

organizations toward greater understanding and adoption of such technology representative 

of beneficial Human-machine Interaction. 

 

Appendix 

 

Classes 
Case 

study 
Conversational Agent Reference 

Operative Support 

1 Larri [258] 

2 Max [259] 

3 Bot-X [260] 

4 Multi-modal [261] 

5 Robot by voice [262] 

6 Probot [263] 

7 Ramp-Up [264] 

8 CNC [265] 

9 JAST [266] 

10 Miaintenance [267] 

Knowledge Base 

11 Xiaodong [268] 

12 Training new employees [269] 

13 FRASI [270] 

14 MES [271] 

15 Agriculture-Bot [272] 

16 Agroexpert [273] 

17 Transformer Mass-customization [274] 

18 (Chip) Onboarding [275] 

19 BPMN [276] 

20 AECO industry [277] 
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6.2. Appended Paper 4 Under Review: Enhancement of cybersecurity 

through digital intelligent assistant 
 

Highlights  

• A Digital Intelligent Assistant (DIA) for cybersecurity management is presented 

• A structural design and functional features for DIA are presented 

• The importance of positive and beneficial human-machine interaction is highlighted  

• A RASA chatbot for a phishing attack scenario is developed 

Abstract 

The research proposes the application of digital intelligent assistants as proactive agents that can 

support employees in dealing with cybersecurity issues. Cyber attacks around the world are 

constantly increasing. Users are required to recall security procedures and rules. Moreover, attacks 

are constantly evolving and following different patterns. The study presents how a digital intelligent 

agent can backup agent during and after an attack. The application of digital intelligent assistance 

technology helps to reduce the cognitive load and pressure that users feel during downtime. In 

addition, the solution enhances attack reporting by decreasing the shame experienced by the 

victims. The research proposes a methodological design defining the agent’s technical and functional 

characteristics. The solution is developed using the RASA framework and evaluated through a case 

study based on a phishing attack scenario. The introduction of this innovative technology in a 

workplace faced technical, social, and organizational challenges, showing benefits, limitations, and 

risks to all users.  

Keywords: conversational system; natural language processing; human-AI collaboration; smart 

assistant; chatbot  

1. Introduction 

In recent years, many organizations have been the targets of cyber attacks and data breaches. 

Attackers all over the world are constantly developing new ways and strategies for breaking into and 

compromising even the most powerful security systems and gaining access to sensitive information 

(Annarelli et al., 2022; Linton et al., 2014). This has exposed not only company secrets but also the 

personal information of millions of consumers resulting in both economic and reputational loss for 

organizations. The latest CLUSIT report from October 2022 (CLUSIT, 2022) reported that attacks 

around the world have increased by 9 percent over the previous year and are getting more serious in 

quantity and sophistication. Moreover, according to the data available in the Common Vulnerabilities 

and Exposures (CVE) database, only in 2021 there have been reported around fifty-five vulnerabilities 

per day.  

These data confirm that all organizations should stay aware and secure themselves to be able to detect 

a vulnerability and withstand an attack. However, the necessary equipment, personnel, time, and, 

most importantly, skills to face these challenges are rare (Palmer et al., 2016). Effective cybersecurity 

management requires organizations to invest in both new training programs that aim to increase 

cybersecurity awareness and the ability to detect an attack (Kweon et al., 2021). Nevertheless, IT and 

operational managers are also asked to be prepared to manage a possible disaster and reduce the risk 

and consequences of a cyber attack.  



198 
 

The increase of support people, training, and documentation are the most obvious options. However, 

the added costs associated with staff, software, building space, and so on make this option unfeasible 

for many organizations. In addition, when talking about cybersecurity, shame and reticence can have 

a strong impact. When workers realize that they have caused a cybersecurity incident they often feel 

guilt and shame, trying not to communicate the error and making the consequences of the attack 

worse (Renaud et al., 2021).  

The scenario just described fits into a context in which organizations are experimenting with the 

Industry 5.0 paradigm. First, Industry 5.0 stresses the importance of adopting a human-centric 

approach to digital technologies including artificial intelligence applications (Nahavandi, 2019). There 

is a demand not to work on a machine vs. human project but to work on a partnership between them, 

seeing them as complementary and not competing. Second, Industry 5.0 stresses the importance of 

up-skilling and re-skilling the digital skills of workers by trying to close the digital skills gap for small 

and medium enterprises (Mukhuty et al., 2022). In this context, technology as a digital intelligent 

assistant can intervene in cybersecurity issues by fitting into a human-centric cybersecurity 

perspective, in line with the idea of industry 5.0. 

It is believed that humans within the dynamics of a possible attack can be value added to the system. 

Humans with their human cognition, intuition, and flexibility can detect an anomaly by reporting it to 

the machine (Zimmermann & Renaud, 2019), which intervenes with technical expertise, assigning 

itself the most procedural and repetitive jobs. Specifically, the idea behind this research is to 

incorporate a digital intelligent assistant (DIA) into cybersecurity management to be a backup agent 

during and after an attack. DIAs constitute a cost-effective and scalable solution. DIA operates with 

users’ natural language and it allows for a fast and on-demand response. As a result, they can answer 

questions from unskilled, and indeed skilled, information security employees (Dutta et al., 2018).  

Such applications can help manage cybersecurity at several stages: from assisting users in detecting 

an attack to supporting them in the response and recovery phases. Furthermore, DIA can individually 

and contextually communicate on a one-to-many basis. This last aspect is critically important for 

maintaining a confidential relationship with the digital assistant by reducing the pressure workers feel 

when victimized by a cyber attack. Moreover, DIA provides promising pervasive and easy access to 

information and applications, offering an appropriate tool for human-centric approaches (Gartler & 

Schmidt, 2021). 

In the literature, there is a growing interest in using digital assistants to support operators in critical 

and complex operations. Few studies, highly specific for particular scenarios, consider cybersecurity 

(Yoo & Cho, 2022). There are also some commercial applications such as cyber helpline chatbots (The 

Cyber Helpline, n.d.) or AI agents capable of detecting an attack (Prasad et al., 2021; Tagato et al., 

2016) but which do not consider as part of their task’s interaction with individuals. However, the 

employment of virtual agents in the context of SME cybersecurity is still scarce (Franco et al., 2020). 

Moreover, to the best of the authors’ knowledge, there is insufficient literature in the context of the 

implementation of DIA in cybersecurity.  

The research purpose is to develop an innovative technological solution to help organizations in the 

cybersecurity domain. Specifically, the research proposes a methodological design for the DIA defining 

its technical and functional characteristics. The developed DIA will take action when questioned by 

the user and support the user in managing the attack and post-attack by reducing his cognitive load 

and social pressure. The design is tested on a DIA to assist employees in the case of a phishing attack.  

The remainder of the paper is organized as follows. The next section briefly overviews the current 

state of the art in the DIA applications and will underline the gaps related to the use of DIA in 

cybersecurity management. Section 3 presents our methodological design for the development of the 

DIA. Section 4 outlines the case study in cybersecurity management, while the fifth section presents 

the discussions and concluding remarks.  
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2. Related work and motivation 

Digital assistants in the literature are also referred to as conversational agents, chatbots or voice-bots, 

voice assistants, intelligent agents, or virtual agents. DIAs are defined as those systems capable of 

holding a conversation with the user. In computing, there is a tendency to consider intelligent an agent 

that can exhibit rational behavior, showing reasoning skills. Natural language understanding (NLU), 

pattern recognition, and machine learning are some examples of activities that an agent can perform 

by exhibiting this capability (McTear, 2020). Nevertheless, there is no commonly accepted definition 

of what an intelligent agent is. An agent can detect its environment through sensors and act 

accordingly through actuators (Russel & Norvig, 1995). According to this definition, an agent can be 

seen as a system that is able to perceive the external environment by processing input (as strings of 

bits) and interacts by providing output that is consistent with the input received, using algorithms that 

guide the agent in choosing the action to be taken. Such systems have seen considerable evolution in 

recent years due to advances made in the field of Artificial Intelligence (AI), particularly in Natural 

Language Processing (NLP) and Machine Learning (ML) (Motger et al., 2021). One of the main 

application areas involves chatbots that support the user in daily tasks such as booking hotels or 

restaurants (Tiwari et al., 2023), up to the more innovative personal assistants (Siri, Cortana) and 

home-assistants (Alexa) (Athreya et al., 2018). Other popular application fields are e-commerce and 

financial activities (Cui et al., 2017). Interesting are the prototypes developed in the healthcare sector. 

In this field, agents have been developed to support patients and caregivers with applications such as 

prescribing medications, managing patients' personalized therapies, and software for controlling and 

monitoring vital signs (Fitzpatrick et al., 2017; Galetsi et al., 2022). The field of Education has also been 

subject to the influence of such technology, for instance with chatbots used to assist students during 

the learning process (Hien et al., 2018). More recently and in line with the idea of a more human-

centric industry are the applications of digital assistants in the manufacturing sector. In this context, 

several applications are spreading with the aim of not only improving customer and user experience 

but also making their internal processes more efficient. These systems represent one of the enabling 

technologies for the transformation of an organization into a smart factory, emerging as new 

interfaces for human-machine communication. Examples can be found of agents supporting activities 

in maintenance (Wellsandt et al., 2022; Wellsandta et al., 2020), assembly (Chen et al., 2021), control 

of industrial devices and robots (Kalaiarassan et al., 2021; Li & Yang, 2021), or machine voice control 

(Longo & Padovano, 2020). Moreover, chatbot applications focused on user training (Casillo et al., 

2020) and the onboarding of new operators (Chandar et al., 2017) are also relevant. The overall goal 

of these agents is to increase the degree of mobility, autonomy, and independence of the operators, 

creating a user-centered system in which the operators play the role of decision-makers, relying on 

such technologies to perform the most repetitive and alienating tasks (Rooein et al., 2020). Other 

advantages found are those related to the speed with which agents explore their knowledge domain 

and extract required answers, demanding little initial training (Li et al., 2021). With comparable aims, 

DIAs fit the few application cases featured for cybersecurity management. The contributions 

presented are quite specific case studies that present little methodological structure on the choices 

made for their development. One of the earliest works is (Gulenko, 2014), in which the authors 

developed a chatbot to train users on issues such as passwords, privacy, and secure browsing. The 

chatbot was developed using one of the first techniques proposed in the literature: artificial 

intelligence markup language. The chatbot traverses through a search tree to find the most useful 

output. The agent works effectively to help users in their learning path, including a humanization 

component that makes the conversation more engaging for the user. Nevertheless, the database is 

still limited and follows a strict pattern-matching approach to detect an answer. (Palmer et al., 2016) 

develop a cognitive cyber security system able to understand, learn and make decisions related to 
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security issues. Its goal is to support the most experienced security analysts in the detection phase of 

an attack. The system is not designed with the logic of the digital assistant since it does not involve 

continuous interaction with humans, but it merely studies all variables and draws evidence-based 

conclusions. The research work of (Dutta et al., 2018) confirms the possible opportunities for applying 

the DIA technology in the cybersecurity domain, but it is still on a conceptual base without providing 

details for its development. More comprehensive is the work of (Franco et al., 2020) which combines 

neural networks and Natural Language Processing (NLP) with multiple cybersecurity aspects. The 

paper introduces a SecBot that can identify attacks during the conversation and can provide insights 

about risks and economic impacts. Their approach is technically advanced and it is oriented to a more 

skilled audience within the organization. A different technical approach adopted a broad knowledge 

base resulting in an apparent ability to respond quickly to multiple issues but with ultimately worse 

performance (Hamad & Yeferny, 2020). Recently, a cybersecurity chatbot was built specifically to 

support employees in the healthcare sector (Pears et al., 2021). In this work, RASA software is used, 

and performance is evaluated with a small group of respondents. The work is still in an embryonic 

stage but the performance to date was promising. The work proposed by (Yoo & Cho, 2022) is also 

promising.  A telegram chatbot using Dialogflow detects an SNS phishing attack and provides 

suggestions to the victim. The chatbot is proactive and developed training in a convolutional neural 

network. Finally, two more recent research papers focused on issues such as increasing cyber 

awareness and training users through quizzes and chatbots (el Hajal et al., 2021; Fung & Lee, 2022). 

These works employed Google Dialogflow and Whatsapp. Their solutions are promising; however, 

they use a knowledge base that is useful to train the users before the attack and not support them 

during the attack. 

The work proposed in this research fits into this growing trend of contributions by proposing DIA 

technology in the cybersecurity domain. The paper presents high-level, medium-level, and low-level 

goals. The high-level goal of the paper is to study how DIA can support cybersecurity management in 

an organizational context. The medium-level goal is to provide a structural design and functional 

features that make DIAs scalable and adaptable to multiple situations. The low-level goal is to 

contribute knowledge with the implementation of a real DIA capable to adapt the conversation 

depending on whether it is talking to an experienced or less skilled user. This solution is intended to 

be cost-effective and easy to use also for non-professionals. The DIA supports the user during and 

after an attack, it makes it understand the steps to follow and protect the individual and the business 

while providing useful guidance to increase user awareness. From a technical point of view, the agent 

is developed using the RASA framework and uses ML techniques for the NLU module.  

At the core of its operation are the techniques of intents classification and slot filling (Adamopoulou 

& Moussiades, 2020; Gou et al., 2023). Using this approach, the agent can keep track of the 

information provided and query the user about missing information. Once all slots are filled, it can 

easily generate a response. This approach was chosen because a cyber attack is characterized by 

several parameters, and the joint consideration of those is needed to provide a suggestion on how to 

respond. 

 

3. Proposed methodology  

To realize the application described above, the authors followed a software engineering methodology 

(Sommerville, 2011) to identify relevant methodological design steps, decision-making options, 

information, benefits, and risks. The methodology consists of four macro steps. 
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Figure 1 - Methodology steps 

- Analysis (WHAT): The first key step is the Analysis (What) phase in which developers' efforts 

are focused on defining the functional specifications and application boundaries of the conversational 

agent.  

The first step involves risk and opportunity analysis. This is used to justify the investment, the inclusion 

of the agent within the process, and define the boundaries of the operational activity in which it 

operates. The impact on workers must also be assessed at this stage. On the one hand, the inclusion 

of such technology improves user experience and user satisfaction; on the other hand, it can lead to 

risks such as cybersickness or workers' susceptibility to change which should be monitored (Følstad & 

Halvorsrud, 2020; Li et al., 2021). Process impact should also be considered. This refers to aspects such 

as direct support to workers, the reduction of human error, but also compatibility with other systems 

or workplace design. 

Once the risk-opportunity analysis has been finalized, the next step is the requirements analysis in 

which it will be essential to identify the functional characteristics that the chatbot should exhibit once 

implemented. The first choice is to define in detail its knowledge domain. Specifically, all contexts and 

intents that the chatbot will have to manage are defined. There are no predefined rules; the software 

designer must choose whether want an agent with a specific knowledge domain (e.g., execution of a 

single process task) or an extended domain (e.g., execution of the entire process). Finally, the 

requirements and characteristics of the agent are defined. The taxonomy defined by (Nißen et al., 

2022) will be used to define the dimensions and qualities that a chatbot should have. Following a 

systematic process that included 103 real-world chatbots, their study created a taxonomy of design 

features for domain-specific virtual agents. The design taxonomy distinguishes three levels of analysis 

viewpoint: i) twelve dimensions pertaining to chatbot profile, appearance, and intelligence; ii) seven 

dimensions pertaining to chatbot-user interaction; and iii) three dimensions pertaining to user 

viewpoint.  

 

- Design (HOW): In the second step, the actual way the chatbot is programmed is defined. 

Choices regarding the software's operating rationale are made in this step. The first choice concerns 

the approach to be used for the technical development of the agent. Reference is made to the choices 

of natural language understanding and response generation. Specifically, technical requirements are 

chosen following the architecture proposed by (Colabianchi et al., 2022). In their work, the 

architecture consists of five modules: Speech to Text (STT), Natural Language Understanding (NLU), 

Dialog Manager (DM), Natural Language Generation (NLG), and Text-To-Speech (TTS). For each, design 

choices must be made such as, for instance, selecting between a rule-based or retrieval approach. 
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Finally, the last step is the design of the conversation. At this point, the flow of the conversation and 

the mapping of all intent and actions will be defined. Here, depending on the approach selected, one 

must define the rules and heuristics to manage the rule-based decision logic or all the data corpus and 

machine learning algorithms in the case of a Retrieval approach. 

 

- Deployment (DO): In the third step, the technical choices for the actual development of the software 

are made. The first step is the choice of a front-end user interface. A choice must be made between 

an application on mobile, a tool to install, or a stand-alone device. In addition, a decision is made as 

to which type of interface one should have with the user, whether text or speech. Finally, the actual 

implementation of the defined architecture proceeds.  

 

- Testing (TEST): In the last phase, the performance of the chatbot in terms of performance and 

meeting the functional requirements defined in the analysis and design phase will be evaluated. As 

far as the authors know there is no reference standard for digital agents. Recently, some authors have 

proposed as a reference model the Software Product Quality Model defined within the ISO/IEC 25010 

standard (Motger et al., 2021). This standard defines the quality characteristics that must be 

considered when evaluating the properties of a software system. Specifically, seven Quality 

Characteristics were selected through ISO 25010: Functional Suitability, Performance Efficiency, 

Compatibility, Usability, Reliability, Security, and Maintainability. 

 

4. Use Case 

The case study conducted for this research is based on the process of assisting an employee victim of 

a phishing cyber attack. Phishing attacks fall within the social engineering family of attacks. The phrase 

"social engineering" refers to a range of techniques in which attackers exploit human channels to 

achieve their objectives. In this situation, hacking efforts increasingly focus on human weaknesses by 

processing their information rather than on software or hardware flaws (Mitnick et al., 2003). 

Specifically, in a phishing attack, victims are targeted via a link, which is often discovered in an e-mail 

or text message addressed to them. Once clicked, the link may include malware or initiate other 

messages asking for personal information from the victim. The attack pattern related to a famous 

phishing attack that hit Google Docs in May 2017 (Levin, 2017) involving Google Docs emails and 

document accesses was followed to define the case study. 

- Analysis  

The digital intelligent assistant is defined as a business (D20), goal-oriented (D22), and expert (D5) 

agent for supporting employees in managing cybersecurity. The agent collaborates with the workers 

to accomplish a common task (D6) and it helps increase the productivity (D21) of organizations by 

improving the efficiency of resources (e.g., time, money, etc.). 

The agent temporal profile is defined by a long-term (D1, D3) relationship characterized by multiple 

interactions (D2) over a certain period. The user indeed can interact multiple times with the agent to 

solve his/her security issue.  

Due to the nature of the objective, the interactions are sequential and dependent on each other 

resulting in related consecutiveness of interaction (D4). 

From a more technical point of view, the agent responses are generated on predefined rules and 

machine learning approaches resulting in a Hybrid Intelligent Framework (D8) and Text Understanding 

Intelligent Quotient (D9) enhanced by the integration of NLP techniques. The agent will not be 

integrated into other services in its first release (D12). The user can access the agent in multiple ways 

(app, web, etc.) from the workplace (D13). The communication will be text-only (D14) and let the user 
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express his/herself with free responses (D15). The leader of the conversation can be either the agent 

or the user (D16) and the agent can offer the user the possibility to contact a human agent in case of 

critical security situations (D18). Moreover, the agent can recognize whether a skilled or unskilled user 

is asking a question (D10) and can adapt and personalizes conversations based on user characteristics 

and conversation history (D17).  

Finally, it was deemed unnecessary to establish a personification of the agent through an avatar 

representation (D7) or capabilities related to socio-emotion or empathic reactions to users' emotions 

(D11). In this case study, the agent will not integrate gamification elements (D19). Figure 2 summarizes 

all the functional specifications of the agent. 

 

- Design 

The design of the agent’s architecture consists of three macro choices. First, for the NLU module, this 

agent will adopt NLP techniques for pre-processing the input text received by the user. Then, the user 

intent will be classified and mapped to the actions through a slot-filling approach (McTear, 2020). The 

text is then translated into values and data are transmitted to the dialog manager. It is the core module 

and manages the conversation with the user to achieve the goal of managing the issue and conducting 

the specified actions. The actions that the agent can take are of two types: internal actions, aimed at 

taking action to resolve a critical issue (e.g., terminate a connection to an application, request a 

password update, etc.); dialog actions aimed at continuing the conversation with the user to further 

understand the situation (Harms et al., 2019). Finally, a response is generated. For the case study 

proposed the design of the NLG module is based on an (AI) Rule-Based approach. Conversational 

agents in this category turn out to use machine learning techniques for the NLU module and are thus 

capable of handling more Intent than a simple Rule-Based, although they handle the NLG module 

through heuristics and rules like a Rule-Based (Adamopoulou & Moussiades, 2020). The answer is then 

translated into text and sent to the user. Figure 3 summarized the architecture of the agent. During 

this phase, the conversation between the agent and the user was also designed. Specifically, a 

flowchart representing the entire dialogue and all response paths was constructed so that rules for 

the rule-based approach could then be structured.  
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Figure 2 - Cybersecurity Digital Intelligent Agent Functional specifications 
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Figure 3 - Cybersecurity Digital Intelligent Agent Architecture   

- Deployment 

From a front-end user interface perspective, the agent will use a text-only conversation and will be 

accessed through a mobile or browser app from the workplace. In addition, the knowledge base of 

the agent and its training dictionary have been defined. The definition of the Training Dictionary is 

essential to train the software to identify the correct Intent and its slots but also to identify the 

vocabulary used by the users to decrease the Word Error Rate (Chiu et al., 2018).    

The RASA framework was used for the actual deployment of the agent. Rasa is an open-source 

framework capable of handling text conversations through machine learning techniques. Rasa is 

structured on multiple classes that reflect the modules of the previously defined architecture. The 

classes defined are Natural Language Understanding, Domain, Rule, and Stories. In the Natural 

Language Understanding class, all intentions from a user are identified and stored. Intents and 

examples are used as training data for the model. In the Domain class, the actions that the chatbot 

can perform are defined. With the Rule class, parts of speech are described. Through rules, the Intent 

is mapped to a rule. In the Stories class, the agent is trained to respond correctly depending on what 

the user has mentioned in earlier stages of the conversation. Stories allow for a less inflexible 

conversation with the user. The slots are filled in no particular order; it is the agent who will be 

responsible for gathering all the information necessary to fill all the slots useful for generating a 

response. Figure 4 shows an example of the conversation. The example shows only an outline of the 

conversation. Specifically, the activation and filling out of a single form. 

 

- Test 

The evaluation of the innovative technology solution was done following the scheme proposed by 

(Motger et al., 2021). Their scheme is based on the ISO/IEC 25010 software product quality model. A 

qualitative evaluation of all features of the chatbot was conducted. A team of four experts was first 

defined for their evaluation. The team was structured as follows: a researcher and a university 

professor of industrial engineering, a software engineer, and a cybersecurity expert. The team, 

through an initial individual evaluation followed by a team discussion, evaluated the following quality 

characteristics: Functional suitability; Performance efficiency; Usability; Security. Concerning 

functional suitability, the team agreed to evaluate as effective both the content of the agent's 

knowledge base and the level of accuracy in interacting with the user. From a performance efficiency 

perspective, the solution is cost-effective and efficient in terms of resource utilization. Usability needs 
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further evaluation. The discussion in the team states how the solution has potential in areas such as 

learnability, usability, and operability. However, it is difficult to assess at this stage the acceptance 

rate, interface accessibility, and user satisfaction for which a quantitative analysis with a user group is 

required. Finally, regarding security, features such as confidentiality and integrity are partially covered 

by basic security attention introduced. Certainly, when such a system is incorporated into a business 

environment, it is necessary to be prepared to manage related cyber risks. with techniques such as 

authentication (session) timeout and encryption (Shah & Panchal, 2022). 

 

  

Figure 4 - Example of conversation 

5. Discussion  

This article introduced an innovative DIA aimed at supporting employees during and after a cyber 

attack. The DIA developed has demonstrated success in improving the ability to respond to a cyber 

attack, particularly social engineering attacks that target human vulnerabilities. The tool helps reduce 

the pressure caused by any downtime related to the attack. In addition, the use of this tool reduces 

the shame of users who can seek help from a digital identity without having to immediately confirm 

that they have been the victims of the attack. Given the complex nature of cybersecurity issues, the 

solution also aims to reduce the cognitive load of workers who are often required to memorize 

multiple information, procedures, and rules.  
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However, the proposed agent also introduces organizational, technical, and social aspects that should 

not be underestimated. Most hybrid-augmented intelligence projects will rely on the goodwill of 

budget-controlling managers as a starting point. These managers must understand the significant 

benefits of incorporating a DIA into their operations, such as reduced costs and time, increased quality 

and performance, or any combination of these benefits (Cao et al., 2021). Then, managers would be 

able to defend their investments. 

From a social point of view, we need to prepare employees for human-ai collaboration. 

In the future, digital assistants could function as a type of digital collaborator. Employees must 

understand, and preferably experience, the strengths, problems, and risks of DIA to successfully 

integrate it into their systems. Otherwise, digital assistants may fail to meet expectations and lose or 

never regain the trust of employees. Data security and ethics, for example, are major risk areas. 

Consequently, non-technical solutions, such as training the workforce in human-AI collaboration, will 

be needed to overcome this obstacle. Furthermore, as the design of conversational AI for 

cybersecurity is in its infancy, it is important to design, develop, and evaluate effective designs to 

facilitate its implementation and integration with systems and people. 

Finally, from an ethical perspective, the evolution of AI law and trustworthy AI introduces new legal 

requirements that AI-based solutions must meet. Our solution is in line with (European Commission, 

2019), however anytime practitioners want to work on such a project, they should identify related 

gaps and study the operationalization of emerging AI laws and guidelines for the design, development, 

and ethical use of AI. 

 

6. Conclusions and future work 

In conclusion, the paper showed that the application of DIAs can support employees in dealing with 

cybersecurity issues. DIA supports employees by indicating the right procedure and assisting in 

performing actions according to security instructions. Real-time interaction with a virtual agent could 

strongly decrease the risk of cyber attacks. The paper confirms this opportunity, underlining the lack 

of applications in cybersecurity. The development of DIA in such a context requires the definition of 

an architecture and specific functional specifications. Currently, the new solution has been evaluated 

and validated in a laboratory environment. Future steps involve validating the solution and embedding 

it in a real work setting. Along with its introduction, the solution will be quantitatively evaluated by 

defining an evaluation protocol including interviews and questionnaires. Also, the way to conduct 

employee training incorporating this new innovative technology will be defined. Finally, future 

research includes expanding the agent's knowledge base by adding stories to handle more types of 

attacks and integrating the solution with other business systems to increase the agent's ability to act. 
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7. Conclusions and future work 

7.1. Conclusions 

Digital transformation has changed the scenario in which organizations operate and 

will continue to do so in the coming years. Most critical resources, such as public 

services, healthcare, electricity, and transportation, are all online. And threat actors 

are aware of this. Taking a large supply chain or critical smart grid can inflict more 

damage than previous cyber attacks. As we have seen in this thesis, associated with 

such digital transformation are several challenges. Most of these involve the issue of 

cybersecurity and the growing cybersecurity workforce gap. There is a growing need 

to create a more cybersecurity-resilient society. Organizations cannot take the risk of 

falling victim to an attack that can bring substantial economic and image damage, as 

well as possible risks related to workers' safety. 

While the need to grow the global cybersecurity workforce is raising, it is clear that no 

one organization, government, or institution can fill this gap alone. To make a real 

impact in preventing and reducing cyber attacks, as well as safeguarding the people 

they threaten, requires active and ongoing engagement and collaboration among 

companies, academics, and governments. 

Much has been invested in cyber risk awareness campaigns in recent years [278], [279]. 

Awareness affects the entire organization, seeking to increase understanding of cyber 

threats and empower people to be both safer and aware of their importance in 

mitigating or avoiding incidents. Furthermore, in this process of raising awareness, it 

is emphasized the importance of integrating the three key dimensions and 

overlapping domains of people, processes, and technology in organizations [280]. A 

systemic approach to cybersecurity is desirable for organizations. From the people's 

perspective, a strong cybersecurity culture helps minimize the impact of human 

vulnerabilities and risks from employee behavior. In addition, organizations should 

constantly review and update their cybersecurity policies and processes to ensure that 

they still meet all requirements. Such changes, as seen in previous chapters, should be 

disseminated and communicated throughout the organization. Finally, these aspects 

must be integrated with technology. Although technology should on the one side be 

independent of people, on the other hand, people must interface with it and be aware 

of it. Moreover, the near future, following the Industry 5.0 paradigm, shows how 

increased performance can be achieved if investments are made in positive 

collaboration between humans and technology. 

However, what has just been described is difficult to apply within organizations. In 

this process, there is still a struggle to understand how to make the human element 

part of the cyber resilience process [117]. First, as has been extensively presented in 

the thesis, it is important to manage the vulnerabilities generated by individuals with 

their behaviors and mistakes. Second, efforts are now being made through the most 
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innovative training and technology not only to mitigate risks but also to leverage 

human factors as a contributor to cyber resilience. It is in this setting that this thesis 

work has been focused on. During the dissertation, it proceeded to investigate possible 

operational management improvements for cyber resilience. To do this, it was 

necessary to analyze the state of the art of research on the topic and identify promising 

areas of research that offered room for innovative developments. 

Figure 14 maps the perspective and the results accomplished during the thesis 

through a block diagram.  

After a general exploration of the topic of cyber resilience and the domains in which 

it is studied, the state-of-the-art analysis was narrowed down to the approaches 

available in literature to enhance cyber resilience. The extensive literature review 

answered research question 1 showing how several contributions focused on systems 

security. However, the growing trend of contributions analyzing cyber incidents also 

from a safety perspective is observed, underscoring the paradigm shift taking place in 

the study of cybersecurity. In addition, the need to consider humans more in the 

cybersecurity loop emerged, broadening the vision to include the ability of 

organizations to withstand an attack and learn from it from a cyber resilience 

perspective. These concepts enabled the definition of the research direction followed 

in the second part of the thesis work. The research direction and linked research 

questions encompassed both managerial and technical issues in a cross-disciplinary 

dimension in line with the industrial and management doctoral path undertaken. The 

specific results of the second part of the thesis are: 

- About research question 2. The first result was to characterize the individual 

interacting with processes and technology. Specifically, we wanted to identify 

and map the human factors involved in cybersecurity by identifying how they 

could be a driver or a barrier to increasing the cyber resilience of the 

organization.  

- About research question 3. The second result was related to the first lever of 

intervention to support organizations. Specifically, it involved discussing the 

effectiveness of a set of organizational cybersecurity outsourcing practices and 

reasoning about the decision to proceed in-house or outsource cyber 

management. 

- About research question 4. The third result was related to the second lever of 

intervention. In this case, it was intended to leverage human-machine 

interaction for cyber resilience. The technology chosen was conversational 

agents. The goal was both to develop a common architecture and taxonomy to 

describe them and to develop a prototype agent for cybersecurity.  
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Regarding the detailed three research outcomes formalized, some general conclusions 

may be drawn from the generated research contributions. In detail, and as 

summarized in the figure, this thesis project suggests the following.  

The first contribution relates to the research presented in Chapter 4. Several articles 

were analyzed and human factors that characterize human behavior were outlined. 

For each, circumstances that make the factor a barrier or driver for cyber resilience 

were identified. These factors were then integrated with the NIST cybersecurity 

framework. Such integration helps and invites practitioners to also consider humans 

in cybersecurity risk assessment procedures and in prioritizing and achieving cyber 

resilience objectives. Moreover, the research pointed out that it is no longer possible 

to exclude humans and in particular the human factor, from the cyber paradigm. 

Although it is the most vulnerable element in the system, if cyber threats are to be 

addressed, human involvement is inevitable. Distrust, restriction, and control toward 

employees, based on the assumption that they can be malicious, foster a destructive 

organizational culture and cause employees not to work for organizational security 

and safety [117].  

Instead, an organizational cyber resilience culture is needed in which people are 

willing to share responsibility and monitor the system. A cyber resilience culture is 

more than just cybersecurity awareness. It requires staff to know the security risks and 

the process for avoiding them. It is the construction and application of an operational 

business process that keeps the company cyber-safe and cyber-resilient.  

An organization's business strategy should include an effective organization focused 

on information security. This means that organizations need policies that maintain a 

culture in which employees hesitate to bypass information security controls to 

accomplish their tasks [110]. Making humans protagonists, however, does not mean 

excluding technology, but working for a value-adding integration.  

The second and third contributions focused on identifying two possible intervention 

levers that can support the individual in interacting with processes and technology. 

These levers work together with individuals allowing the generation of positive 

actions on the NIST cybersecurity framework functions.  

Specifically, the work presented in Chapter 5 highlighted how cybersecurity is a 

complex and costly issue. Small and medium-sized enterprises struggle to have 

resources prepared for their management. Among the possible solutions is the use of 

external resources. This thesis surveyed a group of IT managers on their perceptions 

of the effectiveness of a selected group of organizational cybersecurity practices 

extracted from the categories of the NIST cybersecurity framework. The study 

achieves findings for the strand of research investigating what is the best solution for 

managing cybersecurity: go outsourced or maintain it in-house? Which one scales 

better in balancing risks and benefits? The data collected showed that small and 

medium-sized companies do not have many resources equipped to manage 
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cybersecurity and that the process of training and awareness is in its beginning stages. 

Interesting considerations emerged regarding reputation and awareness of how major 

a cybercrime suffered is. Often, low awareness leads organizations to fail to report a 

cyber incident promptly. Organizations still fail to see the significant short- and long-

term benefits this practice can bring. However, the trend, thanks partly to the new 

General Data Protection Regulation [58] and the NIS Directive [59] requiring 

organizations to notify the authority of data breaches and incidents, is growing. In 

addition, the analysis has shown that an awareness of the importance of lessons 

learned has increased. Organizations have realized that lesson learned sessions are 

critical to improving an organization's cyber resilience posture. They help assess 

incident response performance, identify challenges, and improve future response 

capabilities.  

Finally, the third outcome concerns the development of a digital intelligent assistant 

to support organizations in managing cybersecurity. In the first phase of the research, 

the lack of a common vision of architecture and functional characteristics needed for 

the development of a digital assistant was identified. Therefore the first need was to 

develop a conceptual architecture useful to those who want to introduce a 

conversational agent into their systems. Next, a taxonomy of all the functionalities that 

an agent can have was developed. This taxonomy was then validated through case 

studies. Finally, a prototype digital intelligent assistant was developed to assist 

organizations in managing cybersecurity. The tool demonstrated how the inclusion of 

an enabling technology such as digital agents can contribute positively to the critical 

human factors identified in Chapter 4. The agent is a cost-effective solution capable of 

addressing issues such as shame, stress related to an attack, or the pressure and 

cognitive load associated with complex cybersecurity procedures.  
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Figure 14 - Thesis block diagram 
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7.2. Future research 

The results presented in this thesis work also provided a direction for future research. 

The research provided a tool for practitioners useful in understanding how to 

integrate the human dimension within the NIST framework and benefit from it. This 

practice allows for a comprehensive risk analysis aimed at identifying best practices 

and areas of intervention to improve cyber resilience. Future research could include 

the creation of an artifact framework suitable for quantifying organizational resilience 

in cyber socio-technical systems. Such a solution will enable quantification of the effect 

of social attacks on cyber systems and offer tools to mitigate and/or guide human 

resources decisions. The goal is to reduce the consequences of risky human behaviors 

and to quantify the extent to which humans can be risk mitigators. In the framework, 

the agents involved are not limited to humans or organizations, but can also be 

artificial agents, such as the digital agents described in the thesis. 

In addition, this research set the groundwork for a broader discourse moving towards 

a new paradigm of cybersecurity and cyber resilience. The rise of the concept of cyber 

resilience was discussed in the thesis. In addition, the human factor has long been 

debated as a positive influence on cyber management. The literature has shown that 

it is also due to individuals, so far considered the weak point of the system, and their 

vision and ability to move forward with successive adjustments that the system 

behaves resiliently. As noted these concepts characterize resilience engineering and 

its key ideas related to the new paradigm for safety management: "Safety-II”. Such a 

statement sets the basis for further reflection. Given the scenario that organizations 

face today and the complexity of cyber socio-technical systems, it is no longer possible 

to reason from an almost exclusive perspective of identifying, protecting, and 

detecting. It is not possible to continue treating the system as divided into parts, 

investing heavily in technical systems, lengthy, repetitive, and complex procedures, 

and blaming incidents on the human factor. This was all characteristic of early 

cybersecurity. Today we are working from a cyber resilience perspective. Cyber 

resilience seems to encompass cybersecurity, inviting practitioners to study the whole 

system from an integrated perspective. Being aware that every action is not negligible. 

The safe operation of the system is given by the continuous adaptation of humans and 

technology able to mitigate and recover post-incident. This all reminds of the shift 

from Safety-I to Safety-II in resilience engineering. However, such a shift toward a 

cyber resilience theory that includes humans and organizational elements and goes 

beyond controls and policies toward a perspective based on adaptive systems 

capabilities is still limited. These considerations at the end of the thesis pose additional 

questions that open up new research. First, following this logic, it may be stated that 

cyber resilience represents an integration of the concepts of cyber security and 

resilience engineering. The question then arises whether the research is moving 
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towards a broader definition of cyber resilience that increasingly integrates the 

concepts of cybersecurity and resilience engineering. Next, we question whether we 

are in presence of a paradigm shift similar to that between Safety-I and Safety-II even 

for cybersecurity. Is there an on-going evolution from a Security-I to a Security-II, just 

as it was for safety? To date, the literature is still far from affirming such a paradigm 

shift. However, the growing number of attacks and their related consequences 

indicate that traditional cybersecurity is no longer sufficient. Moreover, the growing 

need for resilient performance, the increased complexity, and the advantages of a 

"human as a solution" perspective suggest that the emergence of Security-II in a more 

cyber resilience-oriented research agenda is possible. 
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8. Thesis publications 
This paragraph provides the bibliographic details of the appended papers. The 

appended papers have been published in scientific peer-reviewed journals and 

conferences and are the outcomes of collaborations with one or more co-authors. The 

full-length papers are included in the corresponding paragraphs. Furthermore, 

several related manuscripts published in journals, conference proceedings, and other 

sources are also listed in 8.2. These manuscripts report other work conducted during 

these three years of PhD. Specifically, these researches were conducted using 

approaches, models, and methods explored in depth during the thesis work and 

reapplied to other research strands or application domains. 

 

8.1. Appended Papers 

Following a thesis conceptual order: 

I. Colabianchi, S., Costantino, F., Di Gravio, G., Nonino, F., & Patriarca, R. 

(2021). Discussing resilience in the context of cyber physical 

systems. Computers & Industrial Engineering, 160, 107534. 

II. Annarelli, A., Colabianchi, S., Nonino, F., & Palombi, G. (2021, November). 

The Effectiveness of Outsourcing Cybersecurity Practices: A Study of the 

Italian Context. In Proceedings of the Future Technologies Conference (pp. 17-31). 

Springer, Cham.  

III. Under Review: Colabianchi, S., Tedeschi A., Costantino F. (2022). Human-

technology integration with industrial conversational agents: a conceptual 

architecture and a taxonomy for manufacturing. Journal of Industrial 

Information Integration  

IV. Under Review: Colabianchi, S., Costantino, F. (2022). Enhancement of 

cybersecurity through digital intelligent assistant. IEEE Access 

 

8.2. Related documents 

- The following are two papers that used natural language processing and 

clustering techniques. The detail of these techniques is given in Chapter 3 of 

this thesis. The papers make references to two different application cases: a 

review of Condition-Based Maintenance techniques and an exploratory review 

of defect recognition topics in literature.  

 

I. Quatrini, E., Colabianchi, S., Costantino, F., & Tronci, M. (2022). Clustering 

Application for Condition-Based Maintenance in Time-Varying Processes: 

A Review Using Latent Dirichlet Allocation. Applied Sciences, 12(2), 814. 
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Abstract: In the field of industrial process monitoring, scholars and 

practitioners are increasing interest in time-varying processes, where 

different phases are implemented within an unknown time frame. The 

measurement of process parameters could inform about the health state of 

the production assets, or products, but only if the measured parameters are 

coupled with the specific phase identification. A combination of values 

could be common for one phase and uncommon for another phase; thus, 

the same combination of values shows a high or low probability depending 

on the specific phase. The automatic identification of the production phase 

usually relies on clustering techniques. This is largely due to the difficulty 

of finding training fault data for supervised models. With these two 

considerations in mind, this contribution proposes the Latent Dirichlet 

Allocation as a natural language-processing technique for reviewing the 

topic of clustering applied in time-varying contexts, in the maintenance 

field. Thus, the paper presents this innovative methodology to analyze this 

specific research fields, presenting the step-by-step application and its 

results, with an overview of the theme. 

 

II. Bernabei M., Colabianchi S., Costantino F., Patriarca R. (2021). Using 

Natural Language Processing to uncover main topics in defect recognition 

literature, Paper presented at the Proceedings of the Summer School Francesco 

Turco  

 

Abstract: The issue of defect detection is particularly important namely in 

plant engineering, where it is crucial to ensure high-quality production by 

minimizing the number of defective parts. In the last years, the interest in 

the subject has grown a lot and the methods and approaches proposed for 

defect recognition are multiple. Therefore, when dealing with defect 

recognition researchers are faced with an increasing number of articles that 

slows them down in identifying the set of articles of their interest. This work 

aims to provide a baseline classification of articles based on emerging issues 

such as the investigated material, the production typology in which the 

material is included, and the type of analysis to be effected. For these 

reasons, the paper proposes an automatic solution based on text mining 

techniques. Specifically, the study applies Natural Language Processing 

(NLP) to articles’ titles, abstracts, and keywords using two different 

approaches: K-Means clustering algorithm and Latent Dirichlet Allocation 

(LDA). K-Means is used to cluster the collection of documents into related 

groups based on the contents of the particular documents. LDA instead is 

used to classify the papers using the concept of topic modeling. Articles 
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have been collected from Scopus database. The scope of the research is 

limited to journal and conference articles, published in English excluding 

articles classified as reviews, as well as book chapters, books, notes, 

erratum. 

 

- Presented below is a systematic literature review that used Preferred Reporting 

Items for Systematic Reviews and Meta-Analysis (PRISMA) also used for the 

review of this thesis and presented in Chapter 3. Specifically in this paper, 

PRISMA was used to analyze the actions and strategies taken by supply chains 

to be resilient during pandemic disruption.  

 

III. Bernabei, M., Colabianchi, S., & Costantino, F. (2022). Actions and Strategies 

for Coronavirus to Ensure Supply Chain Resilience: A Systemic 

Review. Sustainability, 14(20), 13243. 

 

Abstract: The COVID-19 outbreak adversely impacted agri-food supply 

chains and caused a severe socio-economic crisis worldwide. Preventive 

measures taken by several countries have affected production and 

distribution. Moreover, producers have had to face difficulties related to 

changes in local and international export markets, a decrease in the labor 

force due to the spread of the virus, and challenges in harvesting, 

processing, and shipment of products. However, despite the extraordinary 

nature of the disruption, supply chains have demonstrated a fair, resilient, 

and sustainable crisis recovery. Although a large number of papers deal 

with supply chains and the pandemic’s impact, a review of measures 

implemented that comprehensively includes resilience dimensions is still 

lacking. The scope of this paper is to survey available literature in order to 

understand whether there are classes of actions and strategies undertaken 

by meat supply chains in managing the pandemic. Documents were 

reviewed through a protocol based on the PRISMA (Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses) review technique. The 

survey highlights which actions have enabled supply chain resilience by 

underling virtuous behaviors and lessons learned. These findings support 

the need for further investigation of supply chain resilience and offer 

practitioners guidance toward a greater understanding of impacts and 

implementable strategies. 

 

- In addition, cyber socio technical systems were introduced in the thesis work. 

These systems are a complex adaptive system in which social and human 

artifacts are inextricably intertwined with technical artifacts. Such systems are 

https://en.wikipedia.org/wiki/Preferred_Reporting_Items_for_Systematic_Reviews_and_Meta-Analyses
https://en.wikipedia.org/wiki/Preferred_Reporting_Items_for_Systematic_Reviews_and_Meta-Analyses
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found in multiple domains. Two papers are presented below in which this 

concept has been applied to distribution centers.  

 

IV. Bernabei, M., Colabianchi, S., Costantino, F., & Falegnami, A. (2022). 

Warehouse resilience framework for the Covid-19 disruption. In Proceedings 

of 22nd International Working Seminar on Production Economics. 

 

Abstract: The COVID 19 pandemic consistently impacted Supply Chains 

(SCs), involving the agri-food sector. Compared to other SCs, agri-food SCs 

have not suffered complete interruptions, but the effect of various 

exogenous and endogenous phenomena has impacted all the actors in the 

chains. Within the agri-food SC, wholesalers play a strategic role 

influencing the performance and service level of a large number of players. 

Despite their importance, there has been no in-depth analysis of the effect 

of the pandemic on wholesalers. The paper fills this gap by proposing a 

framework to guide wholesaler during a severe disruption event. The 

MARLIN framework (fraMework wArehouse ResiLience dIstruptioN ) 

starts from a collection of the principal warehouse KPIs and from the 

identification through a literature analysis of the most significant factors 

and indicators on the pandemic disruption. The proposed framework 

supports wholesalers in identifying the most critical warehouse areas and 

defining interventions to mitigate the effects of future phases of the 

disruption. The framework has been tested on a case study involving an 

Italian wholesaler’s warehouse located in central Italy. The results obtained 

have demonstrated the effectiveness of the framework by highlighting 

aspects that are difficult to identify in an emergency situation. 

 

V. Under Review: Bernabei, M., Colabianchi, S., Costantino, F., Romano, E., & 

Falegnami, A. (2022). A cyber-socio-technical system method for warehouse 

management in the face of perturbations. A case study on Covid-19. 

International Journal of Management Science and Engineering Management  

 

Abstract: Endogenous and exogenous phenomena to the supply chains (SC) 

elements echo in variations of operations characteristic parameters. For 

wholesale warehouses, various disruptive events impact infrastructure or 

performance undermining the economic-organizational survival of the 

warehouse. For example, the Covid-19 impacted retail good SC, requiring 

modifications on their normal behaviour to adapt. Distributions of 

warehouses play a fundamental role, influencing performance and service 

level for all the SC players. Considering models and theories of Resilience 
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Engineering, this paper presents the MARLIN method (Method wArehouse 

ResiLience dIstruptioN) to identify areas to be focused on and mitigation 

actions to be implemented in the face of perturbations. The method has been 

tested on a case study involving an Italian warehouse proving to be effective 

in identifying intervention areas and disruption related KPIs. As a side 

benefit, MARLIN brought along a convenient general-purpose list of 

indicators relative to the different areas belonging to a typical warehouse. 

 

- Finally, a second application of a digital intelligent assistant is presented below. 

In this paper, the theory detailed in Chapter 6 of this thesis is applied to develop 

an assistant that guides port operators in performing high safety risk 

operations.  

 

VI. Colabianchi, S., Bernabei, M., Costantino, F. (2022). Chatbot for training and 

assisting operators in inspecting containers in seaports. Transportation 

Research Procedia, 64, 6-13. 

 

Abstract: The paper presents the chatbot applicability for the health and 

safety of workers in the container transportation context. Starting from a 

literature review of risks and hazardous activities in sea container terminals, 

the paper underlines the need of innovative systems to ensure the lowest 

level of risks for labours. An analysis of the 4.0 technologies solutions in sea 

container terminals shows the lack of empirical application of chatbots in 

such a context. Focus is given to the current chatbot applications, and on the 

conceptual methodology for the chatbot design, defining five models and 

presenting a taxonomy for the chatbot feature definition. A case study 

shows the possible application of the conceptual methodology and the 

taxonomy, introducing the Popeye chatbot, consisting of a voice service, 

spoken language understanding component and an image processing app, 

to cope with the hazards in the process of examining freight and containers 

in dock areas. The main application of Popeye is the training of new 

employees involved in container safety-critical quality inspection and 

controls operations. 
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