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Abstract

In Mean Field Games of Controls, the dynamics of the single agent
is influenced not only by the distribution of the agents, as in the clas-
sical theory, but also by the distribution of their optimal strategies. In
this paper, we study quasi-stationary Mean Field Games of Controls,
in which the strategy-choice mechanism of the agent is different from
the classical case: the generic agent cannot predict the evolution of the
population, but chooses its strategy only on the basis of the informa-
tion available at the given instant of time, without anticipating. We
prove existence and uniqueness for the solution of the corresponding
quasi-stationary Mean Field Games system under different sets of hy-
potheses and we provide some examples of models which fall within
these hypotheses.

AMS-Subject Classification: 35Q91, 49N70, 35B40, 35Q89.
Keywords: Mean field games, Quasi-stationary models, Nonlinear coupled PDE systems,

Nash equilibria.

1 Introduction

The Mean Field Games (MFG in short) theory concerns differential games
for a large population where the strategies of the agents are affected by
the state distribution of the other players through a mean field effect. The
corresponding MFG system, composed of a Hamilton-Jacobi-Bellman (HJB
in short) equation and a Fokker-Planck (FP in short) equation, character-
izes the Nash equilibrium for the population, i.e. the best strategy for the
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agents if all the others keep their choice. In this theory, the individual is
assumed to be able to forecast the behaviour of the population at any later
time, a somewhat restrictive assumption for some models such as pedestrian
motion. In [17], it is considered a different strategy mechanism: the agent
assumes that the environment is immutable and, at each instant, it decides
its behaviour only on the basis of the information available at the current
time without anticipating the future. This leads to study a class of quasi-
stationary MFG systems, where a stationary HJB equation is coupled with
an evolutive FP equation.

Recently, in [5, 6, 10, 12, 13, 14], it has been introduced a significant gener-
alization of the MFG model, called MFG of Controls, where the strategies
of the agents depend not only on the position of other players but also on
their strategy. The corresponding MFG system, with respect to the classical
one, involves an additional fixed-point equation for the joint distribution of
states and controls.

Aim of this paper it to extend the model developed in [17] to Mean Field
Games of Controls. Hence, we deal with the following system

— Au+ H(x, Du; u(t)) + pu =0 in T¢, vt € [0, T
Oym — Am — div(mH,(x, Du; pp)) =0 in @ (1)
pu(t) = (Id, a” (-, Du(t); u(t))) gm(t) in [0, 7]
m(0) = my in T¢,
and the corresponding ergodic version
—Au+ H(z, Du; u(t)) + A =0 in T¢, ¥t € [0, T
Oym — Am — div(mHy,(x, Du; 1)) =0 in Q
pu(t) = (Id, o (-, Du(t); u(t))) fm(t) in [0, 7] (1.2)
u(0,t) =0 in [0, 7
m(0) = myg in T¢.

Here T? denotes the unit torus in R%, Q = T% x (0,T7), p > 0 and f#m
stands for the push-forward of the measure m by the function f; Du and
Au denote the gradient and respectively the Laplacian of the function u
w.r.t. the variable  while H,, is the gradient of H = H (z, p; ) w.r.t. p (and
we refer below for the precise definition of a*). Moreover the function my,
with mg > 0, fw mo(z)dz = 1, represents the initial distribution of players,
u is the value function of the single agent, A\ € R the ergodic cost and it
can be interpreted as a long run average cost (see, for instance, [1]), u the



distribution of the pair state-control and m its first marginal (and amounts
to the distribution of players). Denoted with A the space of controls and
with P(T¢ x A) the space of probability measures on T x A, we consider
the Hamiltonian H : T% x R? x P(T? x A) — R defined by

H(z,p; p) = sup {—p- bz, a; 1) — £z, a5 1)} - (1.3)
acA

Let us briefly recall how this operator arises in optimal control theory. For

u(t) fixed, any single agent has a dynamic obeying to

dzs = b(xs, as; u(t))dt + V2dW, in (0, 00), Top=2x

and aims to choose an admissible control a. so to minimize the cost
o0
E/ e P l(xs, as; u(t)) ds
0

(here, W is a d-dimensional Brownian motion and E denotes the expecta-
tion). It is well known (see [1] and references therein) that the value function
associated to this optimal control problem solves the HJB equation in (1.1).
In particular, the HJB equation in (1.1) is affected only by the value of u at
time ¢; in other words, the single agent chooses its strategy “freezing” u at
the present time ¢ without forecasting the future evolution of p.

In fact, the first equations in the systems (1.1) and (1.2) represent two
families of stationary partial differential equations parametrized in the time
variable, where the dependence on ¢ is only through the measure p. In par-
ticular, these systems loss the standard forward-backward structure of MFG
systems.

Let o* = a*(z,p; ) be a map (defined in assumption (H2) below) which
associates to (z,p) and p the corresponding optimal control, i.e.

bz, 0" ) = —Hp(z, p; ). (1.4)

In the equilibrium condition, at each instant ¢, m(t) is a measure on T and
wu(t) is the image of m(t) by the map = — (z,a*(x, Du(x,t); u(t))); this
feature is expressed by the fixed-point relation given by the third equation
in the previous systems.

To show existence of a solution to (1.1), it is crucial to have some regularity
in time for the value function u. Actually, in the classical setting of MFG
theory, this regularity follows by the parabolicity of the HJIB equation (for
instance, see [4]). In the quasi-stationary setting of [17], it is obtained in
two steps: first, the author obtains, via a continuous dependence estimate,



a bound on the C?(T%)-norm of u(t) — u(s) by means of the Wasserstein
distance di(m(t),m(s)) (recall that in [17] the Hamiltonian depends on m
and not on ). Afterwards, using the FP equation, the latter quantity is
bounded by |t — s]% and the regularity in time of u follows. In the setting of
the present paper, namely for quasi-stationary MFG of Controls, a similar
argument fails. Indeed, also in this case, we can apply some continuous
dependence estimates and bound the C2(T%)-norm of u(t) — u(s) by means
of the Wasserstein distance di(u(t), 11(s)). The aforementioned procedure
fails when one tries to evaluate the latter quantity exploiting the equation
for 1 because it obtains an estimate which depends on the L°°-norm of
Du(t) — Du(s), i.e. exactly the quantity we want to estimate.

To bypass the previous difficulty and recover some regularity property in
time for the solution of the HJB equation, we introduce two different set-
tings:

1) In the first case, we use a continuous dependence estimate for the HJB
equation and we assume that the constants that intervene in the regularity
of the Hamiltonian with respect to the joint distribution are small. Similar
assumptions of smallness also appear in other papers on MFG of Controls
(see [2, 11]). Note that this smallness assumption does not concern the
length of the time interval.

2) Otherwise, we assume a stability property of the Hamiltonian with
respect to the joint distribution. This assumption allows us to obtain con-
tinuity in time of the gradient of the value function, uniformly with respect
to u. A similar idea was exploited in [5].

From a modeling point of view, the former setting corresponds to require
that the mean field, given by the joint distribution, has a moderate influence
on the behaviour of the single agent. In the latter case, we show that the as-
sumption is satisfied if the agent, although it decides the strategy moment by
moment, has also some knowledge of the past evolution of the joint measure
(memory effect). However, when the Hamiltonian has a separated depen-
dence on the joint distribution, taking advantage of some specific properties
of the HJB equation, we can drop both these assumptions.

In both settings, we first prove existence of a solution for system (1.1) and
find several estimates; afterwards, exploiting such estimates, we obtain a so-
lution to system (1.2) letting p — 0. All our existence results for (1.1) (in
Theorems 3.3, 4.3, and Proposition 5.2 below) rely on Schauder fixed point
theorem. Intuitively, one expects to look for a fixed point of a map which
solves the three equations in (1.1) separately. This procedure needs the well
posedness of the third equation alone which in turns is obtained solving



another fixed point problem. Theorem 3.3 follows this strategy which is
similar to the ones in [5, 12]. On the other hand, in Theorem 4.3 and in
Proposition 5.2 we adopt a different approach looking for a fixed point of a
unique map and without solving separately the third equation in (1.1).

We also establish uniqueness of the solution under the assumption of
smallness of constants. The proof relies on continuous dependence estimates
of u w.r.t. the data of the third equation. Unfortunately, in the second
setting, we do not have such a regularity so this uniqueness result cannot
be extended.

This paper is organized as follows: Section 2 contains notations, assump-
tions and several useful results on the first two equations in systems (1.1)
and (1.2). In Section 3 we obtain existence and uniqueness of the solutions
to (1.1) and to (1.2) under an assumption on the smallness of the constants.
Section 4 is devoted to obtain existence of solutions to our problems under
a stability property of the Hamiltonian H w.r.t. u. Section 5 provides some
examples where our assumptions are satisfied; it also contains the particular
case where H depends separately on u. Finally, Appendix A contains the
proofs of several technical results.

2 Assumptions and preliminary results

In this section we will introduce the assumptions and we will discuss some
preliminary results we need for the study of systems (1.1) and (1.2).

We denote with P(X) the set of probability measures on the compact sep-
arable metric space X and we recall that P(X) is a compact topological
space when endowed with the weak*-convergence. Moreover the topology
on P(X) is metrizable by the Kantorovich-Rubinstein distance, defined by

di(p,p') = sup {/ f(@)d(p— ) f: X — Ris 1-Lipschitz continuous}.
X

We denote with LP(T%), 1 < p < 0o, the set of p-summable periodic functions
and with W*?(T4), k € N and 1 < p < oo, the Sobolev space of periodic
functions having p-summable weak derivatives up to order k and we set
H*(T9) = WH2(T?). All these spaces are endowed with the corresponding
standard norms. For 6 € (0, 1], we use the #-Hélder seminorm

) —

o= sup { LD =T 0y e a2

[z -y
We denote with C1(T?) (respectively, C1¢(T¢) with 6 € (0,1]) the space of
functions f, defined on T¢ with continuous first order derivatives, such that



the norm
| fllereray = I fll oo (ray + 1Dl Loo (1a)
(respectively, || fllcr.o¢ray :== || fllcr(rey + [Dflgra) is finite. In a similar way,

we denote the spaces C2(T?%) and C*(T?). For any & € (0,1], we denote
with C%9/2(Q) the space of functions m on @ such that

[m(z,t) —m(a’, )]
sup e 11872
(@ 1), (@, ) eq [T—a|°+ [t =]
(w,t) # (', 1)
Defined W2° (Q) as the space of functions on @ such that the norm
[ullyrog) = lullLs@) + [1DullLs(@)

is finite, we denote with H(Q) the space of functions v € Wa(Q) with
Ou € (Wsl,’O(Q))’ , equipped with the natural norm

lullyz (@) = llullwrog) + 10l yyogyy -

Let us now recall same useful properties of the spaces H1(Q); for the proof
we refer to [8, Theorem XVIII.2.1] and [7, Prop.2.12] (see also [16, Appendix
AJ).

Lemma 2.1. The space Hi(Q) is continuously embedded in C([0,T]; L*(T9)):
there exists a constant cy such that, for every m € Hi(Q), there holds

[m@®ll L2y < eullmllzygy VL€ [0,T].

Moreover, for s > d+2, HL(Q) is continuously embedded onto C*%/%(Q) for
some § € (0,1).

We consider a Hamiltonian H given as in (1.3) and the following as-

sumptions:
(H1) The functions b : T¢x AxP(T?x A) = R%and £ : T¢x AxP(T¢x A) —
R are continuous and the control set A is a compact, separable metric

space (for simplicity we assume that A is a subset of some Euclidean
space). Moreover, there exist two constants K and L such that

|b(z,a;v)| < K, |b(x1,a;v) — b(xe,a;v)| < L|x; — x9|

2.1
(x,a;v)| < K, |0(x1,a;v) — L(z2,a;v)| < Ljzg — 24| (21)

for all z, 21,20 € T¢ a € A, v € P(T? x A). We assume that D, ,H
exists and is locally §-Holder continuous for some 6 € (0, 1].



(H2) For any (x,p,v) € T? x R? x P(T¢ x A), there exists a unique o* =
o*(x,p;v) € A such that

H(xz,p;v) = —p-b(z,a;v) — l(x,a™;v).
Moreover the map «o* is continuous with respect to its arguments.
(H3) For each positive constant R, there exists a constant L, r such that
max |(b(x,a;v1) — b(x,a;v2))p| + max [(x,a;v1) — l(x,a;v9)|
< L, rdi(vi,19)

and
[H (- v1) — H( 5 v2)limaxpo,r) < Lyrdi(vi,12)

for any p € B(0, R) and vy, v, € P(T? x A). )
We shall denote L, the constant L, i where K is the constant intro-
duced in Lemma 2.4 below.

Remark 2.2. Note that T¢x A is compact and, consequently, by Prokhorov’s
theorem, also P(Td x A) is compact; hence, b and ¢ are both uniformly
CONtINUOUS.

Remark 2.3. Assumptions (H1) and (H3) entail
|H(x,p1;v1) — H(z,p2;02)| < Klpr — p2| + Ly di(v1,v2)
for any x € T¢, py,pa € B(0, K) with K as in (2.4), v1,vs € P(T? x A).

The following lemma is a classical result concerning existence, uniqueness
and regularity of classical solutions to the HJB equations in systems (1.1)
and (1.2) (see for example [1, Thm. 4.1}, [9, Thm. 5] and [15, Prop. 2.1]).

Lemma 2.4. For a fived measure v € P(T? x A), there exists a unique
classical bounded solution uP to the equation

—Au+ H(z,Du;v) + pu=0 in T (2.2)
Moreover,

(i) there exist a positive constant Cy and 6 € (0,1), both independent of p
and v, such that

[pu’ || < K, (2.3)

Hup — UP(O)HCQ,H(Td) < Cl<1 + K + L) = K, (2.4)
where K, L as in (2.1) (recall that K, L are independent of v);



(ii) for p — 0%, pu? — X, u” — uP(0) — u and the couple (u, ) is the
unique solution to
—Au+ H(z,Du;v) + A =0 in T% u(0) = 0. (2.5)
Moreover
[ullc2.o(pay < K. (2.6)
We now give a continuous dependence estimate for the solution of (2.2)

and (2.5) with respect to the data of the problem.
Lemma 2.5. Given v1,v5 € P(T4 x A), denote with uf, u the solutions of
(2.2) with v replaced respectively with v1 and vy and set w! = uf — uf(0).
Then, there exists a positive constant Cy, independent of p, v1, va, such that
wa - wSH(ﬂ(Td) < [H(a ) Vl) - H('? ) VQ)]I,’IFde(O,K)+
C()(max |b(x,a;v1) — bz, a;va)| + max [l(x,a;v1) — Uz, q; yg)\). (2.7)
T,a T,a

Estimate (2.7) also holds for ui,us solutions to (2.5) corresponding to vy
and respectively vs.

The proof is postponed to the Appendix. We now study the Fokker-
Planck equation.

Lemma 2.6. Given a bounded vector field g : Q — R and mo € L?(T%),
mg > 0, then the problem

om — Am —div(g(z,t)m) =0 in Q,
m(z,0) = mo(x) in T,
has a unique non negative solution m € H(Q). Furthermore, we have
di(m(t),m(s)) < colt = 52, Lsel0. 7], (28)

with co = co(||gl| Lo (@irey: M0). Moreover, if mg € Whs(T?), s € (1,00), we
also have

[y o) < a (2.9)
for some constant c1 = c1(||g|| oo (@;ra), M0 llw1.s (1a))-

For the proof of (2.9) we refer for example to [3, Lemma 2.1], while for
the proof of (2.8) it is enough to apply the results in [4, Lemma 3.4 and 3.5]
to Lipschitz regularizations g, of g and to pass to the limit (indeed, in these
lemmas, the constants only depend on ||gy| ).

Remark 2.7. The compactness of T entails

/a:|2dm(t)§1 vt € [0, 7). (2.10)
Td

8



3 Well-posedness via continuous dependence esti-
mates

In this section, we prove the well-posedness of systems (1.1) and (1.2) mak-
ing, besides (H1), (H2) and (H3) the following additional assumption

(H4) There exist A\p € [0,1) and A\ € [0, 00) such that

la*(z1, p1;11) — & (22, p2; v2)| <Aodi(v1,12)

3.1
+ Ai(|z1 — 22| + [p1 — p2l) (8.1)

for all 1,29 € T? p1,po € RY, vy, 15 € P(T? x A).

The assumption (H4) is reminiscent of a similar assumption in the paper [12]
which copes evolutive systems of MFG of controls. We first prove the well-
posedness and some properties of the fixed point equation in (1.1) (for the
proof, see the Appendix).

Lemma 3.1. Assume (H2) and (H4). Given m € P(T¢) and a measurable
function p : T¢ — R?, there exists a unique solution u € P(T? x A) of the
fized point equation

p=(Id,a"(-,p(-); p)) fm. (3.2)
Moreover the following properties hold:

(i) Given m € L*(T?), pp,p € L*(THRY), let i, p € P(T? x A) be the
corresponding solutions to (3.2). Then, the following estimate holds

A
di(pn, p) < lon — pllp2llm|| 2.
1— o

(ii) Given my,m € P(T%) and p € WH°(T% RY) with Lipschitz constant
Ly, let pn,pp € P(T? x A) be the corresponding solutions to (3.2).
Then, the following estimate holds

1+ M1+ L)

di(pn, ) <
1(tns 1) 1— X

dl(mn,m).

Remark 3.2. Since A is bounded, there exists a constant co such that

/ (|| + |a*)du(z, a) < ¢z Yu € P(T? x A).
Tdx A



In the following theorem, we prove existence of a solution to (1.1) under
a smallness assumption on the constants that intervene in the regularity
of H w.r.t. p.

Theorem 3.3. Assume (H1), (H2), (H3), (H4), mo € H'(T?%) and

Arcrey(Co + 1)
1— X

L,<1 (3.3)

where Cy as in (2.7), Xo, A1 as in (3.1), ¢1 as in (2.9),cy as in Lemma 2.1
and L, as in (H3). Then, problem (1.1) admits a solution (u,m, p), where
u € C([0,T],C%(T9)) is a classical solution of the HJB equation for any
t €10,T], m € H(Q) is a weak solution of the Fokker-Planck equation and
p e C([0,T], P(T% x A)) satisfies the fized-point equation for any t € [0,T].
Moreover, there exists a positive constant L, independent of p, such that:
for any t,s € [0,T] there hold:

(1) di(m(t),m(s)) < Lt - 5!2 [mll3y < L,
(i6)  da(u(t), u(s)) < LIt — 5|2, 1

(i) |[u(-,t) = u(0,0)] = [u(,5) = u(0, )] |c2(ra < Lt — 5]z, (34
() lpullp~ < L, u(,t) = u(0,?)llc2(ra) < L,

(v)  if moreover mo € Wh5(T?) with s > 2, then |[mll: < L.

Proof. For (u,m) € C([0,T], CY?(T9)) x C([0,T], P(T)), with m € H(Q)
and ||Di(t,")||c1e < K for any t € [0,7], where K and 6 are given in
Lemma 2.4, consider the map (u,m) = I'(u,m) defined as follows:

(i) To each (i,7m), we associate the unique map g : [0,7] — P(T¢ x A)
solution to relation

pu(t) = (Id, (-, Du(t); p(t))) gm(t), ¢ €0,T7;

this definition is well posed by Lemma 3.1 and because m(t) € L?(T%) by
Lemma 2.1. Moreover, we observe that Lemma 3.1 (i) and (ii) ensure

di (u(t), (5)) < 5

1+ M(1+ K)
1—Xo

Hence, by Lemma 2.1, u belongs to C([0, T], P(T¢ x A)).
(7i) To p in the previous step, we associate the unique solution w : [0,7] —
C%*%(T?) to the equation

pu(t) — Au(t) + H(x, Du(t); u(t)) =0, x e T

AL Da(e) ~ D(s) <endimllg
X (3.5)
dy ((t), m(s)).

10



We claim: Du € C([0,T],C*(T%)). Actually, applying Lemma 2.5 with
v1 = p(t) and vo = p(s), by (H3) and (3.5), we get

[1Du(t) = Du(s)llcr < (Co + 1)Ly da(p(t), u((s))

A _ _ -
< (Cot DLy |25 D) = Das)ll=cullmlly
1+ M1+ K o
AR a4 o), m(s)

— 0 as s — t.

(iii) Finally, given u and p as in the previous steps, let m € C([0, T], P(T¢))
be the unique solution to the FP equation

Oym — Am — div(mH,(x, Du; u(t))) =0 in @, m(0) =my on T¢
obtained in Lemma 2.6 with

9a1) = Hy(w, Du(, t); pu(t)) = —b(, a* (x, Du(a, t); pu(#)), a(£)

(and taking into account relation (1.4)).

We shall obtain the existence of a solution to (1.1) proving, by Schauder
fixed point theorem, that the map I' has a fixed point in the set X defined
by

(w,m) € C([0,T],CH(T) x C([0,T], P(T%)) s.t.
(K1) plla(®)llzee < K, [|Dat)lcrore) < K
K=4q (K2) di(m(t),m(s)) < colt — ]2, an\llfH;(Q) <a ;
(K3) Du(s)l|z~ < C*[t = 5|2
(K4) u(s)|ze < CTlt — s|2

V

endowed with the C([0, 7], C1?(T%)) x C(]0,T], P(T?%)) topology, where K
as in (2.3), 0 and K as in (2.4), cp, ¢1 as in (2.8), (2.9), and C* and C} are
two constants that will be suitably chosen later on in (3.6) and respectively
in (3.8) (and they will be independent of p).

We claim that K is a nonempty, convex and compact set. We prove
only compactness, since the other two properties are obvious. Consider
a sequence {(t,,my)} of elements in K; we want to prove that, possibly
passing to a subsequence, it converges to some (u,m) € K. By properties
(K2) and Lemma 2.1, Ascoli-Arzela theorem ensures that {m,} converges
to some element m € C([0,7T], P(T?)) verifying the first estimate of (K2).

11



Moreover, still by (K2), {m,,} also converges in the weak topology of H3(Q)
to some m’ which must coincide with m; hence m fulfills (K2).
On the other hand, we first note that the set {u € CH¥(T9) : u fulfills (K1)}
is compact in the CY topology. Moreover, by (K1), the @,’s are bounded in
C([0,T); C%9(T%)) uniformly in n. By (K3)-(K4) and Ascoli-Arzela theorem,
{@,} converges to some u in the C([0,T],C*?(T%))-topology and wu fulfills
(K3) and (K4). In particular, for each ¢, {u,(t)} converges to u(t) in the
C'9-topology. Again by Ascoli-Arzela theorem, we infer that w(t) fulfills
(K1).

We show that I maps K into itself. For (u,m) = I'(a,m), (K1) and (K2)
follow from Lemma 2.4 and, respectively, from Lemma 2.6. We show that
also (K3) holds. For any s,t € [0,T], by Lemma 2.5 and (H3), we have

[1Du(s) = Du(t)l|cr(pay < (Co + 1)Ly da(p(s), p(t))-
Estimate (3.5), Lemma 2.1 and (K2) yield

[Du(s) — Du(t)]|cr

A 1+ M1+ K
< (Co+ DI |29 Dae) — Da(s) e + ~2HEE D )y g
1—Xo 1—Xo
A 1)L 1+ M1+ K
< 161CH(C[) + ) H o + (CO + 1)COLMM ‘t N S‘%
1—Xo 1— X

where the last inequality is due to (K3). By (3.3), for C* so large to fulfill

B )\16167.[(00 +1
1— X

1+ M(1+K)
1—Xo

-1
c* > |:1 )LM:| (CQ + 1)COLM R (36)
there holds

IDu(s) — Du(t)|lcr < C*[t — 5|2,

namely w fulfills (K3).
Let us now prove that (K4) holds. Actually, the comparison principle
and Remark 2.3 ensure

IN

max |H (z, Du(t); u(t)) — H(z, Du(s); u(s))|

K||Du(t) = Du(s) || + Ly di (u(t), u(s)). (3.7)

pllu(t) — u(s)]| Lo

IN

By (3.5), Lemma 2.1 and (K2)-(K3), we infer

Lu)\lcchC* 1+ )\1(1 + f()

— o < *
pllu(t) — u(s) 1= < [KC* 4 2L —"

1
coLy,| |t — s|2;

12



choosing

Lﬂ)\lcchC’* 1+)\1(1 +f_{)
1—2Xo 1—2Xo

we obtain that (K4) holds. We conclude that I" maps K into itself.

It remains to prove that I' is a continuous map in the C([0, T, C*9(T%)) x
C([0,T], P(T%)) topology. Consider a sequence {(@y,,m,)} in K converging
to (u,m) € K. Set (up, my) = I'(tyn, myp), (u,m) =T'(u,m) and let pp, p be
the solution of

CF > KO + coL, (3.8)

Hn = (Idv Oz*(-, Dﬂn(t); Mn(t))) ﬁmn(t)

and, respectively, of the corresponding equation with (u,
(tp,my). Denote with fi,, the solution of

fin = (Id, & (-, Du(t); fin(t))) t7n ().
By Lemma 3.1(i) and (ii), Lemma 2.1 and (K2), we have

di(pn(t), p(t)) < di(pn(t), fin(t)) + da(fin(t), u(t))

) in place of

A 1+ M1+ K
< M99 pa @) — D) + 2D g 1), ()
1—Xo 1—Xo
and therefore
di (pn(t), u(t)) = 0 for n — oo, uniformly in ¢ € [0, 7. (3.9)

By Lemma 2.5 and (H3), we deduce

fun (-5 1) = un(0,0)] = [ul- ) = u(0,D]llc2(pey = 0n(1)

where, since now on, o,(1) denotes a function which may change from line
to line and such that lim, 0,(1) = 0, uniformly in ¢; hence we have

HDun('at) - Du('vt)HCl - 0n<1)‘ (310)

Let us now prove that u, — u in the topology of C([0, T], C1?(T%)). To this
end, by (3.10), it suffices to establish

[un(-,) = u(-; t)][Loe = on(1).
Arguing as in (3.7), the comparison principle and (H3) entail
plunt) — u(t)lz= < max [H(z, Dun(0): jon(t)) — H(z, Dut): u(0)|

z€Td
< K| Dun(t) - Du(t)lz + Ly s (nt), (1),

13



By (3.9) and (3.10), we get

pllun(t) — u(t)|| e = on(1)

which is equivalent to our claim. Therefore, u,, — u in the desired topology.
Let us now cope the convergence of the m,,’s. By (1.4), we get

[1Hp(, Dun (- 1); (1)) = Hy (-, Dul-, 1); (1)) oo
<w ([ Dun (1) pn(t)) = o (- Duls 8); p(t)) || oo + da(pn(t), u(t)))

where w is a modulus of continuity of b. By (H4), we infer

HH( Dun (-5 1); pn(t)) = Hp(-, Du(-, ); u(t)) || Los
w (Ao + 1) da(pn(t), p(t)) + Aal|Dun(-, ) = Du(- t)|[=)  (3.11)
S w(on(1) +on(1)) = on(1)

where the last inequality is due to (3.9) and to (3.10).

By (K2) and Ascoli-Arzela theorem, there exists a subsequence {m, }
converging to some function /m € C([0, T], P(T%)). Let us prove that m = m.
Indeed, my,, solves

/ / (=0htb — A + Hy(, Duim: fimy) - Dt dvdt + / Pmodz = 0
Tdx[0,T] Td

for any ¢ € C$°(T¢ x [0,7)). By (3.11) and the Dominated Convergence
theorem, we get

// ( — Oyp — Ay + Hp(z, Du; ) - Dw)'fn dxdt + / Ymodx = 0.
Td x[0,T) Td

By the uniqueness of the solution to the FP equation, it follows that m =
m and that all the sequence {m,} converges to m and we conclude the
continuity of the map I'.
In conclusion, by Schauder fixed point theorem, we get that there exists a
fixed point of the map T'.

It remains to prove that such a fixed point fulfills the regularity in (3.4)
and that u belongs to C([0, T], C2(T%)). The bounds in (3.4)-(i) are imme-
diate consequences of (K2). We observe that (3.5) and (K2) entail

)\10107{
1—

1+ M(1+K) !

du((t). () < - sl

C[[Da(t) = Dus)|r + co
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using (K3), we obtain the bound in (3.4)-(ii). Furthermore, Lemma 2.5
and (3.4)-(ii) entail the estimate in (3.4)-(iii). Finally, the estimates in (3.4)-
(iv) are due to (2.3) and (2.4) while estimate (v) is a straightforward con-
sequence of (2.9). Finally, Lemma 2.5, (H3) and (3.4)-(ii) easily entail that
u belongs to C([0,T], C?(T%)).

U

Theorem 3.4. Under the same hypotheses of Theorem 3.3, assume also
that there exists a constant Ag > 0 such that

|b(z,a1;v) — b(x,az;v)| < Aglag — ag| (3.12)

forallay,ay € A, x € T? and v € P(T¢x A). Then, the system (1.1) admits
at most one solution (u, m, i) in C([0,T], C*(T)) xHL(Q)x C([0, T], P(T% x
A)) with u(t) € C?(T?) for every t € [0,T).

Proof. Let (uy,mq,p1), (u2,ma,u2) be two solutions of system (1.1) in
C([0,T], CY(T%)) x HLQ) x C([0,T], P(T¢ x A)) with u;(t) € C?(T?) for
every t € [0,7] and i € {1,2}. The function M := m; — my is a solution of

oM — AM — div(M Hy(x, Duy; pi(t)) =
div(mao(Hp(z, Duy; pi(t)) — Hp(z, Dug; pa(t))) in @
M(0) = 0.

In this proof, the letter C' will denote a constant that may change from line
to line but it is always independent of (u1,my, p1) and (ug2, me, p2).
Multiplying the previous equation by M and integrating in T%, we get

%%HMniz(Td) + /’[rd DM (t)*dx = —/Td [M(£)DM(t) - Hy(z, Duy; 1)
—ma(t)DM(t) - (Hp(z, Duy; ) — Hp(x, Dug;ug))]d;p.
(3.13)

Estimating via Cauchy-Schwarz’s inequality the two terms on the left side
of the previous equality, we have

- M (t)DM(t) - Hy(x, Duy; py)dx
Td
1 1
<~ | |M@t)Hy(z, Duy; p1)|*de + / DM (t)|*dx
2 Td 2 Td

15



and

-/ mo DM (t) - (Hp(x,Dul;m) - Hp(l‘,DUQ;M2)>dQS‘
T
1

< 2/ |ma(t) <Hp($,Du1;M1) — Hp(:c,DUQ;ug))|2da:
Td

1
+/ DM (1) %da.
2 Td

By Lemma 2.1, replacing the previous two inequalities in (3.13), we get

1d

5%”]\4(75)”%2(?(1) = CHM(t)”QLQ(Td) (3.14)
+ Cllmall3 o) 1 Hp(w, Dur (t); 1) — Hp (@, Duz(t); p2) |7 o -

Recalling (1.4), assumptions (H4) and (H3), and exploiting (3.12), we have

|Hy(w, Du(2,1); 1) — Hy(r, Dua(, £); )
— [b(@, @ (2, Dur (2, 8); j1): 1) — b, 0 (@, Dus(a, £); 12); 12)|

< Ao(la (, Dur(,£); 1) — 0" (&, Dus (e, 1); r2)| + Ay i (a (8), 1a(1)))
< C(|Dui(,t) — Dus(a, )] + di (ua (1), pa(1)))

and therefore
[ Hp (2, Du (t); p) — Hp(@, Dug(t); p2)| e
< O(||[Dus (t) = Dug(t)|| e + di(pa(t), p2(t))).  (3.15)

We now estimate the two terms on the right side of (3.15). By Lemma
3.1.(i), (ii) and using (2.6), (2.9) and Lemma 2.1, we have

Clc';.[)\l

dy(pi(t), ue(t)) < o [ Dui(t) — Dua(t)|| Lo (3.16)
W dy (ma (1), ma(t)).

Furthermore, Lemma 2.5 and (H3) entail

[Dus (t) = Duz ()] < (Co + 1)Ly di (g (1), pa(t))

Cch)\l
< (Co+ DLy | T3 1Pwa(t) = Duz()]l (3.17)
1+ M1+ K
R (0.0
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where last inequality is due to (3.16). By hypothesis (3.3), arguing as
in (3.6), we get

[Dur(t) = Dug(t)|| e < Cdi(ma(t), me(t)) Vit e [0,T];
again by estimate (3.16), we conclude that

[Dus(t) = Dua(t)|| e + di(pa(t), p2(t)) < Cdi(ma(t), ma(t)) Vit € [0,T].
(3.18)
Replacing (3.15) and (3.16) in (3.14), by (3.18), we finally get

d
@\\M(t)Hide) < O M(1)lI72(7a-

Since M (0) = 0, the previous inequality implies that M(t) = 0 for all
t € [0,T] and therefore m; = mg. Inequality (3.18) implies that pu; = e
and, by Lemma 2.4, we also get u; = us. O

We now consider the well-posedness of the ergodic quasi stationary MFG
system (1.2).

Theorem 3.5. Under the same assumptions of Theorem 3.3, problem (1.2)
admits a solution (u, \,m, i), where (u, \) € C([0,T],C?*(T%)) x C([0,T)) is
a classical solution of the HJB equation for any t € [0,T], m € HA(Q) is a
weak solution of the FP equation and p € C([0,T], P(T¢ x A)) satisfies the
fixed-point equation for any t € [0,T]. Moreover, there exists a constant L
such that

i) di(m(t),m(s) < LIt —s|2, |mlly <L,

i0) - da(u(t), ju(s)) < LJt = 5|3, 1
i) A(E) = A(s)| + lJu(,t) = uls 8)llc2epay < Lt — s[>,
iv) if moreover mg € W1(T%) with s > 2, then [mllzn < L.

—~ Y~~~

Proof. Let (u”,m”, u”) be the solution of (1.1) corresponding to p € (0,1)
found in Theorem 3.3 and set w” = u” — u”(0). Then (w”, pu”(0), m”, uP)
satisfies the system

— Aw’ + H(z, Dw’; p”(t)) + pw” + pu”(0) =0 in T¢, vt € [0,T]
om? — AmP — div(m? Hp(x, Dw’; p”(t)) =0 in @
pP(t) = (Id, " (-, DwP(t); pP(t))) Bm”(t) vt € [0,T]
m?(0) = my in T¢.
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We note that an easy application of the comparison principle (see rela-
tion (A.1) below for a similar argument) entails

Pl (-, t) = w(,8) e < K maxgq bl as u(t)) — b, as p(s)
e, o[£z, a; pu(t) — £z, a3 ()],

with K as in (2.4). By our assumptions on b and ¢ and by estimate (3.4)-(ii)
we infer
pllu? (1) = wf (-, 8)[| o < C'Jt — s['/?

for some constant C’ independent of p. Letting p — 07, we obtain that
puP(0,1) — \(t) with ||\||pe < L and |A(t) — A(s)| < C'|t — s|V/2.

Applying Ascoli-Arzela theorem for the convergence of m? and p? (eventu-
ally passing to a subsequence that we still denote (pu”(0), w”, m?, uf)), we
obtain that as p — 07, there hold

e puf(0,t) — A(t) in the C([0,T])-topology,
e w” converges to some v in the C([0,T], C%(T%))-topology and

lu(-,t) = ul, 8)lc2(pay < C'lt = s]'/2,

mP converge to some m in the C([0,T], P(T%))-topology and
di(m(t),m(s)) < L]t — |2,

e 1P converge to some g in the C([0,T], P(T¢ x A))-topology and

di(u(t). u(s)) < Llt = |2

We claim that (u, A, m, i) is a solution to problem (1.2). Indeed, since the
coefficients of H are continuous w.r.t. u, as p — 01 (with ¢ fixed), stan-
dard stability of solutions ensures that u is a solution to the HJB equation
in (1.2).

On the other hand m” is a weak solution to the FP equation in (1.1) with
drift g°(z,t) = b(x,a*(x, DuP(x,t), uP(t)); u(t)). Our assumptions on b,
(H2), (3.4)-(ii) and (iii) give that g” are equibounded and equicontinuous.
We can assume (possibly passing to a subsequence) that ¢g” uniformly con-
verge to g(z,t) = b(z,a*(x, Du(z,t), u(t)), u(t)). Hence, using the Domi-
nated Convergence theorem in the weak formulation of the solution to the
FP equation of (1.1) we obtain that m is a weak solution to the FP equation
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of (1.2). Finally, it remains to prove that p solves the fixed point equation
in (1.2). Indeed, for any t € [0,T], for any ¢ € C(T? x A), we have

/ d)d,up(t):/ ¢ (x)mP(x,t) dx. (3.19)
Tdx A T4

where ¢?(x) := ¢(x,a*(z, Duf(x,t); u(t))) is a family of bounded, uni-
formly continuous function which, as p — 0", converges uniformly to the
function ¢(z, o (z, Du(z,t); u(t))). Therefore, passing to the limit in (3.19),
we conclude

[, oaut) = [ éla.a’ (@ Dutw. 0 p(e)mz. ) ds
Tdx A Td

which, by the arbitrariness of ¢, is equivalent to the fixed point in (1.2). O

Theorem 3.6. Under the same assumptions of Theorem 3.4, the ergodic
system (1.2) admits at most one solution (u, \,m, p) in C([0,T],C?*(T%)) x
C([0,T]) x Hy(Q) x C([0,T], P(T* x A)).

Proof. The proof goes along the same lines of the one of Theorem 3.4; here
we just use the second part of the statement of Lemma 2.5 instead of the
first part for obtaining (3.17). O

4 Well-posedness via a regular dependence on the
the joint distribution of the Hamiltonian

The aim of this section is to obtain existence of a solution to problems (1.1)
and (1.2) without requiring a smallness condition for the data as in (3.3) and
in (H4) (namely, that A\g € [0,1)). We assume instead that the Hamilto-
nian H satisfies a stability property with respect to the time evolution of the
joint distribution {1(t)}co,m (see assumption (H5) below). To this end,
we require that H depends in a nonlocal manner in time on {x(t)}¢epo, 7). In
the next section, we will provide an example where H satisfies such a stabil-
ity property, depending only on the past evolution of the joint distribution.
This property entails that the behaviour of the agents is not affected by the
future evolution of the joint distribution; such a feature seems more realistic
for the MFG theory.
We assume that the coeflicients of the Hamiltonian H satisfy

(H1') band £ are continuous functions on T¢x A x [0, T] x C ([0, T], P(T¢x A))
with value in R¢ and respectively in R. The control set A is a compact,
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separable metric space (for simplicity we assume that A is a subset of
some Euclidean space). Moreover, there exist two constants K and L
such that

b(z,a;t,v)| < K, |b(z1,a;t,v) —b(xa,a;t,v)| < Lz — x29|
U(x,a;t,v)| < K, |l(x1,a;t,v) —l(x2,a;t,v)| < Lz — 2|

(4.1)
for all 2, 21,72 € T? a € A, v € C([0,T], P(T? x A)).

Now, the Hamiltonian H in (1.3) is a function on T¢xR?x [0, T]x C([0, T], P(T¢x
A)) with value in R defined as

H(z,p;t,v) :=sup{—p-b(z,a;t,v) — l(z,a;t,v)}. (4.2)
a€A

(H2') For any (x,p,t,v) € TIxRYx [0, T] x C([0, T], P(T¢ x A)), there exists
a unique o = o*(x, p;t,v) € A such that

H(z,p;t,v) = —p-b(z,a”;t,v) — l(z,a”;t, V).
Moreover the map o* is continuous with respect to its arguments.

H3') For each positive constant R, there exists a constant L, g such that
H,

max |(b(l‘, ast, 1/) - b(l‘, a; tlv I/))p| + max |£(ZL’, a;t, V) - E(l‘, a; tlv I/)|
x,a z,a

< L, Rlt — ']+ L, r sup di(v(r), V(1))
rel0,t]

for any p € B(0, R), t,t' € [0,T] and v,/ € C([0,T], P(T¢ x A)).
As in (H3), we denote L, the constant L, g where K is the constant
introduced in Lemma 2.4.

(H4') There exist Ao, A1 € [0,00) such that

o (z,ps t,v) — o (!, p's ', V)| < Ao sup di(v(r), /()
rel0,t]

+ A1 (lz =2+ [p—p'|+ [t =)
for all z,2’ € T¢, p,p’ € R, t, ¢ € [0,T), v,/ € C([0,T], P(T¢ x A)).
Remark 4.1. Note that (H4') does not require Ao € [0,1) as in (H4).

We introduce the following assumption which concerns the stability of H
w.r.t. the joint distribution p
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(H5) For any R > 0 and for every sequence u, € C([0, 7], P(T? x A)), the
family of functions (z,p,t) — H(x,p;t, uy) is sequentially compact in
the topology of the uniform convergence on T x B(0, R) x [0, T).

In Example 2 of Section 5, we provide an Hamiltonian which satisfies the
previous assumptions and only depends on the past evolution of the joint
distribution state-control (memory effect).

We establish a time-regularity result (independent of the measure u) for
the solution u of the HJB equation in (1.1). Recall that this equation is
stationary and depends on the time only through the measure pu. For the
proof of the next result, see the Appendix.

Lemma 4.2. Assume (H1'"), (H2') and (H5). For u € C([0,T], P(T¢ x A))
and p € (0,1), let u be the solution to

—Au+ H(z,Dust,p) +pu=0 in T Vte[0,T]. (4.3)

Then, there exists a modulus of continuity w, independent of p € (0,1), such
that for any p € C([0,T], P(T? x A)), there holds

|1Du(t) — Du(s)||re < w(|t —s|) Vt,s €10, 7). (4.4)

The results of Lemmas 2.4 and 2.5 still hold with the constants uniform
inte[0,7] and v € C([0,T], P(T¢ x A)) (exploiting assumption (H5)).

In Theorem 3.3, to prove existence of a solution, we used two fixed point
maps, one for the equation (3.2) and one to get the existence of a solution
to the MFG system. Here we shall follow a completely different approach,
which relies on a unique fixed point argument.

Theorem 4.3. Assume (H1'), (H2'), (H3'), (H4"), (H5) and mg € H*(T9).
Then, problem (1.1) admits a solution (u,m, ) where u € C([0,T], C?(T%))
is a classical solution of the HJB equation for any t € [0,T], m € H3(Q)
is a weak solution of the FP equation and u € C([0,T],P(T¢ x A)) satisfies
the fixed point equation for any t € [0,T].

Moreover, there exists a positive constant L and a modulus of continuity w
(both independent of p) such that, for any t,s € [0,T], there hold:

(i) di(m(t),m(s)) < Llt = 5|z, [mly < L,
(i) dai(pu(t), pls)) < w(|t - s]),

(idd) [lfu(,t) — u(0,8)] — [u(-, 5) — u(0, $)l|co(pay S w(ft —s]),  (45)
() loullze < L, [fu(+) — (0, 6)llcacra) < L,

(v)  if moreover mg € WHS(T4) with s > 2, then [l < L.
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Proof. We consider the map ¥ that, to each u € C([0,T], P(T¢ x A)), asso-
ciates

(p)(t) := (Id, o (:, Du(t); t, p)) gm(t), ¢ €0,T],

where the functions u and m are the solutions of HJB equation and of the
FP equation in (1.1) corresponding to u. We introduce the set

p € C([0,T],P(T? x A)) : for any s,t € [0,T],
K=< (K1) dexA [|:U|2 + |a!2] du(t)(z,a) < co
(K2) di(u(t), u(s)) < wie(|t — s])

endowed with the topology of C([0,T], P(T¢ x A)), where cy is a constant
and wi a modulus of continuity, both independent of p € (0, 1], that will be
suitably chosen later on.

By Ascoli-Arzela theorem, the set K is compact. Moreover, it is convex and
not empty. Let us assume for the moment that

(a) ¥ maps K into itself;
(b) W is a continuous map from C([0, 7], P(T¢ x A)) into itself.

Invoking Schauder fixed point theorem for the map ¥ on the set K, we ob-
tain a solution to problem (1.1) with pu € K.
Let us now establish the bounds in (4.5). Point (i) is due to Lemma 2.6.
Point (ii) is equivalent to (K2). Point (7ii) is an easy consequence of
point (i%), assumption (H3') and Lemma 2.5. Point (iv) is due to Lemma 2.4.
Point (v) follows from (2.9).

It remains to prove properties (a) and (b).
(a). Let us first prove that

() € C([0,T), P(T4 x A)). (4.6)

Indeed, in order to prove this property, it is enough to prove ¥(u)(s) —
U(p)(t) in the weak*-topology as s — t, namely

lim ¢(z,a)¥(p)(s)(dz, do) = / ¢(z,a)¥(p)(t)(dz,do)  (4.7)

st Jrdx A Tdx A

for any bounded and continuous function ¢ = ¢(x, ). Actually, we have

/ ¢(z, )¥(p)(s)(dw,dor) = | @(x,a"(x, Du(w,s); s, p))m(s)dz
Tdx A Td
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and similarly for the right hand side of (4.7). We observe that Lemma 2.5
and (H3') ensure

lim || Du(s) — Du(t)||ze= = 0.

s—t

Taking into account (H4'), we have

lin} o (x, Du(x, s); s, u) = ™ (x, Du(z,t);t, p) uniformly in z.

S—

By (2.8), we also have dj(m(s),m(t)) — 0 and we deduce relation (4.7);
hence, property (4.6) is completely proved.

Since T? x A is compact, for ¢y sufficiently large (and independent of p), it
is obvious that W(u) fulfills (C1). In order to prove (K2), we first claim

di (W(p)(s), U () (1) < co(L+M+ KA t—s|?+ M (w(|t—s|)+[t—s|),
(4.8)

where w is the modulus of continuity found in Lemma 4.2. Indeed, by
definition of d; and of W(u), (recall that, by Lemma 2.6, for every ¢ € [0, 77,
the measure m(t) has a density), we have

1 (W (1) (s), W(12) (1))

= sup f’]I‘d [¢($7 a*(:):, Du($7 3>; 8, :U'))m<3> - ¢(IE, Oé*((L', D’U,(J), t); t, M))m(t)]dx

< sup [y 9, 0* (2, Du(z, ); 5, 1)) (m(s) — m(t)) da

5D fipa [0, 0" (, Du(z, 5); 5, p)) — bl a* (, Du(w, t);t, 1))] m(t) da
=:sup 4, +sup By
(4.9)

where the suprema are performed over all 1-Lipschitz function ¢. We observe
that, by assumption (H4') and (2.4), the map

7 5 3(x) = 8z, a* (z, Dulz, s);5, )
is (1 + A1 + K \1)-Lipschitz continuous; in particular, by (2.8), we infer

(I+ X+ I_()ll) di(m(s), m(t))
co(1+ M1+ KXyt — s|'/2.

sup A1

2 (4.10)

On the other hand, we have

H(Zs(v a*('v Du(s); Sa/j’)) - ¢(7 a*('7 Du(t)§t7,u/))HL°°
sup,erd |0 (z, Du(z, s); s, ) — a*(x, Du(x, t);t, )]
Atl|Du(s) — Du(t)[|Lee + A1]t — s|

A(w([t = s[) + [t — s])

sup Bi
(4.11)

VA VAR VANNVAN
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where the last two inequalities are due to assumption (H4') and respectively
Lemma 4.2. Replacing inequalities (4.10) and (4.11) in (4.9), we accomplish
the proof of estimate (4.8).
If we choose wi in (K2) as

wi(r) = co(L+ M+ KEX)|rY? + M (w(|r]) + 7)),

then, by (4.8), we get that U(u) satisfies also (K2).
(b). For u € C([0,T], P(T%x A)), let u and m be the corresponding solutions
of the HJB equation and respectively of the FP equation in (1.1). Consider
a sequence ju, € C([0,T],P(T¢ x A)) such that, as n — +oo, p, — p in
the C([0,T], P(T? x A)) topology. We want to prove that W(u,) — ¥(u)
in the same topology. We denote w,, and m, respectively the solutions to
the first two equations in (1.1) with p replaced by pu,; since now on, o,(1)
stands for a function on [0,7] (which may change from line to line) such
that lim;,_,c 0n(1) = 0 uniformly in [0, 7.
We have supjy 71 di(pn(t), £(t)) = on(1); hence, by Lemma 2.5 and (H3'),
we deduce

| Dt () = Du(t) 1+ = 0a(1).

Moreover, by (1.4), (H1"), (H4') and boundedness of Du, in (2.4), we get
[Hp(-; Dun(t); 1, pn) — Hp (-, Du(t); t, )| oo = 0n(1).

By estimates (2.8) and (2.10), (possibly passing to a subsequence) as n — oo
the sequence {m,, } converges to some function 7 in the C([0, T], P(T4 x A))-
topology. By stability, the function m solves the Fokker-Planck equation
in (1.1) which admits a unique solution; therefore, m coincides with m and,
as n — 00, the whole sequence {m,,} converges to m in the C ([0, T], P(T% x
A))-topology. Moreover, there holds

dy (¥ (pa) (t), ©(1)(t)) = SUP [pa, 4 (@, Q) [¥ (1) (t) — (1) (t)](da, dov)
= Sup f’[[‘d [Qs(l'a Oé*(l’, Dun(l'a t); t, /Ln))mn(tv ZL’)
—d(x, a*(x, Du(x,t);t, u))m(t, z)] dz
S sup de ¢(:Ea a*(x’ Dun('T? t); ta ,U'n))[mn(tv :E) - m(ta .T)] dx
+sup [pa [¢(z, & (z, Dup(x,t);t, 1))
—¢(z, a*(x, Du(z, t);t, 1)) |m(t, x) dz =: sup Az + sup By,
(4.12)
where the suprema are performed over all 1-Lipschitz function ¢. We observe
that, by assumption (H4') and (2.4), the map

x = Op(x) = d(x, o™ (x, Duy(x,t); t, 1y))
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is (1 4+ A1 + A1 K)-Lipschitz continuous; in particular, we infer
supAs < (14 A+ M K)di(ma(t),m(t) = on(1).
On the other hand, by assumption (H4’), we have

sup By < ||¢('7a*('7Dun(t);t7un)) - gb('va*('vDu(t);tuu))HL‘x’
< o™ (s Dun(t);t, pn) — (-, Du(t); t, p)|| oo
< M| Dun(t) = Du(t)|| 2o + Aosuppg g di(pn(r), u(r)) = on(1).

Replacing the last two inequalities in (4.12), we get di (¥ (un)(t), ¥(p)(t)) =
0n(1) namely, ¥(u,) — ¥(u) in the C([0,T],P(T¢ x A)) topology. The
proof of point (b) is achieved. O

Remark 4.4. An uniqueness result similar to that of Theorem 3.4 under
the hypotheses of this section, in particular (H5), seems more difficult to be
obtained. Indeed, in Section 3, the smallness condition played a crucial role
in order to obtain a continuous dependence of the joint distribution p w.r.t.
the data of the third equation as in Lemma 3.1. Here, without this property,
we cannot have the well-posedness (existence, uniqueness and continuous
dependence) for the third equation; hence, we cannot apply an argument
based on the Gronwall’s inequality. At the moment, we are unable to find
an alternative proof.

We also establish an existence result for the ergodic system (1.2). The
proof follows the same arguments of the one of Theorem 3.5 and relies on
estimates (4.5) so we shall omit it.

Theorem 4.5. Under the same assumptions of Theorem 4.3, problem (1.2)
admits a solution (u, \,m,u) in C([0,T],C?*(T%)) x C([0,T]) x Hi(Q) x
C([0,T], P(T% x A)). Moreover, there exists a constant L such that

(i) di(m(t),m(s)) < Llt—s|2, [mllyy <L,

(i) di(u(t), u(5)) < wlt — ),

(iid) [A(E) = Als)] + [lu(, ) —ul-, 8)ll o2 (ray < w(t —s),

(iv) if moreover mo € WH*(T?) with s > 2, then |[m||31 < L.

5 Examples

This section contains some examples where the assumptions of previous
sections are satisfied. Moreover, we study the particular case where the
Hamiltonian depends separately on the joint distribution.
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Example 1: We describe an example of Hamiltonian satisfying (H4).
For A= {a € R?: |a] < R}, let

2
@) =to(e) —a and faan) = 510
We have
lo(z; f <
. o(z;v)p or |p| < @)
& (mapa V) — P R
R— for |[p| > ,
Pl i lo(x;v)
and
KO("T'V)M —bo(x;v)p for |p| <
=4 2 | = To(a;v)
T R L G e

Assume that ¢y, by are Lipschitz continuous, bounded and ¢o(z;v) > § > 0.

For |p| < Eo(a:R;I/)’ we have

X X R RL
| (@, p;v1) — (7, p;12)| < g!f(l’o;m) — Uxo; 12)| < Todl(VlaVQ)

where Lg is the Lipschitz constant of ¢y with respect to v. Hence, the
condition (3.1) is satisfied for Ao := RLo/d < 1.

Example 2: We now provide an example of Hamiltonian as in (4.2)
which fulfills assumptions (H3') and (H5) and whose coefficients only de-
pend on the past evolution of the joint distribution. Here, M(T? x A)
stands for the set of non negative Borel measures on T¢ x A endowed with
the distance

dp) = [ (6e,0) ~6(0.0)) 1 ~») (dr,do)

where the supremum is performed on the set of 1-Lipschitz continuous func-
tions. Note that, for p, v € P(T?x A), daq(p, v) coincides with dy (i, v). Fix
a R-valued non negative function K € C([0,T]). For v € C([0,T]; P(T% x
A)), we set

[V](s) = /OS K(1)v(r)dr Vs € [0,T7;
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in other words: [v](s) € M(T x A) with [v](s)(Y) = [, K(7)v(7)(Y)dr for
any Borel set Y C T¢ x A.

Let b and ¢ be two functions defined on T x A x M(T% x A) with values
in R? and respectively in R, which satisfy (H1) with v € M(T? x A) and

|5(5L‘>a;/ﬁ) - B(l‘,a; V)’ + |g(fﬁaa;/$) - Z(xva; V)| < Ld/\/l(,uay)
for any 2 € T a € A, p,v € M(T¢ x A); we introduce
b, at,v) = b, a; (1), O at,v) = U, 0 [0](1):

Let us show that assumption (H5) is fulfilled. To this end, consider a
sequence {1t }n, with p, € C([0,T]; P(T? x A)); we want to prove that the
sequence {H,}n, with Hy(z,p,t) := H(x,p;t, up), is sequentially compact
on T% x B(0, R) x [0, T]. To this end we observe that, by (H1), the H,’s are
uniformly bounded on T¢ x B(0, R) x [0,T]. On the other hand, again by
(H1), we have

|Hy, (z1,p1,t) — Hp(x2, p2,t)| < K|p1 — p2| + L(R + 1)|z1 — 22|

for every (x1,p1,t), (x2,p2,t) € T¢ x B(0,R) x [0,T] and n € N. Moreover,
we have

[Hn(,p, t1) — Hn (2, p, t2)| < C da([pn] (t1), [pn](t2))

where C' is a suitable constant. We observe

dam([pnl(t1), [1n] (t2))

= [ RG] (00 = 00.0) () )

< K lloollp (-5 +) = 6(0,0)l|zoe [tz — ta] < C'ft2 — 1]

for a constant C’ depending only on K, d and the diameter of A. By
the last three inequalities, the functions H,, are also uniformly continuous
on T¢ x B(0,R) x [0,7]. By Ascoli-Arzela theorem we conclude that the
sequence {H,} is sequentially compact; hence, assumption (H5) is fulfilled.
Assumption (H3') is also verified; the proof is similar to the above arguments

so we shall omit it.

Separated dependence on the joint distribution. We assume (H1),
(H2), (H3) and

b=0b(z,a) and Uxya; 1) = lo(z,a) — 1 (p). (5.1)

27



Now the Hamiltonian reads
H(z,p;p) = sup {=p-b(x,a) — lo(z,a)} + b1(p) =: Ho(w,p) + l1(p).
ac

In this setting, systems (1.1) and (1.2) almost decouple; indeed, the HJB
equation is independent of the other two equations (more precisely, Du(t)
is independent of u(t)) and one has only to solve the systems of the last two
equations. This property permits to establish the existence of a solution of
the two systems (1.1) and (1.2) without requiring neither smallness of the
constants (as in Section 3) nor the stability property (H5) (as in Section 4).
To this end, we start with a simple, but useful, observation on the HJB
equation.

Remark 5.1. For v,vs € P(T¢ x A), let uf solve problem (2.2) with v
replaced by v;, for i =1,2. Then,
uf(z) = uh(@) + (ti(n) = L(v2)) /p Vo e T?

Moreover, let u; solve (2.5) with v replaced by v;, fori =1,2. Then, uy = us.
Actually, uniqueness result for (2.2) yields uf(-) = u5(-)+ (1 (v1)— 1 (12))/p-
In particular, uf(-) — uf(0) = u5(-) — uf(0). Letting p — 0, we get ug = ua.

Proposition 5.2. The results of Theorem 4.3 and of Theorem 4.5 hold true.

Proof. By Remark 5.1, the results in Lemma 4.2 are verified; more precisely,
the estimate (4.4) is fulfilled with w = 0. The rest of the proof follows, with
some easy adaptations, the ones of Theorem 4.3 and of Theorem 4.5. 0

A Appendix: proofs of some results

A.1 Proof of Lemma 2.5

Proof. Set b'(z,a) = b(x,a;v;) and ¢ (z,a) = {(x,a;v;), i = 1,2. We first
claim that

pllf — uf |z < Cmax |p (2, a) — B2 (2, a)| + max ¢} (z,a) — (x, a)], (A1)

where C = C1(1 + K + L) as in (2.4). Indeed, to prove the claim, it is
sufficient to observe that

v (x) = uf(z)£p ! (C’ max [b' (z,a) — b*(z,a)| + max | (z,a) — ¢*(z, a)])

are a subsolution and a supersolution of the equation satisfied by u4. Then
estimate (A.1) follows by the comparison principle. The rest of the proof
follows the corresponding argument in [15, Thm. 2.2]. O
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A.2 Proof of Lemma 3.1

Proof. Given m and p as in the statement, let ¥ : P(T%x A) — P(T¢x A) be
the map defined by W(u) = (Id, o*(-,p(-); ) tm. Given py, po € P(T¢ x A),
by (3.1), we have

(0. 9 =swp { [ oe(wm) - w(0a)) |

¢

=supd [ (0600w plo): ) = 0.0 o pla)s ) m(o)d |
< aCop()im) = a™(op()s p2) [z < Ao dalpa, pi2),

where the sup here and in the following formulas is taken with respect to
1-Lipschitz functions on T¢ x A. Hence, by (H4), ¥ is a contraction and
therefore there exists a unique fixed point to (3.2).

(7). By (3.1), we have

i) =50 { [ (600,000 ) = 6. (. (o)1) o) |
< [ Mlpa(e) = plolm(z)de + X0 i 0
We deduce
Qa0 < (1=20) "N [ @) = p@lm(e)ds (A2)
and the statement is an easy consequence of the Cauchy-Schwarz inequality

applied to (A.2).
(74). Consider m,, and m, u, and p as in the statement. We have

i) = { [ owadn, -0

¢

=sun{ [ [0(0.0° . p(o)s ) 0) = 60" ot ) ) s
<sup{ [ (8000 el ) = 60,0 o)) o)

rsup{ [ ote0G@pte): ) m(o) = mia))de .
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We denote by I; and Iy the two terms in the last side. Assumption (3.1)
ensures

I < Mo di (i, ).

On the other hand, by (3.1), the function o* (-, p(+); u) is Lipschitz continuous
with Lipschitz constant 1 4+ A;(1 4 L;,). We deduce

Pz, (x, p(x); 1))
1+ ()\1 + )\1Lp)

L = (1+/\1+>\1Lp)sup{
¢ \Jrd

< [T+ M1+ Ly)]di(my,m),

() = ) |

where the last relation is due to the fact that the integrand is a 1-Lipschitz
continuous function in x. Replacing the last two relations in the previous
one we obtain the statement. O

A.3 Proof of Lemma 4.2

Proof. We shall borrow some arguments of [5, Lemma 5.4]; we proceed by
contradiction assuming that there exists € > 0 such that for every n € N\ {0}
there exist p, € C([0,T], P(T? x A)), pn € (0,1) and t,, € [0,T — hy], with
hy, € (0,1/n) and

|| Dvy, — Dwy,||pee > € (A.3)

where v, and w,, are the solutions to (4.3) with p replaced by p, and with
(t, u) replaced by (ty, un) and respectively by (¢, 4 hn, pir,). Possibly passing
to a subsequence, we may assume that the sequence {p,} converges to some
value p € [0,1]. We split the rest of the proof according to the fact that
p=0orp#0.

Case p # 0. Estimates (2.3) and (2.4) and p > 0 ensure:

[onll g2 (Tay, llwnllc2oepay < K. (A4)

Hence, possibly passing to subsequences (that we still denote v,, and wy,), we
may assume that v, and w, converge to some function ¢, and respectively
@y in the topology of C(T9).

Since h, — 0 as n — 0o, possibly passing to a subsequence and without
any loss of generality, we assume that both {t¢,}, and {t, + h,}, converge
to a common value #. By hypothesis (H5), there exists H(x, p,t) such that,
as n — 00, H(-,-;, ) uniformly converges to H in T¢ x B(0, K) x [0,T].
In particular, by Ascoli-Arzela theorem, we deduce that H is continuous on
T x B(0, K) x [0,T] and, exploiting (H1"), also that it satisfies

|H(x1,p1,t) — H(22,p2,t)| < LK |xy — 22| + K|p1 — p2
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for any x1,z2 € T%, p1,ps € By and t € [0,T]. We denote by u the unique
bounded solution to

—Ati+ H(z,Du,t) +pi=0 in T (A.5)

By (H5) and the continuity of H, for some sequence oy, (1) with lim,, 0, (1) =
0, there holds

|H(x, p; tn, pin) — H(z,p, )| < [H(z,p; tn, ptnn) — H(z,p, 1)
+ |I_{($,p, tn) - ‘H(:’Uapaiﬂ S On(l) (A6)

for every (x,p) € T?x Bf. By the Comparison Principle (using the positivity
of p, the bound (A.4), and the last inequality), we deduce that v, £ 0,(1)
are super- and subsolution to (A.5). Letting n — oo, by uniqueness of the
solution to (A.5), we obtain ¢, = 4. Repeating the same arguments for w,,,
we obtain ¢, = 4 = ¢,. In conclusion, as n — oo, we have

[Dvn(-) = Dwn ()| < [[Dvn(-) = Da()||zee + [[Dwn(-) = Du()llze — 0

which contradicts our claim (A.3).
Case p = 0. We introduce the functions v}(:) := v,(-) — v,(0) and
wi(+) == wp(-) —wp(0). Again by estimates (2.3) and (2.4), we infer

[villczocray, [wyllczomey < K and  |ppon(0)], |pnwn(0)| < K.

By Ascoli-Arzela theorem, possibly passing to a subsequence, there exist a
function V € C*(T?) and a constant \, such that

Jm 07 = Vlicaa =0 and lim p,0a(0) = .

By the same arguments as before, relation (A.6) still holds true. Hence, by
stability result, we deduce that the function V solves

Ao — AV + H(z,DV,8) =0,  V(0) =0. (A.7)

By similar arguments, there exist a function W € C??(T9) and a constant
Ay such that

nh_)ngo lwy, = Wlle2(ray =0 and nh_)ngo Pnwn(0) = Ay
and consequently

Aw — AW + H(z, DW,t) = 0, W (0) = 0. (A.8)
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By (A.7) and (A.8), the couples (A, V) and (A, W) are both solution to
the ergodic problem

A — Au+ H(z,Du,t) = 0, u(0) = 0.

By the same arguments as those used in the proof of [1, Thm4.1], this ergodic
problem admits exactly one solution (\,u) € R x C(T%); hence, we have

Ao = Aw and V =W.
Finally, as n — oo, we conclude
|| Dvy,—Dwy|| e = ||Dv)—Dw; ||pee < ||Duyy—DV ||poc+||Dw;—DV||pee — 0

which contradicts our claim (A.3). O
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