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ABSTRACT. Convolutional neural networks (CNNs) are known for their pow-
erful feature extraction ability, and have achieved great success in a variety
of image processing tasks. However, convolution filters only extract local
features and neglect long-range self-similarity information, which is the vi-
tal prior information commonly existing in image data. To this end, we put
forward a new backbone neural network: vision graph U-Net (VGU-Net),
which is the first model to construct multi-scale graph structures through
the hierarchical down-sampling layers of the U-Net architecture. The graph
structure is constructed by the self-attention mechanism. By replacing CNNs
in the bottleneck layer and skip connection layers with the graph convolu-
tion networks (GCNs), the multi-scale graph structure visualization allows
an interpretation of long-range interactions. We extend the VGU-Net back-
bone model for the widely considered compressed sensing MR image recon-
struction task and propose a knowledge-driven deep unrolling scheme based
on the half-quadratic splitting algorithm, which combines the interpretability
of knowledge-driven model with the versatility of data-driven deep learning
method to achieve remarkable reconstruction results. Moreover, we verify the
segmentation ability of the VGU-Net backbone model on the multi-modality
brain tumor segmentation dataset and white blood cell image segmentation
dataset, and both achieve state-of-the-art performance. The code is publicly
available at https://github.com/jyh6681/VGU-Net.
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1. Introduction. Recently, deep learning approaches - particularly convolutional
neural networks - have achieved great success in various image processing and com-
puter vision tasks. A large number of neural network (NN) architectures and tech-
niques have been developed to deal with the existing limitations of traditional meth-
ods. An example of such a technique refers to the U-Net [35], comprising a symmet-
rical encoder-decoder convolutional network with skip connections. This network
has been widely employed in the field of medical image processing, particularly for
datasets with limited samples. The effectiveness of this neural network architecture
has been extensively investigated, with some researchers demonstrating its ability
to extract multi-scale image features. For example, learning of a Haar wavelet basis
representation can be achieved through the down-sampling process of the U-Net
architecture [11]. Additionally, there have been efforts to design variants of U-Net
that satisfy the frame condition [13, 44]. Dense versions, including U-Net++ [50]
and U-Net3+ [17], were proposed to further enhance its performance. For example,
U-Net++ is a popular extension that introduces nested and dense skip connections
to address the semantic gap and employs deep supervision learning techniques to
improve segmentation performance. Another approach, known as attention U-Net
(Att U-Net) [32], incorporates attention blocks before the skip connections to deter-
mine the relevance of different features. This attention mechanism assigns weights
to the feature maps at each up-sampling stage, thereby improving segmentation
accuracy and incorporating the significance of the region of interest (ROTI).

Meanwhile, the ResNet [15] and DnCNNs [47] take the concept of residual learn-
ing to enhance the network’s learning ability, which has been demonstrated to be
useful in image restoration tasks. Except for the widely used convolutional neural
networks, the self-attention mechanism [39] is introduced and the proposed Trans-
former architecture, such as Vision Transformer (ViT) [10] and Swin Transformer
[25], is widely applied in computer vision tasks. The ViT partitions images into
non-overlapping patches and employs the self-attention mechanism to extract fea-
tures from images, while Swin Transformer applies a shifted window to make ViT
more computationally efficient. Though the original ViT model exhibits signifi-
cantly better performance on large objects, the performance on small objects is not
satisfactory[7]. This limitation might arise from the fixed patches size adopted by
transformer-based methods. A possible solution to enhance small object detection
(SOD) ability is to explore refined patch sizes. By adapting the patch size to better
accommodate small objects, it is plausible to improve the overall performance of
the detection network[34]. Transformers have also been introduced into the U-Net
architecture via the U-Net Transformer [33] and the Swin-Unet [6], both achieving
state-of-the-art (SOTA) performance in various medical image segmentation tasks.
Specifically, Swin-Unet utilizes a U-Net architecture with a pure Swin Transformer
serving as the encoder and decoder. In order to cater specifically to the medical
image segmentation task, Swin U-Net employs a smaller patch size of 4 x 4, which
differs from the conventional setting in ViT with a patch size of 7 x 7. This adap-
tation allows Swin U-Net to better capture intricate details and nuances present in
medical images, leading to improved segmentation performance.

With the development of graph neural networks [5, 8, 22, 40, 43], researchers
have developed graph convolutional networks, which update node features by ag-
gregating information from neighbouring nodes. These GCNs have currently been
applied not only in graph data naturally formed from social networks, chemical
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compound graphs, and protein-protein graphs, but also in text classification and
image denoising.

For image data possessing no natural geometric structure, the key problem is
how to properly encode Euclidean space data as graph data and the inverse process
that decodes graph data back to the image domain. Additionally, the Graph-FCN
[26] applies a fully convolutional network (FCN) to extract image features and the
graph structure is constructed based on the k nearest neighbour methods where
the weight adjacent matrix is generated with the Gaussian kernel function. In
[48], the dual graph convolution network (DGCNet) constructs the graph structure
not only on the spatial domain but also on the feature domain. In the semantic
segmentation task, the bilinear interpolation upsampling operation is performed on
the down-sampled output of the DGCNet to recover the same image size as the
label. In image restoration tasks, such as image denoising, the application of long-
range interaction is also extensively employed. In [45, 31], deep neural networks
generate multiple feature maps, and a patch-based strategy is taken to generate
graph data, where each patch is treated as a vertex. Then, the graph signal is
smoothed by the graph Laplacian or GCNs. Next, graph data are re-projected to
image data based on the position of the patches (vertices).

In the field of medical image processing, magnetic resonance imaging (MRI) re-
construction can be treated as an image restoration task. The magnetic resonance
imaging (MRI) is one of the most vital diagnostic techniques in the clinical applica-
tions. It is time-consuming to sample adequate data during the scanning process.
Therefore, the under-sampled K-space data for accelerated MRI reconstruction is
widely considered. For MRI reconstruction, deep learning approaches exhibit great
potentials for both acceleration and high-quality preservation. Methods including
[29, 36] use MRI reconstruction networks to enhance data consistency, while [1, 2]
employ inversion layers and a learned proximal operator as denoising or anti-artifact
layers. The authors of [23] separate the optimization process into several isolated
sub-problems of which the regularization term is addressed by neural networks.
ADMM-Net [38] and the learned variational network [12] train an end-to-end deep
neural network with the so-called unrolling dynamic, which combines the advan-
tages of model based method and deep learning based method. Other approaches
such as [18] reconstruct the data directly in the Fourier domain, with remarkable
performance.

In this study, we propose a general neural network model integrating the ad-
vantages of GCN and CNN for computer vision tasks, namely Vision Graph U-
Net (VGU-Net), which is the first model to construct multi-scale graph structures
through the hierarchical down-sampling layers of the U-Net architecture. In ad-
dition, the graph convolution is applied to enable message passing between nodes
in the form of a weighted sum. The resulting graph features are projected back
into the image domain through a reverse mapping process involving symmetric
up-sampling. The proposed VGU-Net considers both local features extracted by
CNN and long distance connections encoded by graph. Moreover, its effectiveness
is demonstrated through two widely considered medical image tasks: medical image
segmentation and MRI reconstruction, with high accuracy and efficiency in relative
to other state-of-the-art methods.
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2. The proposed VGU-Net. The self-similarity is an important prior in images.
In numerous convolution-based deep learning methods, the convolution kernel lo-
cally extracts image features, while the long-range information interaction is limited.
The intuition is to learn a graph structure that reflects the similarities among the
images and use powerful GCNs to perform interactions between pixels.

Different from the graph data with natural geometric structure, how to properly
transform the regular Euclidean data into the graph data and re-project the graph
data back to the original domain is vital. Therefore, the geometric information
contained in the image data can be learned to the network more efficiently. The
crucial element of such transformation lies in encoding the graph vertex features
and their connection behavior, followed by their decoding with the re-projection
process.

Therefore, we propose the U-shape neural network (VGU-Net) to effectively real-
ize such encoder-decoder architecture with graphs. Besides, we describe the detailed
network architecture as follows.

2.1. Main architecture. By inheriting the basic encoder-decoder architecture of
U-Net, the overall architecture of VGU-Net is illustrated in Figure 2. It consists
of three paths of graph encoders and three paths of graph decoders, performing
down-sampling from image domain to the graph domain and up-sampling from the
graph back to the image domain, respectively.

The graph encoder paths hierarchically down-sample the image data and extract
adequate node features for the use in the graph. Afterwards, feature graph convo-
lution is used to establish the connections between the nodes. Graph convolution
layers are inserted between the same-level graph encoder-decoder paths.

Mostly similar to the structure of U-Net, the feature extractor employs CNNs
of two 3 x 3 convolutions, each followed by a batch normalization [19] layer and
rectified linear unit (ReLU) [14] layer. In terms of the down-sampling and up-
sampling process, a 2 X 2 convolution/transpose convolution layer with stride 2 is
applied. In order to perform the message passing between nodes, two layers of graph
convolution are used.

For the image restoration task including image denoising and MRI reconstruction,
as illustrated by the dash line in Figure 2, there is a skip connection for performing
residual learning, rendering the model more efficient and stable [15].

2.2. Graph encoder on feature maps. Given the input image x € R™*" the
convolutional encoder networks generate M channels subsampled feature maps X =
{fi}M, with f; € R@*@. With N = 2 x Z_ we obtain the vectorized f; € RNx1
and obtain feature maps of size X € RN*M in order to generate the graph G with
N vertices. As shown in Figure 1, each node corresponds to a size d x d patch in
the image domain and is encoded by the CNNs with its powerful locality feature.
As the number of channels M of the feature maps is the same as the size of the
feature of each vertex, the graph node naturally encode the CNN features of each
pixel in the image.

We employ self-attention [39] to estimate the similarity between two nodes, and
take two learnable linear transformations (§, ) on the reshaped feature maps X to
produce the adjacency matrix

A = softmax (W) ,
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where

softmax (Z; ;) = Cexp(—Z”)
Zj:l exp (Z;;)

for input Z € RV*¢ and i = 1,2,...,N, j = 1,2,...,C. Moreover, this helps us

optimally learn the graph structure for different tasks, dynamically adjusting the

connectivity accordingly.

! '
i (5} ®
,_/*o ® ® ®; ,
| ==K i [©) [ ) ;graph feature projection
> | ] i o>

Graph| Construction

: @ ! m/d -
R S TR o 2

“n/d T

FI1GURE 1. The graph construction process involves down-sampling
operations. Each d x d patch with ¢ channels is down-sampled to
form a single pixel in the subsequent feature maps, representing a
graph node. Following the graph convolutional network embedding
and feature projection process, the graph data can be mapped back
to image domain.

2.3. Graph convolution neural networks. Given a graph G = (V, A), where
V is the set of N nodes and each node is represented by a feature vector of size
M, forming a feature matrix h(®) € RV*M  Besides, A is the adjacency matrix
representing the connectivity between nodes, with A € RV*N,

As described in [22], given the hidden representation () in the I—th layer of
GCNs, we can compute the one-step forward propagation using the following equa-
tion,

pHD = (D2 AD~ 2 hOW D), (1)
where A = A + Iy is the normalized adjancecy matrix adding self-loop to enhance
self-connectivity and lower numerical instabilities, ﬁ“ =5 j fll-j is the correspond-

ing degree matrix, o(-) is the non-linear activation function, and WO represents
the parameter to be learned. The GCNs efficiently propagate the message of a node
by aggregating its neighboring nodes’ features, which has been demonstrated by
various real-world graph learning tasks.

In the proposed VGU-Net, after obtaining the graph from the graph encoder,
we perform two layers of GCNs to encode the geometric information of the image
based on the following equation:

X = (Dt AD-E W),

. . 2
X = g(@—%jui—%x(l)w@))_ 2)

2.4. Graph feature re-projection. Following the graph convolution layers, the
output graph representation X € RV*M contains the node features that will be
converted back to the image domain. We reshape X into X = {fl}f‘il, ﬁ € RT*d,
mapping each node to its corresponding position in the image space.
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The resulting feature maps X is encoded with long-range interaction by two-layer
GCNs. Then, X is concantenated with the feature maps from the decoder path.
Next, the concantenated feature maps are fed to the up-sampling convolutional
neural ntowrks.
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FIGURE 2. The designed diagram of VGU-Net. The encoder-
decoder path remains the same as architecture of U-Net. The CNNs
in the bottle-neck layer and two skip connections are substituted
with two layers of GCNs, performing graph representation learning
to take long-range interaction between nodes. The residual connec-
tion represented by the dash line is specifically designed for image
restoration tasks.

3. VGU-Net for segmentation and MRI reconstruction. The medical image
usually has a limited number of samples while the processing tasks have unremitting
pursuit for precision, safety and imaging speed. Featured with the GNN enhanced
encoder and small number of learnable parameters, the proposed back-bone neural
network model VGU-Net can be used for various medical image processing tasks,
including image segmentation, image denoising, anomaly detection and image re-
construction. In this study, we experiment the VGU-Net model in two medical
image segmentation datasets and propose an optimization guided unrolling MR im-
age reconstruction methods with the VGU-Net as the back-bone neural networks.

3.1. Medical image segmentation. Medical image segmentation is extremely
useful in diagnosis and surgery operation. Image segmentation aims to divide im-
age into several non-overlapped regions. Considering one 2D image signal f, (z,y)
belongs to an closed and bounded image domain 2 C R2. The segmentation prob-

lem consists of finding a decomposition of the region 2 = (Uz:l % Qi), where §);
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are disjoint closed sets representing different ROIs. The VGU-Net can be imple-
mented in image segmentation tasks by appending a softmax segmentation head in
the end of the decoder. The end-to-end training is generally implemented by feed-
ing the image to the back-bone segmentation neural networks and using the dice
loss function [30]. The dice loss function is the negative dice similarity coefficient,
providing a widely used metric on image segmentation. To be more specific, given

1, 1eG
a set G, we define its characteristic/label function by t¢(i) = {0’ ow. The loss
function of two sets G and G is defined as

. 2> cotad) - tali
0G.G) = - Z2meatcld) 16l
Yica (ta (i) +14(D)

where (2 indicates the domain containing the two sets.

(3)

3.2. Compressed sensing MRI reconstruction. The residual learning can deal
with the gradient vanishing and degradation problem in the deep neural networks
[15], enabling the VGU-Net to be used in image restoration. Particularly, we con-
sider the compressed sensing MRI (CS-MRI) reconstruction problem, which can
significantly lower the sampling time compared to traditional MRI reconstruction.
The problem is formulated as
y=D Q0O Fu, (4)

where y € C™*™ represents the measured projection data, x € C™*™ is the image
to be reconstructed, D € R™*™ is the down-sampling matrix that consists of entry
value {0,1}, ® indicates the Hadamard product, and F € C™*™ is the Fourier
transform matrix.

In terms of CS-MRI reconstruction problem, we take the Half Quadratic Splitting
algorithm [16] to iteratively solve the data-consistent sub-problem and refine the
solution using the proposed VGU-Net.

3.2.1. CS-MRI reconstruction model. The general CS-MRI reconstruction optimiza-
tion model is formulated as following:

1
HgH§IID®fI*yI|§+>\R(l’), ()

where R(x) suggests the regularization term reflecting the prior knowledge of the
image to reconstruct, and A represents a weight to balance the measurement and
regularization term. Then, we will introduce the knowledge-driven deep unrolling
scheme for MRI reconstruction integrating knowledge-based solutions and deep neu-
ral network priors. Knowledge-based methods offer initial solutions that help deep
neural networks converge faster, while the unrolling scheme builds a bridge between
knowledge-based methods and deep learning methods.

3.2.2. Half quadratic splitting algorithm. By introducing the auxiliary variables u €
C™*™ we can convert the unconstrained model (5) into the following constrained
model

1
min§||D®]-"x—yH§+)\R(u) st u=um. (6)
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Minimizing (6) by the penalty function method with hyper-parameter 8, we can
obtain:
B

2
To minimize (7), we alternatively optimize v and z by solving the following two
sub-problems:

1
min D ® Fi — y|3 + \R(w) + 2 o —ull}. 7)

2+ = argmini |D © Fz —y|5 + 5 ||z — u® H;
T
u* D) = argmin [ju — 2(++1) ||§ + AR (u),

where k € {0,1,...,n;} denotes the k—th iteration.
Given w1, it is easy to obtain the closed-form solution

®) _ 1 (DOy+ 5.7:u(k1))
o) — gt (REVERTE Y, 9)
for the first sub-problem. For the second sub-problem, we consider the deep learning
approach using VGU-Net to obtain u(*). The overall deep unrolling MRI reconstruc-
tion workflow is displayed in Fig. 3.

Supposing that (¥ is the input to VGU-Net in the k—th stage, and O®*) is the
output. Then, using the residual learning, we obtain:

W) = L) _ o)

After n; unrolling stages, the whole networks are trained by minimizing the
mean square error loss function

£©) = ;XB: [ — 1] (10)

where © = U 0, and 6 are the parameters of VGU-Net in the k-th stage, B is
k=1

the number of batch, and x8® indicates the ground truth of the reconstructed MR

image.

K Iterations

" Simulation

Zero Filling

Reconstruction ™

Initial Solution;

Down-samplin

Mazk Matrix Y KasImage

FI1GURE 3. The knowledge-driven deep unrolling scheme for MRI
reconstrtion. We use zero filling method to obtain initial solution
u(®). The KBS module is the knowledge-based solution according
to (9).



VISION GRAPH U-NET 9

(a) Input (b) GT (C) KMeans (d) Output (e) Scale2 (f) Scaled (g) Scale8

FIGURE 4. Visualization of the learned graph structure of different
scales using normalized graph-cut methods. As the scale becomes
larger, the details of the clustering result will gradually fade. The
isolated regions have the same class as the distant regions, indicat-
ing that the long-range similarity has been learned by the dynamic
graph.

4. Numerical experiments.

4.1. Geometric structure learned by graph neural networks. The graph
structure of VGU-Net model is generated dynamically based on the feature maps,
and the edge weights between nodes are computed using an attention mechanism
that leverages the features of the nodes. Different from other approaches that lack
any learning ability when computing edges, the graph structure is customized to
match the image task we are addressing.

We hypothesize that nodes with similar features should be more tightly connected
to each other. In order to validate this hypothesis, we conducted an experiment on
the Adobe Image Matting dataset, comprising of 500 natural images. Specifically,
we trained the VGU-Net model using 470 images and tested on 30 images with the
mean square error as the loss function.

As shown in Figure 4, we clustered the graph nodes into two classes using nor-
malized graph-cut methods [37, 28] at three different scales. The results show that
the connections of graph nodes reveal the structure of foreground and background,
through integrating long-range features in images at different scales.

In Figure 5, we further explore the impact of the graph convolution layers and
graph connection from the learned adjacency matrix. The feature maps obtained
after applying the graph convolution layers and projecting them back to the image
space exhibit a piece-wise constant and smoother effect. Additionally, the graph
connections reveal the incorporation of long-range information captured within the
graph structure.
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(a) Input (b) GT (C) Before (d) After (C) Connections (f) Connections

FIGURE 5. We show the feature maps before (¢) and after (d) the
first feature graph convolution layers. In column (e) and (f), the
regions of query patches in the center are labeled with yellow boxes
and we present top 4 highly correlated neighbors identified from the
learned graph.

4.2. Medical image segmentation. The image segmentation experiments are
performed by training on publicly available BraT'S2018 Challenge datasets and test-
ing on BraTS2019 Challenge datasets, consisting of brain MR images and labels of
the tumor area. In addition to the MR image segmentation, we also implement the
VGU-Net model on White Blood Cells (WBCs) image dataset [49] used in RU-Net
[20], which contains one hundred 300 x 300 color images. The aim is to simultane-
ously segment the nuclei and cytoplasm, which remains a challenging task mainly
because of different cell types, staining techniques and illumination conditions.

4.2.1. BraTS datasets. In the BraTS dataset, we extract the 2D slice image data
with the size of 160 x 160 and normalize the four modalities: Flair, T1, T'1 contrast
enhance (T1ce), and T2 as the inputs of the proposed model. The target is to
segment three regions including whole tumor (WT), enhance tumor (ET) and tumor
core (TC). The number of training/validation/testing data is 15138/3785/3219.

We take four modalities 2D slice images as the input of the VGU-Net model.
No pre-trained model is employed to initialize the model parameters. During the
training process, we set the batch size as 16 and the dice loss as the loss function
in this segmentation task [30]. The popular Adam [21] optimizer is applied to
optimize the model for back-propagation. All the models are well-trained using the
grid search method in order to find the best hyper-parameters. All the experiments
are conducted with python3.8 and PyTorch 1.7.0 on NVIDIA ® Tesla A100 GPU
with 6,912 CUDA cores and 80GB HBM2 mounted on an HPC cluster.

We use dice coefficient, Hausdorff distance [3], and positive predictive value
(PPV) as the metric to distinguish the best model. The dice coefficient mainly
measures the ratio of overlapped region between two objects: the Hausdorff dis-
tance which measures the accuracy of the boundary; the PPV, which is the ratio
of true positive samples among all samples categorized as positive, and can eval-
uate the segmentation accuracy more fairly when addressing the class imbalance
situation.
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The comparison of the proposed VGU-Net with previous state-of-the-art (SOTA)
segmentation models on the BraTS dataset is displayed in Table 1. Experimental
results show that the VGU-Net model generally achieves state-of-the-art (SOTA)
performance across various segmentation metrics. Regarding the number of train-
able parameters, the VGU-Net using less than 5 million parameters makes bet-
ter performance than most of the baseline models. The reason that the proposed
method has less parameters compared to the original U-Net is that we substituted
the two CNN layers in the bottleneck layer of U-Net by skip connection layer. Orig-
inally, the two CNN layers, featured with a large number of channels, substantially
increases the number of additional learnable parameters. The comparison indicates
that the performance improvement is not caused by the modification in the number
of parameters.

The segmentation results of different methods on the BraTS2019 dataset are pre-
sented in Figure 6. The CNN-based methods like DeepLab V3, U-Net, U-Net++
and Attention U-Net tend to have over-segmentation problems, which may be re-
sulted from the locality of the convolution operation. In the 10—th row, though the
graph structure alleviates the over-segmentation problem, the graph-based method
DGCNet which takes the bilinear interpolation to up-sample the model’s output
lowers the accuracy of the segmentation result. In the 9—th row, the original Swin-
Unet taking pure Transformer as a feature extractor can not preserve the local
feature. We made modifications to the original Swin-Unet model by employing a
smaller patch size in the Transformer layers. Instead of the original 4 x 4 patch size,
a smaller 2 x 2 patch size is adopted to better capture small objects. Additionally,
the window size is ajusted from 7 x 7 to 5 x5 to reduce memory usage. The resulting
modified Swin-Unet model, referred as Swin-Unet (M), demonstrates enhanced seg-
mentation capability and improved preservation of local feature extraction ability.
As displayed in the Table 1, generally speaking, the VGU-Net integrating both lo-
cal features from CNNs and long-range information from the GCNs exhibits better
segmentation results.

sgmentation results. VGU-Net has the least number of trainable parameters and achieves almost the best performance in terms of the
following three metrics. We compare the VGU-Net model with multiple SOTA deep learning segmentation models. The Swin-Unet (M) is the modified
Swin-Unet model with refined patch partition in the Transformer layers.

Model Parameters| Dicet Hausdorfl | PPVT
ET wT TC ET wT TC ET wT TC

Deeplab V3 06416500021 0.765620.06514  0.7628401005  3.3963+0050  3.2143+05205  2.0372 422260 0.6434z0.063  0.7662400a97 0793900577
DGCNet 1 07179200556 0.819420.015  0.76654010 31313206555  2.8940+0.4151  2.0400 07293200555 0.82010.0505  0.78600 107
U-Net 543M  0.7597T+o0er2  0.8279+006ss  0.8218+0.001>  2.8339+0.640 1750241527 0.8021500sm  0.8782+0.050  0.8599400752
U-Net++ ATASM 0768600017 506 0.843140.0765  2.808006270 1708415166 08178200111 0.8918 400265  0.8756400021
Att-Unet 34.88M  0.7662+0.0622 08443500785 2.8490:0.0005 2. 16876510050 0.7786200547 08580400387 0.8790=0.0025
Swin-Unet T346M 0761250005 0.8367s0055s  0.8368400msr  2.8396<07031  2.6705k0.4601  17581s1os0r 0789100551 0.8680400m55  0.87300.0620
Swin-Unet (M) 34.26M  0.7817+0050 0.8460:0.0505 0.84860.0730 27787205581 26395504008  1.694351717  0.7738200007  0.83700.0157  0.8621 400622
VGU-Net 4.99M  0.778lso0es  0.8420s0.0551  0.8615:0.065 275870502 2.6111s0usm1 1.5882+10155  0.806920.0526  0.8807400316  0.91320.0101

4.2.2. WBCs dataset. In the WBCs dataset, we input three channels of RGB im-
ages into neural networks to perform end-to-end training. The output of models
consists of three parts: the nuclei on white label, the cytoplasm on grey label
and the background on black label, as shown in Figure 7. The number of train-
ing/validation/testing data is 80/10/10 and the dice loss function is applied.

The dataset comprises different cell types, staining techniques, and illumination
conditions which causes large variations in the sample distribution. The main chal-
lenge in segmenting the WBCs dataset is to distinguish between cytoplasm and
nuclei. In some images, nuclei are incompletely stained, and the color inside the
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FIGURE 6. The indices from (a) to (m) represent the following
names: Flair, T1, Tlce, T2, Annotation, Deeplab, DGCNet, U-
Net, U-Net++, AttU-Net, Swin-Unet, Swin-Unet (M), and VGU-
Net, respectively. The yellow region denotes the enhancing tumor
(ET), red suggests the nonenhancing tumor (NET) and green refers
to the peritumoral edema (ED), which show the following correla-
tion with the segmentation objects, WT = ED + ET 4+ NET, TC =
ET+NET. We compare the VGU-Net model with multiple SOTA
deep learning segmentation models. The Swin-Unet (M) in column
(I) is the modified Swin-Unet model with refined patch partition
in Transformer layers. The visualization results demonstrate that
VGU-Net delivers promising segmentation performance for both
local and distant isolated regions.
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(a) Input (b) GT (c) U-Net (d) AttU-Net (e) Runet  (f) Swin-Unet (g) VGU-Net
(0.942) (0.946) (0.948) (0.950) (0.952)

FIGURE 7. The segmentation results on the WBCs dataset, near
the name of models the average dice coefficient is attached. The
segmentation results of VGU-Net can well preserve the local con-
nectivity and get good performance.

nucleus may resemble that of the cytoplasm. This similarity usually causes canoni-
cal CNN-based segmentation models to predict segmentation with holes. However,
for accurate segmentation, the ground truth of nucleus must be a connected re-
gion without holes. The proposed VGU-Net, which employs multi-scale features,
can preserve the region of nucleus, based on the results presented in Figure 7. In
the third row of Figure 7, even though the long-range information makes VGU-
Net predict some regions on the background as cytoplasm, brought about by the
white blood cell outside of the image, the VGU-Net model generally exhibits SOTA
performance on this challenging task.

4.3. MRI reconstruction. In the current section, we conduct experiments on
MRI reconstruction from down-sampled measurements, and compare the proposed
methods with several existing approaches. Additionally, we perform an ablation
study to confirm the effectiveness of the proposed VGU-Net.

In the experiments, we use the MRI image dataset from ADNI (Alzheimer’s
Disease Neuroimaging Initiative) of which 300 slices of size 192 x 160 are used for
training and 21 slices are used for training and inferring. There are three different
sampling patterns, namely, 1D Gaussian mask, 2D Gaussian mask and radial mask.
Three sampling rates 1/5, 1/4, and 1/3 are used for simulating the measurements,
respectively. These three different types of masks with a 1/3 sampling ratio are
displayed in Figure 8. In addition to the task of noise-free MRI reconstruction,
we also consider the corrupted reconstruction task, where the measurement data
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(a) GT (b) ROI (C) 1D Gaussian (d) Radial (e) 2D Gaussian

FIGURE 8. (a) True Image. (b) ROL (c)(d)(e) Three different
types of sampling masks of sample ratio 1/3. (c¢) 1D Gaussian.
(d) radial lines. (e) 2D Gaussian.

is generated by y = D ® F(z + ¢€), with € ~ N(0,0?) representing white Gaussian
noise. We specify the noise level ¢ = 10% in the experiments. The corrupted
reconstruction task confirms the robustness of the proposed reconstruction model.
No additional modifications are made to account for this scenario.

As shown in the experiments, we use 3 unrolling stages which can trade off the
reconstruction performance and computational cost of the VGU-Net model. The
network is trained with Adam [21], with the batch size of 16, the learning rate of
10~* and the weight decay of 1072, In addition, both peak signal-to-noise ratio
(PSNR) and structural similarity index measure (SSIM) [42] are adopted for the
quantitative assessment of image quality.

We compare the VGU-Net method with two non-learning methods, simple zero-
filling method (ZF) [4], and TV-regularization-based method [27]. In addition, the
deep learning-based methods, ADMM-Net [38], and the plug-&-play methods in
[23] with three different networks: SCAE, SNLAE, and GAN, ISTA-Net [46] and
Fourier interpolation based approach (FI) [9] are also compared. Table 2 presents
the quantitative comparison in terms of PSNR and SSIM. Moreover, the proposed
unrolling method combining the VGU-Net as a deep learning model makes the best
performance in most cases.

Table 3 presents the results of the ablation study conducted on backbone neural
networks. In the unrolling scheme, we treated network as a denoiser and compared
the VGU-Net model with popular denoising models including DnCNNs and U-Net
with residual learning. The VGU-Net outperforms the other two models in all
ablation experiments, also indicating that the long-range interaction enhances the
denoising ability of U-Net.

5. Discussion and conclusion. In the present study, we introduce a novel general-
purpose VGU-Net combining the locality of convolutional neural networks (CNNs)
with the long-range interaction property of graph convolutional networks, aiming
to extract features from the patch graph of an image. The VGU-Net can learn
the graph structure dynamically and the mid GCN modules extract and pass the
long-distance pixel features to the decoder layers. We show the effectiveness of
our approach by achieving state-of-the-art performance on two challenging image
segmentation tasks and a compressed sensing MRI reconstruction task.

Although, GNN in general cannot go deep due to the oversmoothing issue of
graph convolution network when the diffusion process makes the node feature in-
distinguishable. This constraint hinders the possibility of scaling up to larger models
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TABLE 2. MRI reconstruction quality (PSNR/SSIM). the best
results are marked in bold. 10% additive white noise are added for
each case.

Method Noise Rate 7F TV ADMM-Net | SCAE SNLAE GAN | ISTA-Net Tl VGU-Net
/5 | 24.36/0.47 30.73/0.86 32.31/0.02 | 32.00/0.92 30.47/0.83 30.13/0.84 | 21.01/0.64 33.15/0.04  32.84/0.96

0%  1/4 | 25.45/0.51 32.32/0.90 33.67/0.93 | 33.94/0.94 32.53/0.88 32.26/0.90 | 23.70/0.74  34.01/0.93  34.89/0.98

codial 1/3 | 27.25/0.56 34.60/0.94 35.27/0.94 | 36.37/0.96 35.15/0.92 34.49/0.94 | 28.05/0.86 34.67/0.91 36.98/0.98

1/5 | 22.18/0.35 24.69/0.49 25.44/0.59 | 25.52/0.73 25.98/0.68 25.02/0.73 | 19.17/0.47 27.43/0.84 28.03/0.91

10%  1/4 | 22.38/0.36  25.16/0.49  25.96/0.61 | 26.13/0.70 26.38/0.66 25.53/0.74 | 20.19/0.57 28.71/0.87 28.96/0.93

1/3 | 22.37/0.37 25.28/0.49  26.50/0.60 | 26.64/0.74 26.70/0.65 26.71/0.75 | 22.91/0.69 29.37/0.86 29.58/0.94

1/5 | 24.91/0.49 31.69/0.89 33.81/0.93 | 34.24/0.94 31.95/0.86 31.79/0.89 | 27.00/0.80 32.89/0.92  34.47/0.97

0%  1/4 | 25.30/0.50 32.79/0.90 34.97/0.94 | 35.61/0.95 32.85/0.86 32.94/0.91 | 20.77/0.86 35.31/0.94 35.52/0.98

2D 1/3 | 26.32/0.53 34.93/0.93  36.31/0.95 | 37.71/0.96 35.33/0.91 35.10/0.94 | 33.71/0.92 35.89/0.95 37.39/0.98
random 1/5 | 22.37/0.37 24.97/0.51  25.42/0.61 25.90/0.73  25.97/0.67 25.78/0.75 | 21.67/0.57 28.61/0.92 28.58/0.92
10% 1/4 | 22.38/0.36  24.92/0.49  25.84/0.60 26.06/0.74 26.15/0.67 26.31/0.75 | 23.78/0.66 28.83/0.92 28.73/0.92
1/3 22.37/0.37 24.91/0./17 26.1'1/0.50 26.38/0.72 20.1’11/0.62 26.48/0.76 | 24.87/0.71 29.21/0.93 29.33/0.93
1/5 | 22.78/0.61 25.22/0.75  28.53/0.85 | 28.79/0.87 28.73/0.86 27.21/0.81 | 28.65/0.85 30.77/0.92 31.54/0.95
0% 1/4 | 23.06/0.62 25.77/0.76  28.99/0.87 29.37/0.88  29.06/0.86 27.47/0.82 | 31.72/0.92 32.18/0.90  32.08/0.96
1D 1/3 | 23.86/0.65 27.34/0.81 32.18/0.91 31.25/0.91  30.98/0.89 30.09/0.86 | 32.73/0.95 33.77/0.95 33.65/0.97
random 1/5 |20.72/0.27 22.38/0.39  22.59/0.40 22.22/0.61 24.52/0.60 22.76/0.67 | 23.17/0.67  26.37/0.82 27.10/0.89
10%  1/4 | 20.37/0.26 22.25/0.37 22.98/0.44 | 22.72/0.63 24.39/0.56 23.32/0.69 | 25.15/0.75 26.58/0.83 27.18/0.90
1/3 | 20.37/0.28 22.59/0.37 23.96/0.47 | 23.75/0.62 24.98/0.58 23.93/0.70 | 26.58/0.79 28.14/0.85 27.87/0.91
radial
2D
Gaussian|
1D
Gaussian|
Method| Rate ZF TV ADMM-Net SCAE SNLAE GAN ISTA-Net FI VGU-Net(ours)
FIGURE 9. MRI reconstruction results from noiseless data with
radial, 2D Gaussian, 1D Gaussian mask of sampling ratio 1/3, 1/4
and 1/5 respectively.
radial | 1/3
2D
Gaussian| /4
1D
Gaussian| /5 \
Method| Rate ZF TV ADMM-Net SCAE SNLAE GAN ISTA-Net FI VGU-Net(ours)

FIGURE 10. Zoom-in results of Figure 9. The last two columns
exhibit the best reconstruction quality based on visual assessment.

with a greater degree of generalization prowess. Such problem might be solved by
specially designed GNN models, such as neural message passing based on particle
system theory or harmonic analysis [24, 41]. These innovative approaches may of-
fer solutions to overcome the limitations and achieve more powerful generalization
abilities for graph-based models.
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TABLE 3. Ablation experiments (PSNR/SSIM). the best results

are in bold.
Method Noise Rate | DnCNNs UNet VGU-Net(ours)

1/5 | 32.64/0.96 32.27/0.97 32.84/0.96

0% 1/4 | 34.59/0.97 34.33/0.98 34.89/0.98

radial 1/3 | 36.83/0.98 36.62/0.98  36.98/0.98
1/5 | 27.85/0.90 27.22/0.90 28.03/0.91

10% 1/4 | 27.93/0.90 27.73/0.91 28.96/0.93

1/3 | 28.12/0.90 28.22/0.94  29.58/0.94

1/5 | 34.26/0.9 34.03/0.97  34.47/0.97

0%  1/4 | 35.44/0.980 33.92/0.97  35.52/0.98

oD random 1/3 | 37.27/0.98 35.71/0.98  37.39/0.98

1/5 | 27.60/0.90 27.51/0.91  28.58/0.92
10% 1/4 | 27.56/0.90 27.57/0.91  28.73/0.92
1/3 | 27.89/0.91 28.22/0.92  29.33/0.93
1/5 | 30.97/0.95 31.45/0.95 31.54/0.95
0% 1/4 | 31.37/0.95 31.92/0.96  32.08/0.96
1/3 | 33.40/0.97 33.28/0.97  33.65/0.97
1/5 | 25.73/0.88  26.89/0.89  27.10/0.89
10% 1/4 | 25.82/0.88 26.67/0.89  27.18/0.90
1/3 | 26.32/0.89 26.95/0.89  27.87/0.91

1D random
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