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ABSTRACT

Context. How protoclusters evolved from sparse galaxy overdensities to mature galaxy clusters is still not well understood. In this context,
detecting and characterizing the hot intracluster medium (ICM) at high redshifts (z ∼ 2) is key to understanding how the continuous accretion from
the filamentary large-scale structure and the mergers along it impact the first phases of cluster formation.
Aims. We study the dynamical state and morphology of the z = 1.98 galaxy cluster XLSSC 122 with high-resolution observations (≈5′′) of the
ICM through the Sunyaev–Zeldovich (SZ) effect. XLSSC 122 is the highest redshift optically confirmed galaxy cluster found in an unbiased,
widefield survey.
Methods. Via Bayesian forward modeling, we mapped the ICM on scales from the virial radius down to the core of the cluster. To constrain such
a broad range of spatial scales, we employed a new technique that jointly forward-models parametric descriptions of the pressure distribution to
interferometric ACA and ALMA observations and multiband imaging data from ACT.
Results. We detect the SZ effect with 11σ significance in the ALMA+ACA observations and find a flattened inner pressure profile that is consistent
with a noncool core classification with a significance of ≥3σ. In contrast to the previous works, we find better agreement between the SZ effect
signal and the X-ray emission as well as the cluster member distribution. Further, XLSSC 122 exhibits an excess of SZ flux in the south of the
cluster where no X-ray emission is detected. By reconstructing the interferometric observations and modeling in the uv-plane, we obtain a tentative
detection of an infalling group or filamentary-like structure in the southeast that is believed to boost and heat up the ICM while the density of the gas
is still low. In addition to characterizing the dynamical state of the cluster, we provide an improved SZ mass estimate M500,c = 1.66+0.23

−0.20 × 1014 M�.
Conclusions. Altogether, the observations indicate that we see XLSSC 122 in a dynamic phase of cluster formation while a large reservoir of gas
is already thermalized.
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1. Introduction

Despite being named for their visible galaxy constituents,
the main baryonic matter component of a galaxy cluster is
the thermalized, low-density plasma found between the galax-
ies, which is known as the intracluster medium (ICM). The
traditional means of studying the ICM is through X-ray
observations. In the low redshift universe (z < 1), large
samples of clusters have been observed with Chandra (e.g.,
Vikhlinin et al. 2009) and XMM-Newton (e.g., Böhringer et al.
2007 and CHEX-MATE Collaboration 2021). At z & 1, how-
ever, X-ray detections become more difficult; X-ray flux falls
rapidly with increasing z. Hence, X-ray observations of the ICM
at redshifts larger than z & 1 usually comprise a few tens to hun-
dreds of photons.

Fortunately, there are other means to study the ICM.
When cosmic microwave background (CMB) photons propa-
gate through the hot plasma, inverse Compton scattering shifts
the blackbody spectrum of the CMB to higher frequencies. By
measuring the spectral distortion, one has a direct handle on the
integrated pressure along the line of sight of the hot electrons in
the ICM. This phenomenon is known as the Sunyaev–Zeldovich
effect (SZ effect; Sunyaev & Zeldovich 1970) and in contrast
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to X-ray observations, produces a redshift-independent surface
brightness, making it ideal for high-z studies of galaxy clusters.

Ground-based millimeter (mm)-wave CMB surveys have
already produced large catalogs of galaxy clusters via the
SZ effect containing thousands of members, such as the
>4000 optically confirmed clusters of galaxies found in the
∼13 000 deg2 survey by the Atacama Cosmology Telescope
(ACT) survey (Hilton et al. 2021). This catalog alone con-
tains 222 massive (&1.5 × 1014 M�) galaxy clusters at z >
1. However, current SZ surveys, such as those with Planck
(Planck Collaboration XXVII 2016), ACT, the South Pole Tele-
scope (SPT; Carlstrom et al. 2011; Bleem et al. 2015, 2020), and
future CMB surveys such as those with the Simons Observatory
(SO; Ade et al. 2019) and CMB-S4 (Abazajian et al. 2016, 2019;
Raghunathan et al. 2022), have or will have limited (arcminute-
scale) angular resolutions in their main detection bands, 90 GHz
and 150 GHz. Thus, while SZ surveys are efficient at finding
clusters, they lack the spatial resolution to study the morphology
and dynamical state of high-z clusters, often blending a merging
cluster pair into a single source (e.g., Di Mascolo et al. 2021).

Characterizing the dynamical state and shapes of clus-
ters of galaxies has been pivotal for cluster cosmology (e.g.,
Yoshida et al. 2000; Sereno et al. 2018; Ruppin et al. 2019;
Lau et al. 2021). For the past two decades, clusters of galaxies
have been categorized as cool cores, morphologically disturbed
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(noncool cores), or simply close to the ensemble average based
on their radial pressure distribution in the ICM (i.e., having
a pressure distribution that follows some form of self-similar
or “universal” pressure profile; Nagai et al. 2007). These pres-
sure profiles are used for measuring and interpreting the scal-
ing relation used for inferring cluster masses. However, most SZ
studies still rely on the universal pressure profile (UPP) from
Arnaud et al. (2010) which is based entirely on the combination
of simulations and X-ray data from the z . 0.3 REXCESS sam-
ple. At higher redshifts, profiles are derived by stacking X-ray
observations (McDonald et al. 2014). Importantly, since hydro-
dynamical simulations show that the pressure profile should
evolve with redshift (e.g., Battaglia et al. 2012; Le Brun et al.
2015; Gupta et al. 2017), it becomes increasingly inappropriate
to rely on these pressure profile templates when probing higher
redshifts. As upcoming telescopes such as SO and CMB-S4 are
expected to be capable of detecting clusters up to redshifts of
z ∼ 3 (Raghunathan et al. 2022), it becomes particularly urgent
to characterize the pressure distribution of high-z galaxy clusters
through resolved imaging of the SZ effect.

In practice, only a few instruments are currently capable of
characterizing the ICM morphology through the SZ effect at the
relevant scales (tens to a few 100 kpc) to resolve their substruc-
ture at z > 1. Among them are MUSTANG-2 on the Green Bank
Telescope (e.g., Romero et al. 2020; Orlowski-Scherer et al.
2022), the Atacama Compact Array (ACA; also known as
the Morita array), the Atacama Large Millimeter/submillimeter
Array (ALMA; e.g. Di Mascolo et al. 2021; Kitayama et al.
2023), MISTRAL on the SRT (Battistelli et al. 2023), and
NIKA2 on IRAM (e.g., Ruppin et al. 2018; Kéruzoré et al.
2020; Ricci et al. 2020). Observations by these instruments,
at four to five times higher resolution than available with
the ground-based survey telescopes used to discover SZ clus-
ters, showed that the low-resolution signal could be resolved
into separate components in higher resolution follow-up obser-
vations (for a recent review on resolved SZ studies, see
Mroczkowski et al. 2019).

In the most recent ACT DR5 cluster database (Hilton et al.
2021), there is only one detected cluster with a redshift z >
1.75, namely, ACT-CL J0217.7−0345 (at z = 1.98, Willis et al.
2020), which was first discovered in the XXL X-ray survey
(Pierre et al. 2004) and thus is also known as XLSSC 122 and
XLSSU J021744.1−034536. This work focuses on understand-
ing the dynamical state and morphology of the ICM of this
cluster, which we refer to as XLSSC 122 henceforth. Earlier
measurements of the pressure distribution in the ICM from SZ
studies with CARMA were presented in Mantz et al. (2014)
and Mantz et al. (2018). Very few other resolved measurements
exist for clusters at z > 1.75. These include X-ray data on
four clusters that were first found in the IR/NIR: JKCS 041
(Andreon et al. 2009; Newman et al. 2014), Cl J1449+0856
(Gobat et al. 2011), IDCS J1426.5+3508 (Zeimann et al. 2012),
and IDCS J1433.2+3306 (Stanford et al. 2012). The first
three also have follow-up SZ detections: JKCS 041 with
the single-dish receiver MUSTANG-2 (Andreon et al. 2023),
Cl J1449+0856 with ALMA and ACA (Gobat et al. 2019), and
IDCS J1426.5+3508 with CARMA (Brodwin et al. 2012) and
MUSTANG-2 (Andreon et al. 2021). Beyond these, only one
additional z > 1.75 cluster has had a successful follow-up detec-
tion of its pressure profile with the SZ effect, namely the Spi-
derweb protocluster (Di Mascolo et al. 2023) via ALMA+ACA
observations. We note that all five of the aforementioned clusters
are outside the ACT survey footprint or below the mass limit of
the ACT catalog (Hilton et al. 2018, 2021).

Yet achieving high-resolution observations is not the only
aspect that needs to be considered when characterizing the pres-
sure distribution of high-z clusters of galaxies. Interferometric
arrays fundamentally measure the 2D Fourier transform of the
distribution of emission intensities from an astrophysical source.
The long baselines provide the high-resolution samples but only
short spacings can probe larger scales as the physical distance
between an antenna pair is linearly proportional to the Fourier
mode sampled. These Fourier modes in units of wavenumbers
are thus expressed in terms of uv-distances where u and v are
the conventional variables for denoting the orthogonal vector
basis of the Fourier space. Balancing between maximizing the
collecting area for each interferometric element and mitigating
concerns like the field of view size and the minimum distance
between two antennas to avoid a collision imposes a fundamen-
tal constraint on the minimum length a baseline can be, which
inevitably leads to an incomplete uv-coverage and strong spa-
tial filtering. To address the loss of information at large angular
scales (>1′), we can turn to data from bolometer arrays on single-
dish telescopes. However, existing single-dish facilities also do
not provide the extent of complete Fourier sampling required for
high spatial dynamic range and unbiased image reconstruction
(Frayer 2017; Plunkett et al. 2023). In order to address this miss-
ing baseline problem in the ALMA and ACA data, we will also
make use of known radial pressure profiles to interpolate over
the missing information.

In this paper, we treat this issue by combining archival SZ
observations from both the main ALMA (12 m-array) and ACA
(7 m-array) with single-dish data from ACT. This comprehen-
sive approach enables us to probe the broad range of spatial
scales needed to provide the first detailed, sub-arcminute view
of the ICM in the highest redshift cluster found in the current
generation of SZ survey data. The remainder of this work is
outlined as follows: we provide an overview of the measure-
ments used for our analyses and the data reduction details in
Section 2. Section 3 provides the methodology on how the for-
ward modeling is implemented. There are three results sections:
The first, Section 4, is on how we handle and correct for com-
pact source contamination; Section 5 describes the first results
on the derived pressure profiles; And finally, Section 6 goes into
detail on how to recover and model asymmetric surface bright-
ness distributions. The implications of our observations and an
exploration of their potential interpretations are provided in the
following two sections. Section 7 treats the derived halo mass of
XLSSC 122 and Section 8 the morphological implications of the
results obtained from the forward modeling. Finally, we summa-
rize and conclude our work in Sect. 9.

For all calculations, the assumed cosmology is based on
Planck Collaboration Int. XIII (2014), a spatially flat, Λ cold
dark matter (ΛCDM) model with H0 = 67.7 km s−1 Mpc−1 and
Ωm = 0.307. Here 1′′ = 7.855 kpc for XLSSC 122 (z = 1.98).

2. Observations of XLSSC 122

The galaxy cluster XLSSC 122 has not gone unnoticed. It
was discovered via its extended X-ray emission in the XMM-
Newton Large Scale Structure survey (Pierre et al. 2004), and
first named and described in Willis et al. (2013), almost a decade
later. XLSSC 122 was further followed up with CARMA obser-
vations that map the ICM through the SZ decrement at 30
GHz (Mantz et al. 2014) as well as a combined analysis of the
CARMA plus short Chandra and deeper XMM-Newton X-ray
follow-up observations (Mantz et al. 2018). At the same time,
Hilton et al. (2018) noted that while not meeting the threshold
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Fig. 1. ALMA observations of XLSSC 122. From top to bottom, we
show the raw (dirty) continuum images of the 12 m-array mosaic, ACA
mosaic, and the jointly imaged Band 3 observations. The latter image
(bottom panel) is tapered with a uv-taper of 20 kλ. Black contours in
each panel are drawn at [−4.5, −3.5, −2.5, −1.5, 1.5, 2.5, 3.5]-σ except
for the top panel, which excluded the ±1.5σ contours. We find a central
noise RMS of σ = 0.051, 0.014, 0.022 mJy beam−1, respectively. The
dashed circles in all panels indicate r500,c centered on the BCG. The
green contours in the bottom panel indicate the ACT-y map contours and
are drawn at [2.5, 3.5, 4.5, 5.5] times the local noise level. The beams
of the ACA, ALMA, and jointly imaged ACA+ALMA observations are
indicated in the lower-left corner of each panel. We clearly see that the
ACT and ALMA+ACA observations align spatially.

for detection in the ACTpol sample, the data showed a 3.5σ
decrement at the location of this cluster, which if verified would
correspond approximately to the mass reported in Mantz et al.
(2014), namely M500,c ' 1 × 1014 M�. The cluster can be found
at an RA and Dec of 2◦17′44′′.2128, −3◦45′31′′.68. The cluster

was formally detected at a signal-to-noise ratio S/N > 5 in the
next ACT cluster catalog (Hilton et al. 2021).

Optical spectroscopy using the Hubble Space Telescope
(HST) Wide Field Camera 3 established that 37 galaxies are
associated with XLSSC 122 (Willis et al. 2020) and found the
average spectroscopic redshift to be z = 1.98. Since then, stud-
ies on the cluster member properties using multiwavelength
archival data came to light, finding that 88+4

−20% of the members
of the cluster lying within 0.5 r500,c

1 are quenched and exhibit a
larger half-light radius than field galaxies (Noordeh et al. 2021).
The presence of quenched galaxies, and thus the existence of
a red sequence, plus the detection of the ICM indicates that
XLSSC 122 is, in some sense, already a mature cluster.

To this multiwavelength view of XLSSC 122, we add
microwave data from ALMA (the main array of 12 m anten-
nae), ACA (the 7 m-array), and ACT Data Release 6 (DR6;
Coulton et al. 2024) to map the SZ decrement from the core to
the virial radius at sub-arcminute resolution. These observations
will map any asymmetry in the pressure distribution of the ICM
and characterize its radial profile; both were previously inacces-
sible because of the low resolution (≈1′) and low S/N of the
previous data. In the following subsections, we will describe
ALMA, ACA, and ACT observations that will determine if
this cluster is thus truly relaxed and mature or is still actively
forming.

2.1. The Atacama Large Millimeter/Submillimeter Array

We rely upon archival yet unpublished ALMA and ACA
Band 3 observations (henceforth denoted ALMA+ACA) made
on 2016-10-22 and 2017-01-06, respectively, for character-
izing the SZ decrement. For both observations with project
code 2016.1.00698.S (PI: A. Mantz), calibrated datasets were
obtained through the calibrated measurement set service
(CalMS; Petry et al. 2020) of the European ALMA Regional
Center using CASA 5.4.0. The total on-source time for the ACA
and ALMA observations are 3.9 and 0.42 h, respectively.

Both the 12 m-array and 7 m-array observations span four
spectral windows: 89.51–91.50, 91.45–93.44, 101.51–103.49,
and 103.51–105.49 GHz, observed in continuum mode. The
spectral windows are set up to exclude any strong molecular
emission lines of cluster members (we note, however, that we
identified spurious emission lines of other galaxies along the line
of sight; see Sec. 4 below for details). Both observations were
carried out in mosaic mode, with the ACA observations con-
sisting of five pointings and the ALMA observations consisting
of 11. The ACA and ALMA observations reach a central con-
tinuum sensitivity of 0.24 and 0.037 mJy beam−1 per pointing
with an angular resolution of 11′′ and 2′′, respectively. The max-
imum recoverable scales of the ACA and ALMA observations
are 77′′ and 23′′ per pointing. The ACA and ALMA continuum
maps, as well as a jointly imaged ALMA+ACA map, are shown
in Figure 1. The maps show dirty images in which the true sky
is convolved with the transfer function, which arises from the
incomplete uv-coverage of the interferometer. The bottom panel
and remaining figures in this paper that show ALMA+ACA
observations are tapered2 to have a beam with an FWHM of 5′′.

1 M500,c is defined as the total mass of the cluster within a radius r500,c
in which the average density is 500 times the critical density of the
Universe at that redshift.
2 Tapering is equivalent to smoothing the PSF with a Gaussian. How-
ever, tapering in uv-space uses a natural weighting scheme that down
weights higher spatial frequencies relative to lower spatial frequencies
to suppress artifacts arising from poorly sampled areas of the uv-plane.
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Furthermore, we make use of ancillary ALMA Band 4 obser-
vations (PI: J. Zavala, 2018.1.00478.S) to get better spectral
constraints on the contaminating emission from dusty galaxies.
These observations, with project code 2018.1.00478.S, were per-
formed on 2019-01-18 and reduced via the standard CASA 5.4.0
pipeline. The Band 4 observations span four spectral windows –
139.7–141.6, 143.0–143.9, 153.1–154.0, and 154.9–155.9 GHz
– with a single pointing centered on RA = 02◦17′42′′.8,
Dec = −03◦45′31′′.2. It reaches a continuum sensitivity of
∼0.024 mJy beam−1 RMS.

2.2. The Atacama Cosmology Telescope

To characterize larger angular scales of XLSSC 122, and in par-
ticular, to constrain the integrated Compton Y

(
=

∫
ydΩ

)
(see

Sec. 3.1.2), we include data from the Atacama Cosmology Tele-
scope (ACT). ACT was a 6-m, off-axis Gregorian survey tele-
scope that operated from 2008 to 2022 in the Atacama Desert of
Chile. Over its lifetime, the detectors and receiver were modified
such that it covered, at various times, frequency bands centered
at approximately 30, 40, 100, 150, 220, and 280 GHz; detectors
were sensitive to polarization starting in 2013 (Swetz et al. 2011;
Thornton et al. 2016; Henderson et al. 2016). The receiver con-
sisted of three arrays of detectors, each in its own optics tube,
such that each was located at a different position on the focal
plane. For most of the period of observation used in this paper,
each array was sensitive to two different frequency bands: thus,
at any given time, six array–frequency pairs were observed.

In this paper, we use the ACT maps at 100 and 150 GHz from
DR6 with a point-source sensitivity integrated over the beam of
0.5 mJy and 0.8 mJy, respectively. These observations are taken
from 2017 to 2022. We note that these are the frequencies that
are most sensitive to the SZ effect (see Sec. 3.1.2). ACT provides
the larger scales with a FWHM resolution of ≈2′ and ≈1.4′ at
100 and 150 GHz, respectively. The bottom panel in Figure 1
overlays the contours of the ACT DR6 S/N map of XLSSC 122
to be included in Hilton et al. (in prep.). The figure shows that
XLSSC 122 is largely unresolved by the ACT observations.

Figure 2 overlays the baseline distributions for the spatial
scales sampled by ALMA and ACA with the ACT beams at 100
and 150 GHz to show which spatial scales we are sensitive to
when utilizing both types of observations. Here, angular scales
are converted to uv-distances through the relation:

uv-distance[λ] =
1

angular scale [radians]
. (1)

Thus, the scale probed in radians equals the inverse of the base-
line length in wavenumbers.

2.3. Auxiliary data comparison

Throughout this work, we will compare the results obtained from
our analysis of the SZ effect with the X-ray surface brightness
distribution. As mentioned above, XLSSC 122 was first discov-
ered via its extended X-ray emission as seen with XMM-Newton.
In total, XMM-Newton collected ≈1096 source photons in an
exposure of 106 ksec, while higher-resolution Chandra obser-
vations only collected ≈200 source counts in 182.2 ks after light
curve filtering (deflaring). Here, we use the previously unpub-
lished data from the archive (PI: Noordeh)3 and applied the stan-
3 Chandra Observation IDs 22562, 22563, 22857, 22868, 22869, and
22870.

Fig. 2. Distribution of the number of visibilities as a function of the
uv-distance sampled with ALMA (yellow) and ACA (blue) Band-3
observations. In red, we overlay the ACT beam at 150 GHz (∼1′.4) and
100 GHz (∼2′.0) as a green dashed line. The y-axis is scaled using arbi-
trary values regarding the ACT beams.

dard ACIS reprocessing technique in order to merge the Chandra
observations into a flux-corrected image using the ciao tools.
However, the combined Chandra data translates to .4 source
photons per hour of observation time, which is not uncommon
in high-redshift observations of clusters of galaxies in the X-
ray regime. As an example, X-ray observations of the Spider-
web protocluster collected approximately 1 photon per 3.6 ks
(Tozzi et al. 2022).

Therefore, to study the diffuse ICM in XLSSC 122 from the
X-ray perspective, we henceforth only rely on the XMM-Newton
observations.

Figure 3 compares the SZ decrement (also shown in
Figure 1) with the observed X-ray emission seen by XMM-
Newton from Mantz et al. (2014, 2018) and the deep optical
HST-imaging from Willis et al. (2020). Our mm-wave observa-
tions are in contrast with the findings of Mantz et al. (2018), who
reported an offset of 35′′±8′′ (295±64 kpc at z = 1.98) between
the X-ray emission and the CARMA-measured SZ decrement
(its centroid is marked with the blue cross in the bottom panel
of Fig. 3). However, the CARMA measurements suffer from
low signal-to-noise (∼5σ) and low resolution, which makes it
difficult to account for and remove contaminating sources. The
ALMA+ACA observations, on the other hand, clearly reveal the
central SZ decrement, while the higher resolution better allows
us to mitigate the impact off-centered point sources have on the
overall SZ measurement.

3. Methodology

To study the dynamical state and morphology of XLSSC 122,
we forward-model the pressure distribution of the ICM to the
observations. In this section, we describe how we jointly model
interferometric ACA and ALMA measurements with multi-band
imaging data from ACT. In brief, the routine flows as fol-
lows: (1) From a parametric description of the pressure distri-
bution, we map the ICM on a three-dimensional grid which is
then integrated along the line of sight to produce a projected
Compton y map (see Section 3.1). (2) Using the spectral scal-
ing of SZ effect, we convert the Compton y model to a sur-
face brightness distribution for each of the spectral bands of
the analyzed data (see Section 3.1.2). (3) We Fourier trans-
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Fig. 3. Multiwavelegth view of XLSSC 122. Top: dirty map of the
joint ALMA+ACA Band 3 observations overlaid with the distribution
of member galaxies of the cluster shown as small gold circles, as in
all other panels. The black contours are drawn at [−4.5, −3.5, −2.5,
−1.5, 1.5, 2.5, 3.5]-σ. Middle: XMM-Newton image of Mantz et al.
(2018) overlaid with the directly visible SZ decrement as seen by the
ALMA+ACA imaging with a uv-taper of 10 kλ. Bottom: HST imag-
ing from Willis et al. (2020) used to find the cluster members. Here,
we overlay in black the directly visible SZ decrement as seen by the
ALMA+ACA observations, and in dark green, we show the adap-
tively smoothed X-ray contours drawn at [2, 4, 6, 8, 10]-σ. We fur-
ther highlight the SZ centroid derived from CARMA measurements
(Mantz et al. 2018) with the blue cross. Overall, this figure indicates
a coherence between the pressure and density distribution of the ICM
seen by ALMA+ACA and X-ray measurements, and the cluster mem-
ber distribution.

form the surface brightness map to the visibility space, which
is the native space of the ALMA and ACA data. We then apply
the ALMA and ACA transfer function to the model to account
for the missing baselines and compute the likelihood of the

resulting model on the unbinned visibilities assuming Gaus-
sian properties for noise statistics (see Section 3.2.1). (4) As
the ACT and ACA+ALMA observations probe different spa-
tial scales, we can forward model the same pressure distri-
bution to both observations separately and combine them by
adding the log-likelihoods linearly (see Section 3.2.2). We use
the radial dependency of the parameterized model to fill in
the gap in the angular scales where the observations are less
sensitive.

3.1. Parametric descriptions of the ICM

3.1.1. Pressure profiles

Our forward modeling technique Fourier transforms the SZ sig-
nal based on a parametric description of the ICM to the uv-plane.
As a parameterized model, we choose the generalized Navarro-
Frenk-White (gNFW) profile proposed by Nagai et al. (2007):

Pe(r) = Pe,i

(
r
rs

)−γ [
1 +

(
r
rs

)α](γ−β)/α

, (2)

where Pe,i is the pressure normalization and γ, α, and β the shape
parameters of the broken power law. Respectively, they represent
the slopes at small, intermediate, and large radii with respect to
the characteristic radius rs. In this description, the pressure dis-
tribution is a function of the radial distance r from the centroid
of the cluster (xgNFW, ygNFW). Eq. (2) is often rewritten to break
the spherical symmetry and encapsulate a projected eccentricity
which we define as

e = 1 −
b
a
, (3)

with a and b, the major (with a = rs) and minor axis of the
ellipse, respectively.

Further, the theoretical formalism of Nagai et al. (2007) can
be rewritten such that the normalization parameter Pe,i is linked
to the halo mass of the cluster, M500,c, through the self-similarity
principle, the local M500,c−YX relationship based on the REX-
CESS sample, and the redefinition of rs such that (r/rs) is
expressed in terms of the concentration parameter c500,c, such
that(

r
rs

)
= c500,cx, (4)

with x = r/r500,c and c500,c = r500,c/rs. This way, the ampli-
tude of the pressure profile and also its specific radius is scaled
according to an additional self-similar principle and is a function
of halo mass (M500,c) and redshift (z) via the c500,c−M500,c rela-
tionship. This formalism was introduced by Arnaud et al. (2010)
and provides additional constraints in the parameter space, sim-
plifying the modeling of the gNFW. All combined, this empirical
relation is expressed as

Pself−similar(M500,c, z) = Pe(r) × P500,c, (5)

with Pe(r) as described in Eq. (2) but with the substitu-
tion provided in Eq. (4). Following Arnaud et al. (2010), the
mass dependency comes from the P500,c parameter which is
defined as

P500,c(M500,c, z) = 1.65 × 10−3 E(z)8/3
[

M500,c

3 × 104 M�

]2/3+ap(r/rs)

(6)
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in units of keV cm−3. Here, E(z) is the ratio of the Hubble con-
stant at redshift z to its present value H0 and ap(r) the parameter
that accounts for deviations from self-similarity in the core of
galaxy clusters:

ap(r/rs) = a0/[1 + 8 × (c500,cx)3]. (7)

Since Arnaud et al. (2010, hereafter A10), the A10 profiles have
been used throughout the literature as the universal pressure pro-
files (e.g., Arnaud et al. 2010; McDonald et al. 2014) by estimat-
ing averaged values of γ, α, β, and c500,c for different dynamical
states, halo masses, and redshifts.

In this work, we will construct models with both the gNFW-
formalism as presented in Equation (2) and the parameterization
described by Arnaud et al. (2010). When we use the formalism
of Arnaud et al. (2010), we will freeze the shape parameters (α,
β, γ, and c500) of the derived classifications at the averaged
values derived from Arnaud et al. (2010) and McDonald et al.
(2014). These values are split in subsamples referring to local
(z < 0.2) and more distant (0.6 < z < 1.2) clusters, respectively.
In the remainder of this work, we refer to each of these two for-
malisms as the theoretical formalism (referring to Eq. (2)) and
the empirical formalism (referring to Eq. (5)), respectively.

Both Arnaud et al. (2010) and McDonald et al. (2014) split
their cluster samples into three classifications: the cool cores
(CC), the morphologically disturbed (MD, also known as non-
cool cores), and the ensemble-averaged classification (also
known as the universal pressure profiles, abbreviated to UPP).
Cool cores are, on average, more relaxed clusters of galaxies
with a cusped core, while morphologically disturbed profiles are
a direct consequence of merger activity and exhibit a more flat-
tened inner pressure profile. Hence, by modeling pressure pro-
files that correspond to these different classifications for the two
redshift bins, we can classify the dynamical state of XLSSC 122.

3.1.2. The thermal Sunyaev–Zeldovich effect

To model the hydrostatic properties of the ICM and link
it to observables in the mm-wave regime, we use the SZ
effect (Zeldovich & Sunyaev 1969; Sunyaev & Zeldovich 1970,
1972). When CMB photons propagate through the hot plasma
in the ICM, inverse Compton scattering shifts the photons to
higher frequencies, distorting the blackbody (BB) spectrum of
the CMB. The predominant source of the transformation, called
the thermal SZ effect, is caused by the pressure distribution of the
hot electrons in the ICM. This frequency-dependent distortion is
the observable we exploit in this work and which we henceforth
refer to simply as the SZ effect. (For a thorough description of
the various types of other SZ effects, we refer the reader to the
review paper of Mroczkowski et al. 2019.)

The amplitude of the SZ effect is a function of the Compton-
y parameter:

y ≡
∫

kbTe

mec2 dτe =

∫
kBTe

mec2 neσt dl =
σt

mec2

∫
Pe dl. (8)

Here, σt is the Thomson cross section, Pe = nekbTe is the ther-
mal pressure due to the electrons, ne is the number density of the
electrons, kb is Boltzmann’s constant, Te the electron tempera-
ture, me the electron mass, c the speed of light, τe the opacity,
and l the path along the line of sight. Thus the magnitude of the
SZ signal is a direct measure of the integrated line of sight pres-
sure and can be obtained by integrating along dl with the radial
dependence of P given by Eq. (2). Finally, the corresponding

distortion signal is given by

∆Iν ≈ I0y
x4ex

(ex − 1)2

(
x

ex + 1
ex − 1

− 4
)
≡ I0yg(x), (9)

in terms of the CMB intensity I0 ≈ 270.33
(Tcmb/2.7255 K)3 MJy sr−1 and x = hν (kbTcmb)−1 ≈

ν/56.8 GHz, where the CMB temperature is adopted from
Fixsen (2009).

As shown in Eq. (9), the SZ distortions are frequency depen-
dent. In ACT and ALMA’s main SZ-detection bands (∼90 and
150 GHz) the distortion spectrum becomes negative, manifest-
ing as a negative surface brightness in the continuum maps.
The equations above assume nonrelativistic speeds for the elec-
trons. We note, for instance, that in a galaxy cluster with a mean
ICM temperature of 2 keV, the relativistic correction term would
change the overall amplitude of the SZ effect at 100 GHz by
1.3%, and at 4 keV by 2.6%. At 150 GHz, the 4 keV correction is
2.8%. Therefore, any relativistic corrections fall within the cali-
bration uncertainty of the ALMA and ACA observations (∼5%).
As we do not expect the electron temperature in XLSSC 122 to
exceed 5 keV (see Mantz et al. 2018; Duffy et al. 2022), we have
neglected the temperature-dependent relativistic corrections of
the thermal SZ in this work.

3.2. Visibility-based modeling of the ICM

3.2.1. The visibility plane

We employ a forward-modeling approach to determine the best-
fitting model parameters that describe the ALMA interferomet-
ric and ACT map-domain data on XLSSC 122. This involves
reconstructing the surface brightness distribution by forward-
modeling the pressure distribution of the hot electrons in the
ICM to both types of observations. Here, we rely on a uv-
space Bayesian approach based on the work of Di Mascolo et al.
(2019). For details, we refer to the original presentation, discus-
sion, and references therein; here, we provide a brief summary.

The reconstruction method makes use of the native measure-
ment space of interferometric data, which incompletely samples
the uv (i.e., Fourier)-plane. Interferometric observations mea-
sure Fourier transforms of the distribution of emission intensities
from an astrophysical source at a given angular scale and spectral
resolution. The Fourier-space measurements, called visibilities,
have coordinates (u, v) representing the projected baseline dis-
tances between two antennas in a plane normal to the direction
of the phase reference position (see e.g., Thompson et al. 2017,
page 91). Therefore, each visibilityV (u, v) is defined as

V (u, v) =

∫ ∞

−∞

∫ ∞

−∞

AN (l,m) I (l,m)
√

1 − l2 − m2
e−2πi(ul+vm)dl dm, (10)

with AN (l,m) being the normalized primary beam pattern of
the antennas (assumed to be the same for each), and I (l,m)
the source intensity distribution. Infinitesimal terms dl and
dm in this equation combine to form a solid angle, dΩ =

dl dm/
√

1 − l2 − m2, such that the power received by each
antenna is P =

∫
AN(l,m)I(l,m)∆νdΩ, where ∆ν is the instru-

mental bandpass (and we make the approximation that AN is the
same across the bandpass).

Modeling in the uv-plane avoids issues related to the decon-
volution of interferometric data (e.g. heavily correlated image-
space noise, the filtering of large spatial scales, and the nonuni-
form weighting of the signal across the baselines); it also takes
full advantage of the knowledge of the exact visibility sampling
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function as we interpolate the Fourier transformed ICM model
to match the uv-coordinates of the ACA+ALMA observations.
Regarding handling the ALMA+ACA mosaic, we model each
pointing individually and correct for the primary beam attenu-
ation per field. The fields are combined at the likelihood level
of our routine, adopting a Gaussian likelihood. The implementa-
tion uses the static nested sampling method implemented in the
dynesty package (Speagle 2020; Koposov et al. 2023).

3.2.2. Joint likelihood modeling of the ICM via ALMA, ACA,
and ACT observations

The remainder of this section will describe how we utilize both
types of observations to model the SZ effect over a broad range
of spatial scales, how we correct for the different covariances
between the various data sets, and how we infer the significance
of the modeling via the Bayes factor.

Similar to how we combine the separate pointings in the
ALMA and ACA mosaics, we also combine the ALMA+ACA
interferometric observations with the ACT maps at the likelihood
level. Thus, in every iteration, we model the pressure distribu-
tion given a set of parameters, project the model to the uv-plane,
apply the transfer function for each specific set of observations,
and compute the Gaussian log-likelihoods of the ACA+ALMA
and the ACT observations individually. We treat the ACT and
ACA+ALMA observations as independent when computing the
final posterior distribution of the model parameters. This is done
by adding the log-likelihoods linearly. Hence, we assume no
covariance between the ACA+ALMA observations and the ACT
maps. This approximation is justified by the minimal overlap in
angular scales probed by the two datasets, shown in Figure 2.

Even though the covariance between ACT and ALMA+ACA
observations can generally be neglected, there can be covariance
between the ACT maps from different frequency–array pairs (see
Sec. 2.2), particularly since the primary CMB anisotropies –
which are a source of noise for us – are present in them all4. Tur-
bulence in the atmosphere, which produces a contaminating sig-
nal for ground-based CMB observations, as well as instrumental
noise, are additional sources of covariance between some combi-
nations of the ACT maps. To account for these sources of covari-
ance, we estimate inter-map covariance matrices using similar
procedures to Madhavacheril et al. (2020); we refer the reader to
this paper and the references therein for a detailed description.
In brief, the covariance matrix is constructed by adding a signal
covariance S and a noise covariance N. Both of these components
are obtained empirically, as follows. The noise covariance comes
from nonstatic sources in time, like the instrument and the atmo-
sphere. It is calculated by taking the difference of various splits
of the data that are interleaved in time so that the static celestial
signal is removed, leaving only the nonstatic noise terms behind.
The signal covariance includes the contributions from compo-
nents on the sky not included in our cluster model, including the
CMB. Both the signal and noise covariances are estimated from
8 patches of the sky adjacent to the field containing XLSSC 122.
We assume that both the signal and noise covariances are sta-
tionary such that we can calculate the ACT likelihood in Fourier
space where the covariance matrices are diagonal.

Furthermore, in our modeling, we mainly use flat priors
except for the calibration and redshift uncertainty parameters

4 We note that any CMB realization near XLSSC 122 plays a negligi-
ble role in the noise budget of the ACA+ALMA observations (<1 µK)
when compared to the instrumental noise and calibration uncertainty of
ALMA and ACA.

which we marginalize over. Table A.1 in the Appendix provides
an overview of the priors used in our modeling. As we use a
nested sampling implementation, we explore the entire prior vol-
ume. Hence, we compute the Bayesian evidence with a simple
quadratic integration scheme using trapezoids over the initial
samples (see Speagle 2020, for more details), thus enabling a
tool for fair model comparison. Sampling of the posterior dis-
tribution continues until the log difference of the Bayesian evi-
dence is less than an arbitrary threshold, in our case set to
∆ lnB = 0.01. In this work, we normalize the Bayesian evidence
by the evidence of a null model to compute the Bayes factor Z.
The null evidence is computed by estimating the Gaussian like-
lihood when the model is set to zero while maintaining the same
prior volume. When assuming a multivariate normal distribution
for the posterior probability distribution, the Bayes factor can be
expressed in terms of σ through5

σ = sgn (∆ lnZ)
√

2 × |∆ lnZ|. (11)

4. Interloper and cluster member removal

As the SZ effect in our observations is manifested as a decre-
ment, we must account for any emission that would infill the sig-
nal. Such emission could arise from background sources, clus-
ter members, and foreground interlopers such as active galactic
nuclei (AGNs) or dusty star-forming galaxies observed at lower
redshifts (see e.g., Sayers et al. 2013, 2019; Dicker et al. 2021).
Hence, we simultaneously model the extended SZ effect jointly
with the more compact sources. Unresolved, compact sources are
modeled using point-like (Dirac delta) emission models with a
first-order polynomial to describe their spectral behavior. Often,
the contaminating source is orders of magnitude brighter than the
extended signal from the ICM (unlike the case for XLSSC 122).
Therefore, the characterization of the ICM (for instance, the inner
slope, γ in Eq. (2)) could depend on how the unwanted contin-
uum emission is subtracted from the data. By modeling both the
SZ effect and contaminating sources, we have a better handle on
removing contamination through Bayesian inference.

At two locations in the ALMA and ACA image, we
find evidence for bright spectral line emission, as shown in
Figure 4. One line is found in Band 3 and the other in
Band 4 at an RA and Dec (2◦17′42′′.8101,−3◦45′31′′.062) and
(2◦17′41′′.2573,−3◦45′31′′.799) respectively. The lines corre-
spond to two galaxies at z = 1.19 and z = 1.96 and are co-spatial
with galaxies detected in the optical broad-band images. The
galaxies are bright enough to show as point sources in the con-
tinuum maps (e.g., see Fig. 1). Hence, we removed the higher-
frequency half of the corresponding spectral window before con-
tinuum modeling the pressure distribution of the ICM.

Furthermore, we detect line emission from two cluster mem-
bers by visually inspecting the channel maps at the location of
their optical counterparts. These sources, however, are too faint
to be detected in the continuum image6. Hence, these lines repre-

5 Assuming that the posterior probability distribution follows a mul-
tivariate normal distribution, the process of likelihood marginalization
needed to derive the Bayesian evidence is analogous to calculating the
cumulative probability function of the underlying normal distribution.
When flat priors are applied, this can be readily adjusted by introduc-
ing an analytical truncation to the likelihood function. Consequently, it
becomes possible to represent the Bayesian evidence as a linear combi-
nation of scaled error functions.
6 We perform additional binning along the frequency axes into a
single-frequency bin to decrease computation time while minimizing
the uv-coverage loss.
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Fig. 4. Emission lines in the ALMA and ACA observations obtained
from a single beam. One in Band 3 and the other in Band 4 at (RA,
Dec) coordinates (2◦17′42′′.8101,−3◦45′31′′.062) and (2◦17′41′′.2573,
−3◦45′31′′.799) respectively. The line emission comes from two galax-
ies at z = 1.19 and z = 1.96 which are also detected in optical broadband
images.

sent a negligible contribution to the modeling. Finally, we find no
radio source in surveys such as the Very Large Array Sky Survey
(VLASS, Lacy et al. 2020) within our field of view, including the
brightest cluster galaxy (BCG).

With the removal of the bright emission lines, we find no
further >4σ-bright point sources in the ALMA+ACA Band 3
continuum maps (e.g., see Fig. 3). However, we find a 21σ point
source continuum detection in the ALMA Band 4 observations at
the location of the bright emission line seen in the Band 3 obser-
vations (2◦17′42′′.8101,−3◦45′31′′.062). Thus, we utilize Band
4 data to broaden the spectral coverage and remove the dust-
continuum emission originating from this interfering source. We
did this by modeling the point source using both ALMA Band 3
and 4 observations. We note that this point source is located just
beyond r500 and is undetected (<2σ) in the ACA+ALMA Band
3 map. Nevertheless, we subtracted the model from the observa-
tions before modeling the SZ signal, which is described in the
next section.

Finally, we ran a point source search with our forward mod-
eling routine using both the ALMA+ACA Band 3 and ALMA
Band 4 observations with a lower uv-cut of 11 kλ to exclude
extended emission. We model any possible emission features
with a point source which is described by seven parameters,
namely: RA, Dec, Amplitude, spectral slope, and the three cali-
bration uncertainty parameters of the observations. Other than
the earlier mentioned two bright sources, we found no other
region with a significant detection in the posterior distribution of
the modeled parameters, indicating that no further point source
contamination is present in the data set, including the sources
for which we found tentative line emission in the channel maps.
So, by adding the high-resolution ALMA+ACA observations,
we find that XLSSC 122 is not significantly contaminated. The
only contaminating source present is off-center and can be con-
sidered point-like.

5. Single component ICM modeling

Here we present our general results regarding the pressure pro-
file modeling. Our baseline assumption is that the surface bright-
ness distribution is well-described by one component, and hence
the pressure distribution of the ICM is modeled with a single
profile. For this, we will model using both the empirical and the-
oretical formalism. To assess the impact of adding data from a
single-dish telescope to the forward-modeling routine, we first
model the ICM using ALMA and ACA observations only. These
results are given in Section 5.1. The results regarding the joint
modeling to the ALMA+ACA+ACT observations are provided
in Section 5.2. The latter section also discusses how adding
zerospacing information changes the derived posterior distribu-
tions of the modeled parameters.

5.1. ALMA+ACA modeling

Table 1 presents the most likely parameters derived from the
nested sampling routine for both formalisms. Because of the
complex degeneracies between the different model parameters
(especially in the case of the theoretical model), the error on
the derived parameters is asymmetric. The posterior distributions
of all model runs are shown in the supplementary material. In
Table 1, the parameters which are unfrozen and hence modeled
are indicated with error bars. The frozen parameters are set to the
shape parameters for the A10 universal pressure profile (A10-
UPP) in the case of the theoretical formalism. For the empiri-
cal formalism runs, we froze the shape parameters to the aver-
aged values found for the three different cluster classifications in
Arnaud et al. (2010) and McDonald et al. (2014). The results on
the theoretical formalism and the empirical formalism are pro-
vided in Sections 5.1.1 and 5.1.2, respectively. For all runs, we
marginalized over the calibration and redshift uncertainties. All
priors are given in the appendix, Table A.1.

The second column in Table 1 shows the Bayes factor Z
which is the Bayesian evidence normalized by the evidence for
the null model. Using Equation (11), we can conclude that we
detect the SZ effect at ∼10.9−11.2σ in the ACA+ALMA data,
depending on the model. In the next two sections, we will go into
more depth on the results shown in Table 1.

5.1.1. The theoretical formalism

When modeling with the theoretical formalism (shown at the top
of Table 1), we unfreeze the shape parameters one by one, thus
systematically increasing the prior volume; as we do so, |∆ lnZ|
systematically decreases (rows 1–4 in Table 1). Thus we con-
clude, via the Bayesian evidence, that we cannot robustly dif-
ferentiate between runs that are modeled with more complex-
ity (more unfrozen parameters) and the more simplistic ones
because of the loss of large-scale information in the interfer-
ometric observations. This filtering removes the spatial scales
which are sensitive to the total flux of the system and to the
shape of the pressure profile in the outer regions, namely the
β-parameter7. As the integrated pressure along the line of sight
is degenerate with β, it becomes difficult to constrain the normal-
ization of the profile and thus fit for P when β is unfrozen. This is

7 We note that this is not due to a radial dependence of the filtering
effect but rather due to the fact that the radial trend of the pressure profile
in cluster outskirts is generally too shallow (i.e., described mostly by
large-scale modes). Any small-scale feature in the outer regions with
an extent matching the range of scales probed by ALMA would still be
observed.
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Table 1. Most likely parameters for a single SZ component, modeled with a gNFW (upper) and the empirical formalism (lower).

ALMA+ACA: Single theoretical-model posterior values

Model type |∆ lnZ| σ(†)
eff

∆RA ∆Dec P0 rs e PA α β γ

– – – [′′] [′′] [keV cm−3] [◦] – [◦] – – –

gNFW 59.9 10.9 −0.5+0.9
−0.9 11.0+1.2

−1.2 0.07+0.02
−0.02 0.011+0.003

−0.002 0.00 0.0 1.0510 5.4905 0.3081
gNFW 59.8 10.9 −0.9+1.0

−1.0 10.7+1.2
−1.2 0.48+0.31

−0.29 0.007+0.002
−0.001 0.00 0.0 1.0510 5.4905 −0.51+0.44

−0.29
gNFW 59.5 10.9 −0.9+0.9

−1.0 10.7+1.2
−1.2 0.43+0.34

−0.26 0.010+0.004
−0.004 0.00 0.0 1.0510 7.1+1.9

−2.5 −0.44+0.42
−0.30

gNFW 57.7 10.7 −0.8+1.0
−1.0 10.7+1.4

−1.2 0.18+0.38
−0.13 0.008+0.008

−0.004 0.00 0.0 1.3+2.1
−0.4 5.8+2.5

−3.0 −0.17+0.53
−0.42

gNFW 62.0 11.1 −0.4+0.8
−0.8 10.9+1.3

−1.3 0.11+0.04
−0.03 0.014+0.003

−0.002 0.52+0.12
−0.15 −0.0+10

−10 1.0510 5.4905 0.3081
gNFW 60.7 11.0 −0.8+0.9

−1.0 10.7+1.3
−1.4 0.39+0.36

−0.22 0.009+0.003
−0.002 0.51+0.13

−0.16 −1.0+11
−11 1.0510 5.4905 −0.25+0.39

−0.35
gNFW 60.8 11.0 −0.8+0.9

−1.0 10.6+1.4
−1.3 0.42+0.34

−0.24 0.013+0.005
−0.005 0.50+0.12

−0.16 −1.5+11
−11 1.0510 7.2+1.8

−2.4 −0.28+0.37
−0.31

gNFW 59.5 10.9 −0.9+0.9
−0.9 10.5+1.3

−1.4 0.17+0.28
−0.10 0.007+0.007

−0.003 0.52+0.12
−0.16 −3.0+11

−11 1.8+3.5
−0.80 5.1+2.9

−2.7 −0.11+0.56
−0.48

ALMA+ACA: Single empirical-model posterior values

Model type |∆ lnZ| σ(†)
eff

∆RA ∆Dec log M500,c e PA α β γ

– – – [′′] [′′] [M�] – [◦] – – –
A10-UPP 62.3 11.2 −0.3+0.8

−0.9 11.0+1.3
−1.2 14.01+0.03

−0.03 0.00 0.00 1.0510 5.4905 0.3081
A10-MD 62.6 11.2 −0.8+1.0

−1.0 11.0+1.3
−1.3 14.00+0.04

−0.04 0.00 0.00 1.4063 5.4905 0.3798
A10-CC 59.5 10.9 0.2+0.9

−0.9 10.9+1.5
−1.4 13.87+0.03

−0.04 0.00 0.00 1.2223 5.4905 0.7736
M14-UPP 62.5 11.2 −1.1+1.0

−1.0 10.7+1.3
−1.3 14.12+0.04

−0.04 0.00 0.00 2.2700 3.4800 0.1500
M14-MD 62.3 11.2 −1.2+1.0

−1.0 10.9+1.4
−1.3 14.10+0.04

−0.04 0.00 0.00 1.7000 5.7400 0.0500
M14-CC 62.7 11.2 −0.9+1.0

−1.0 10.7+1.3
−1.3 14.11+0.04

−0.04 0.00 0.00 2.3000 3.3400 0.2100
A10-UPP 63.8 11.3 −0.3+0.8

−0.8 10.9+1.2
−1.3 14.17+0.10

−0.09 0.49+0.14
−0.18 −1.6+18

−12 1.0510 5.4905 0.3081
A10-MD 64.3 11.3 −0.8+0.9

−0.9 10.9+1.4
−1.4 14.17+0.10

−0.09 0.47+0.13
−0.17 0.4+16

−17 1.4063 5.4905 0.3798
A10-CC 61.5 11.1 0.2+0.7

−0.7 11.0+1.3
−1.3 14.13+0.12

−0.12 0.57+0.12
−0.17 −4.3+10

−17 1.2223 5.4905 0.7736
M14-UPP 64.1 11.3 −1.1+0.9

−0.9 10.6+1.3
−1.4 14.30+0.10

−0.09 0.47+0.13
−0.16 −1.3+11

−11 2.2700 3.4800 0.1500
M14-MD 64.0 11.3 −1.3+0.9

−0.9 10.7+1.4
−1.4 14.29+0.10

−0.09 0.48+0.12
−0.16 −0.8+10

−10 1.7000 5.7400 0.0500
M14-CC 64.4 11.4 −1.0+0.9

−0.9 10.5+1.3
−1.3 14.29+0.09

−0.09 0.48+0.12
−0.17 −2.1+11

−11 2.3000 3.3400 0.2100

Notes. Every row corresponds to a unique run in which we varied the parameters that are listed with uncertainties. The uncertainties on the derived
parameters are given as the 16th and 84th quantiles. Corner plots of these runs are shown in the supplementary material. The coordinate centers
∆RA and ∆Dec are given with respect to the BCG, which is located at an RA and Dec of 2◦17′44′′.2128, −3◦45′31′′.68. (†) The effective significance
is computed via Eq. (11).

Fig. 5. Most likely model from the theoretical formalism (based on the Bayes factor, row 5) of Table 1. In the left panel, we show the dirty image
of the joined ACA+ALMA observations. The second panel is the likelihood-weighted model reconstruction from the nested sampling routine. The
third panel shows the model corrected for the incomplete uv-coverage of the observations. On the right, we show the residuals by subtracting the
model from the observed visibilities. The black contours are drawn at [−4.5, −3.5, −2.5, −1.5, 1.5, 2.5, 3.5]-σ based on the noise in the residual
map. The third panel also includes the 0σ level. The contours in the second panel are drawn at [−6.5, −4.5, −2.5, 2.5, 3.5]-σ. The model shows a
clear resemblance to the data.

especially clear when modeling with the empirical-model imple-
mentation described in the next section. However, in these single
component fits, we do find overall higher evidence for elliptical
models with an axis ratio of ∼50% elongated nearly along the
north-south axis.

Figure 5 shows the most likely model, based on the Bayesian
evidence shown in Table 1, for the theoretical formalism. The
model, shown in the second panel, is made by imaging each
sample of the forward-modeling routine and weighting it by its
likelihood when averaging them together and illustrates the high

eccentricity of the system. The third panel shows the large-scale
filtering by the incomplete uv-coverage on the images. The resid-
uals in Figure 5 are obtained by subtracting the model in the visi-
bility plane from the data. As the residuals indicate a good agree-
ment between the observations and the modeled surface bright-
ness, the base assumption that the bulk of the ICM is composed
of a single pressure profile thus holds for this z ∼ 2 cluster.

The modeling shows a preference for negative to flat γ solu-
tions, indicating a disturbance of the pressure profile in the inner
regions of the cluster. However, another plausible explanation
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for low γ-values would be that the positive continuum emission
of the central galaxies balances the negative surface brightness
of the SZ decrement. From the X-ray imaging (see Fig. 3), there
is a small hint of possible AGN activity as a slight increase in
emissions is found at the location of the BCG. However, we do
not detect the BCG or any of the central galaxies in the ALMA
and ACA data in either the continuum or any of the spectral
lines (because of the spectral tuning of the observations). How-
ever, Figure 3 shows a decrease in the decrement around the
central four galaxies, indicating a possible presence of contin-
uum emission from the BCG. To test this, we reran the best-
fitting gNFW model (row five in Table 1) with an additional
point source component frozen at the location of the BCG (based
on the HST imaging). We modeled (including the Band 4 data)
both the amplitude and spectral slope of the central galaxy. We
find that the amplitude of any point source at the location of the
BCG is consistent with noise. Then, by resampling the param-
eter space through the nested sampling routine, we find no sig-
nificant difference in the derived parameters of the gNFW pro-
file, including the inner slope value, γ, when including a point
source component. Through the Bayes factor, we can reject the
presence of a point source at the location of the BCG in the
ALMA+ACA data by 4.1σ. These results are similar to the find-
ings of Kitayama et al. (2023) on the effect of low S/N con-
taminating sources when deriving pressure profiles from the SZ
effect. Furthermore, the additional point source component did
not affect the centroid position of the SZ effect.

5.1.2. The empirical formalism

For runs with the A10 (empirical) formalism, we did not model
any of the shape parameters but set them to the values for each
separate classification as described in Arnaud et al. (2010) and
McDonald et al. (2014). In the modeling, we freed the centroid,
eccentricity, position angle, and mass of the system, which is
linked to the amplitude and scale radius of the pressure profile
(see Section 3.1). By freeing up the amplitude parameter, the for-
ward modeling routine automatically corrected for the unequal
Y-value of each classification. Hence, we find for the different
model classifications a different mass estimate. However, the
Bayesian evidence tells us (second column in Table 1) that the
data cannot distinguish which model type is preferred when the
total mass (or the total Compton-Y value) is unknown. Only the
pressure profile that corresponds to the averaged local cool-core
(A10-CC) profile is disfavored by the data (∆ lnZ > 2.3).

When estimating the significance between various models,
one cannot simply take the difference between two σeff values
reported in the third column of Table 1. For example, the sig-
nificance between the spherical symmetric A10-MD and A10-
CC is, σdiff =

√
2 × (62.3 − 59.5) = 2.4, meaning that the

spherical A10-MD model is favored by the data with a sig-
nificance of 2.4σ over the A10-CC one assuming a multivari-
ate normal distribution for the posterior probability distribution,
which is only a modest improvement. As the normal distribu-
tion is not a perfect fit for the posterior distribution, we can also
look at the difference in the Bayes factor for the two classifica-
tions: ∆ lnZ = 62.3 − 59.5 = 2.8, which according to standard
Bayesian inference is interpreted as a strong (but not definitive)
evidence for preferring the A10-MD model over the A10-CC one
(Dittrich et al. 2019). This is consistent with the finding from the
theoretical formalism in the previous section that a small or neg-
ative γ solution is mildly preferred by the data.

Furthermore, the lack of short baselines in the ALMA+ACA
observations explains why the mass estimates vary between

models and why the data do not have a significant preference
among the various templates. The latter statement is a conse-
quence of the strong β–P0 degeneracy which led to the inabil-
ity to constrain β in the theoretical formalism. Figure 6 shows
the constraining power of the ACA and ALMA observations
together with the median models from Table 1 in the Fourier
domain, the domain where the likelihood is estimated. Figure 6
is made by phase shifting the respective ALMA and ACA point-
ings to the centroid of the SZ decrement and then radially bin-
ning the uv-coordinates in spherically symmetric shells. The
radial bins are spaced such that the statistical uncertainty in each
bin is equal (i.e., each bin comprises an equal number of visi-
bilities). The error bars show the mean and standard deviation
for the real and imaginary parts of the visibilities for the stacked
pointings. The ACA mosaic has no field pointing to the center of
the mosaic. Therefore, we used the three ACA fields closest and
with similar distances to the SZ centroid to combine the visibil-
ities in uv-space. Adding other fields at a larger angular separa-
tion from the SZ centroid would cause discrepancies regarding
the uv radial amplitude because of the primary beam attenuation
of the antennas. For the ALMA observations, we show the cen-
tral field in Figure 6. The same operation as done on the data is
performed on the primary-beam attenuated SZ models shown in
Table 1. We note that the modeling is performed on the unbinned
two-dimensional visibilities, not these radially binned ones. The
shaded regions in Figure 6 indicate the standard deviation in the
uv-radial bin of the model, not the error provided in the posterior
distribution, and are thus a direct consequence of the eccentricity
of the cluster.

Figure 6 makes clear that we cannot distinguish between the
different classifications when modeling for the projected eccen-
tricity of the cluster. For intuition’s sake, Figure 7 shows the
image plane variant of Figure 6, namely the derived pressure
profiles. Here we calculated the uncertainties based on the sam-
ples of the nested sampling routine. All in all, one needs to be
careful when deriving pressure profiles when the total flux of the
system is unknown. Hence, we turn in Section 5.2 to provide the
results of the ALMA+ACA+ACT modeling.

5.2. ALMA+ACA+ACT joint likelihood modeling

By adding single-dish ACT observations, we get an addi-
tional constraint on the total flux of XLSSC 122. Even though
XLSSC 122 is almost unresolved in ACT, as shown in Figure 1,
we still propagate the full ICM model to the ACT frequency
maps when forward modeling as described in Section 3.2.2.
The results for both the theoretical and empirical formalism are
shown in Table 2. In Figure 8, we highlight four marginalized
posterior distributions to show the effect that adding single-dish
ACT observations to the forward-modeling routine has on the
derived parameters. The full corner plots of the runs are included
in the supplementary material.

Figures 9 and 10 show the uv-radial distributions of the mod-
eled pressure profiles and its image-plane variant. We observe
a tighter scatter at smaller uv-distances and a smaller eccentric-
ity (also shown in Table 2 and the fourth panel of Fig. 8). In
the ALMA+ACA runs, the eccentricity (defined as one minus
the minor over major axis ratio) was, on average, e = 0.50+0.12

−0.16.
With the introduction of the ACT observations, we find that the
eccentricity is driven to lower values with a likelihood-weighted
average of e = 0.46+0.12

−0.16. This makes the eccentricity more con-
sistent with 0, but regardless, Figure 8 shows that the modeling
still has constraining power on e. Furthermore, the A10-CC pro-
file model is disfavored by the data (∆ lnZ > 11.2) and seems to

A41, page 10 of 21



van Marrewijk, J., et al.: A&A, 689, A41 (2024)

Fig. 6. uv-radial distributions of the Band 3 ACA (left) and ALMA (right) observations in which the visibilities are phase-shifted to the center of
the SZ decrement. The colored lines show the median primary beam-attenuated elliptical SZ models based on the empirical formalism which are
reported in Table 1. The shaded regions indicate the standard deviation in the uv-radial bin of the model and are thus a direct consequence of the
eccentricity of the cluster. To gauge the uncertainty, we show the 0.16–0.84 quantiles of the mean A10-cc profile with the gray dash-dotted lines.
The divergence of the A10-CC profile from the rest of the models and the introduction of eccentricity to the modeling of the SZ signal shows
that the data disfavors a local cool core cluster as the morphological state of XLSSC 122. Other classifications cannot be separated because of the
limited capabilities of ALMA+ACA in constraining fluxes at scales larger than about 2′.0 (∼1 kλ).

Fig. 7. Derived radial pressure profiles of the best-fit elliptical models
which follow the empirical formalism as shown in Table 1. The shape
parameters of the A10-model parameters are frozen and set to the six
classifications of Arnaud et al. (2010) and McDonald et al. (2014). The
uncertainties are derived from the 0.16–0.84 quantiles of the sampled
posterior distribution’s mass (amplitude) parameter. The uncertainties
are thus marginalized over the centroid position, eccentricity, redshift,
and calibration uncertainties. These profiles are the image plane variants
(Fourier transforms) of the ones shown in Figure 6.

compensate for the higher mass value with a larger minor over
major axis ratio. The eccentricity is modeled by squeezing the
grid on which the pressure distribution is mapped to the desired
extent while assuming a nonzero eccentricity along the line of
sight direction. This compression leads to a reduction in the inte-
grated pressure along the line of sight, consequently decreas-
ing the total flux. Hence, the eccentricity is degenerate with the
amplitude and β-parameter of the pressure profile creating the
wide posterior distribution shown in Figure 8.

Furthermore, with the inclusion of the ACT observations, we
find higher halo mass estimates (>3σ) for the spherically sym-
metric models, but the significance vanishes when the eccentric-
ity is taken into account with the modeling. We do find sys-
tematically tighter uncertainties on the halo mass (by a fac-
tor of ∼1.5) among the different models when modeling only
to the ACA+ALMA observations. This is also shown in the
third panel of Figure 8. This panel indicates that the inclusion
of the ACT observations leads to a tighter constraint on M500,c
while the centroid of the SZ effect is unaffected by the ACT-
observation and driven by the ALMA+ACA observations which
probe much smaller scales. Still, the McDonald et al. (2014)
profiles consistently estimate higher masses; however, the dis-
crepancy becomes insignificant (<2σ) when the eccentricity is
included in the modeling.

Furthermore, we still cannot significantly differentiate
between the several profile classifications by adding ACT data.
This is because of the high-dimensional parameter space, the
complex degeneracies, the relatively low S/N in the spatial scales
3−10 kλ of the ACA and ALMA observations, and the similar-
ity between the different profiles. But guided by the Bayesian
evidence (∆ lnZ > 4.7), we can say that XLSSC 122 is
similar to local morphologically disturbed clusters (A10-MD)
and the more distant relaxed clusters (M14-UPP and M14-
CC). The M14-MD model is disfavored (∆ lnZ > 4.8) likely
because of the relatively large β value, β = 5.74. From the
ALMA+ACA+ACT modeling with the theoretical formalism,
we find consistently lower beta values which is in line with
the Bayes factor disfavoring the M14-MD model over the other
ones.

Regarding the modeling based on the theoretical formalism,
the first point to note is that the two gNFW runs in which we
additionally unfroze the parameters γ, β and γ, β, and α for ellip-
tical morphologies both resulted in highly unphysical solutions
for the best-fit model parameters. For instance, the eccentricity
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Table 2. Similar as Table 1 but modeled with ALMA+ACA+ACT observations.

ALMA+ACA+ACT: Single theoretical-model posterior values
Model type |∆ lnZ| σeff ∆RA ∆Dec P0 rs e PA α β γ

– – – [′′] [′′] [keV cm−3] [◦] – [◦] – – –

gNFW 117.2 15.3 −0.2+0.9
−0.9 11.5+1.2

−1.2 0.05+0.01
−0.01 0.017+0.002

−0.001 0.00 0.0 1.0510 5.4905 0.3081
gNFW 115.5 15.2 −0.1+0.9

−1.0 11.5+1.3
−1.3 0.04+0.07

−0.02 0.018+0.005
−0.005 0.00 0.0 1.0510 5.4905 0.41+0.26

−0.39
gNFW 115.5 15.2 −0.2+1.0

−1.0 11.3+1.2
−1.2 0.10+0.26

−0.07 0.009+0.010
−0.005 0.00 0.0 1.0510 4.0+1.5

−0.8 0.16+0.39
−0.66

gNFW 114.2 15.1 −0.2+1.0
−1.0 11.5+1.2

−1.2 0.34+0.53
−0.25 0.002+0.008

−0.001 0.00 0.0 0.7+0.1
−0.1 5.8+1.1

−1.0 −0.01+0.37
−0.30

gNFW 118.8 15.4 −0.3+0.9
−0.9 11.3+1.3

−1.3 0.06+0.01
−0.01 0.020+0.002

−0.002 0.47+0.12
−0.15 6+10

−10 1.0510 5.4905 0.3081
gNFW 117.2 15.3 −0.2+0.9

−0.9 11.3+1.3
−1.3 0.05+0.07

−0.02 0.022+0.006
−0.006 0.49+0.11

−0.14 6+10
−09 1.0510 5.4905 0.43+0.22

−0.35

ALMA+ACA+ACT: Single empirical-model posterior values
Model type |∆lnZ| σeff ∆RA ∆Dec log M500,c e PA α β γ

– – – [′′] [′′] [M�] – [◦] – – –
A10-UPP 111.2 14.9 −0.1+0.7

−0.8 10.9+1.1
−1.1 14.09+0.02

−0.02 0.00 0.00 1.0510 5.4905 0.3081
A10-MD 114.6 15.1 −0.4+0.9

−0.8 11.2+1.2
1.2 14.09+0.02

0.03 0.00 0.00 1.4063 5.4905 0.3798
A10-CC 94.7 13.8 0.6+0.8

0.8 10.1+1.1
1.3 13.98+0.03

0.03 0.00 0.00 1.2223 5.4905 0.7736
M14-UPP 114.9 15.2 −0.8+0.9

0.9 10.9+1.2
1.1 14.21+0.02

0.03 0.00 0.00 2.2700 3.4800 0.1500
M14-MD 109.9 14.8 −1.0+0.9

0.9 11.2+1.2
1.3 14.21+0.03

0.03 0.00 0.00 1.7000 5.7400 0.0500
M14-CC 114.0 15.1 −0.6+0.9

0.9 10.7+1.1
1.2 14.21+0.03

0.03 0.00 0.00 2.3000 3.3400 0.2100
A10-UPP 110.9 14.9 −0.0+0.8

0.7 10.7+1.1
1.2 14.18+0.08

0.06 0.32+0.18
0.19 −2+13

14 1.0510 5.4905 0.3081
A10-MD 115.7 15.2 −0.4+0.8

0.7 11.0+1.2
1.2 14.24+0.08

0.08 0.42+0.13
0.17 1+10

10 1.4063 5.4905 0.3798
A10-CC 99.7 14.1 0.7+0.6

0.7 10.4+1.3
1.4 14.37+0.11

0.11 0.71+0.07
0.10 −3+5

5 1.2223 5.4905 0.7736
M14-UPP 116.4 15.3 −0.8+0.8

0.8 10.8+1.3
1.2 14.37+0.08

0.08 0.45+0.12
0.16 0+9

9 2.2700 3.4800 0.1500
M14-MD 111.0 14.9 −1.0+0.8

0.9 10.9+1.2
1.3 14.35+0.08

0.07 0.42+0.13
0.16 0+10

10 1.7000 5.7400 0.0500
M14-CC 115.8 15.2 −0.6+0.8

0.7 10.6+1.2
1.2 14.38+0.09

0.08 0.48+0.12
0.15 −1+8

9 2.3000 3.3400 0.2100

Fig. 8. Comparison between modeling with
ALMA+ACA (blue) and ALMA+ACA+ACT
(orange) observations. The full posterior distribu-
tions of all runs can be found in the supplemen-
tary material. Here we highlight four marginal-
ized posterior distributions to show the effect ACT
observations have on the P0−rs, rs−β, Dec–M500,c,
and the M500,c−e relationships, shown from left to
right, top to bottom. The weighted median values
of the ALMA+ACA+ACT runs are highlighted
with black lines. For a detailed description of the
effect the ACT observations have on the sam-
pled posterior distribution, we refer to the text in
Section 5.2.

parameter e converged to extreme values of e > 0.9. Similarly,
the posterior distribution for the β slope saturated over the lower
prior edge, corresponding to β < 2 and, in turn, to the impossibil-
ity of deriving a numerical solution to the line-of-sight pressure
integral. Hence, these models are not reported in Table 2. For the

remaining cases, the introduction of the ACT data significantly
mitigated the P0−rs degeneracy (see the first panel of Fig. 8).
This translated to tighter constraints on the derived shape param-
eters of the gNFW-formalism: γ (the inner slope parameter) is
now for all runs more consistent with zero and positive values,
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Fig. 9. Same as Figure 6 (also shown here in gray), but including here the additional constraining power of the ACT data in the model fitting. We
observe a tighter correlation at smaller uv-distances, an overall larger amplitude, and a smaller eccentricity. We note the ACT data are not shown
due to the complexity of accurately representing the image space data in this domain.

Fig. 10. Same as Figure 7 but with the addition of ACT constraints, as
in Figure 9.

and the constraints on β (the outer slope parameter) are now
consistent with derived values from hybrid analysis of observa-
tions and hydrodynamical simulations (Arnaud et al. 2010) and
stacked Chandra observations (McDonald et al. 2014) while the
corner plots from the ACA+ALMA only runs show that β was
unconstrained (see the second panel of Fig. 8).

6. Two component ICM modeling

As the merger rate increases with redshift (Fakhouri et al. 2010)
one might expect a more complex morphology of the pressure
distribution in the ICM of XLSSC 122 than a single elliptical
component. While Figure 5 indicates that a single component
adequately describes the bulk of the ICM, there are still residual
features that show negative deviations at ∼−3σ. Previous stud-
ies have demonstrated that on the occasion of a cluster fly-by or
when the system is in a premerger or accretion phase, the pres-
sure distribution can exhibit multiple peaks (see, for instance,

Di Mascolo et al. 2021). Hence, these tentative negative features
could be attributed to the presence of an infalling group or other
kinds of complex morphologies, like filaments.

6.1. “Cleaned” image reconstruction

To better highlight possible asymmetric surface brightness dis-
tributions, we made a “cleaned” image reconstruction of the
previously shown dirty images of XLSSC 122. The use of the
clean algorithm has been the de facto standard in radio astron-
omy for half a century (e.g., Högbom 1974). However, this rou-
tine assumes that the emission distribution is well described by
an arbitrary set of point-like or multiscale Gaussian sources.
Figure 6 directly shows that this assumption is invalid in our
case, as our emission distribution is unevenly spread along the
baselines and mainly concentrated at the smaller uv-distances
(i.e., large angular scales). Therefore, we constructed our own
deconvolution algorithm. Our routine is more analogous to the
image reconstruction techniques used in optical interferome-
try, in which prior information about the source is exploited to
deconvolve the dirty beam pattern from the true sky.

Our routine works as follows: If we assume the signal is well-
described by a gNFW profile (instead of a combination of point
sources), we can use our forward-modeling technique to find the
best-described gNFW profile (think of this as a minor cycle of
the deconvolution algorithm) and to subtract this from the vis-
ibilities (thus performing only one major cycle). Hence, we do
not have an iterative approach but a Bayesian one in which we
are guided by the evidence to find the most likely model rather
than cleaning to an arbitrary threshold. By subtracting the model
from the visibilities, the resulting residual image thus becomes
freed of the dirty beam patterns originating from the convolution
between the SZ effect and the incomplete uv-coverage. Then,
similar to clean, we add the imaged residuals (shown on the
right panel of Fig. 5) to the likelihood-weighted model, which
is smoothed with the synthesized beam (5′′) and attenuated by
the primary beam, to create the image reconstruction. Hence, we
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Fig. 11. “Cleaned” ACA+ALMA image of XLSSC 122. Here we com-
bined the likelihood-weighted reconstructed model of a single elliptical
gNFW profile (see row five of Table 1), smoothed with the synthesized
beam, together with the imaged residuals, computed in the uv-plane.
Hence, we corrected for the dirty beam patterns visible in Figure 5.
Contours are drawn from [−10, −8, −6, −4, −2, 2, 4]-σ estimated on
the residual map shown in Figure 5. We overlay the location of the clus-
ter members and indicate r500,c centered on the peak of the SZ flux. We
observe asymmetric features in the south, potentially indicating a mor-
phological disturbance to the cluster.

employ the results of our forward-modeling routine presented
above to get a clean-like reconstruction of XLSSC 122.

The deconvolved ACA+ALMA map of XLSSC 122 is
shown in Figure 11. This image clearly shows two filamentary-
like structures in the south which are co-spatial with the negative
deviations at ∼−3σ shown in the residual map of Figure 5.

6.2. Modeling asymmetric pressure distributions

After obtaining the cleaned interferometric image, we ran a
two-component model to confirm via uv-based modeling that
these filamentary-like structures are not an imaging artifact. The
empirical formalism is unsuitable for modeling faint elongated
filamentary-like structures due to the constraint between the spe-
cific radius and the integrated flux. In contrast, the theoreti-
cal formalism decouples the specific radius rs from the ampli-
tude P0, granting greater modeling flexibility for brighter but
thinner surface brightness distributions. Hence, we ran the two-
component models only with the theoretical formalism.

We consider both a spherical symmetric profile and one in
which we freed the eccentricity. The shape parameters of the
gNFW are frozen to the A10-UPP values, similar to what is done
in Section 5.1.1. To let each run converge to a single solution,
we used an ordered prior on the declinations of the centroids of
the two SZ components which enforces that one model compo-
nent has a declination that is always higher than the other. Simi-
lar to the single-component runs, we model the two-component
runs twice: first is the likelihood computed with only the
ACA+ALMA observations, and then with ACT+ACA+ALMA.
Thus, in total, we perform four two-component model runs. The
resulting four models are shown in Figure 12.

Regarding the ACA+ALMA-only modeling, both the spher-
ically symmetric and elliptical models show in the likelihood-
weighted image an extended feature along the southeastern fila-

ment (see the right two panels of Figure 12). For the spherically
symmetric model, we observe an improvement of the Bayesian
evidence of |∆ lnZ| = 62.3 relative to the symmetrical one-
component fit. For the elliptical one, we find |∆ lnZ| = 68.6.
The latter translates to a Bayesian evidence difference of 6.6 with
respect to the best single elliptical gNFW model, indicating a
tentative 3.6σ detection of the second component (see Eq. (11)).
A ∆ lnZ = 6.6 is considered as decisive evidence (Dittrich et al.
2019).

The likelihood-weighted model reconstructions of the
ACT+ACA+ALMA runs are shown in the first two panels of
Figure 12. When modeling with the additional ACT obser-
vations, only the elliptical implementation clearly shows the
asymmetric feature along the southeastern direction. From the
Bayesian evidence, we find ∆| lnZ| = 116.8 and ∆| lnZ| =
121.8, which corresponds to a difference of −0.4 and 3.0 (with
the latter equivalent to a tentative 2.4σ preference) when com-
pared with their respective single component gNFW model
for the spherical and elliptical implementations. This implies
that the observations require some degree of elongation in
both the north-south and the cross-diagonal orientation. The
absence of a secondary component in the spherically sym-
metric two-component ALMA+ACA+ACT run, as opposed
to the ALMA+ACA run, and the lower significance of the
ALMA+ACA+ACT run with respect to the ALMA+ACA run
can be attributed to the flux constraint imposed by the ACT
observations on the overall system. The ALMA+ACA observa-
tions lack short-baseline information, providing greater maneu-
verability for the model as demonstrated in Figure 12 where the
integrated flux in the spherical symmetric ALMA+ACA run is
larger when compared to the other.

Regarding the eccentricity, the modeling done on both
the ACA+ALMA and ACA+ALMA+ACT observations imply
an eccentricity for the smaller component of ∼0.8. This is
extreme; however, the cause is most likely because of the model
choice. Currently, there are no accurate models to describe these
filamentary-like structures which were computationally feasible.
However, to overcome a possible mismatch between the model
implementation (a very eccentric gNFW profile) and the tenta-
tive filamentary-like structure, we weighted each sample of the
nested sampling routine with its likelihood and computed the
weighted average, which is the same as marginalizing over the
posterior distribution. Then, we take into account all the com-
plex degeneracies seen in the posterior distribution. Figure 12
shows each of the marginalized two-component gNFW mod-
els. By marginalizing over the posterior distribution, we get a
smoother model which closely resembles the cleaned image,
as indicated in Figure 12 where we plot the contours from the
cleaned image reconstruction (see Fig. 11) on top of the mod-
els. We find that the southern filament is part of the bulk of the
ICM, while the southeastern elongated structure is best described
by the secondary, smaller component. The integrated flux of the
secondary component is roughly twice as faint as the bulk of the
ICM, and the projected centroids are separated by ≈33′′.

7. Mass estimates

Figure 13 shows an overview of halo masses (M500,c) of
XLSSC 122. Our SZ mass is calculated by taking the evidence-
weighted average of the mass estimates from the empirical
formalism runs utilizing ALMA+ACA+ACT observations as
shown in Table 2, and is equal to M500,c = 1.66+0.23

−0.20 × 1014 M�.
Here, we make use of local scaling relations from Arnaud et al.
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Fig. 12. Results on the two-component modeling via the theoretical formalism for both the elliptical (columns one and three) and spherically
symmetric implementations (columns two and four). Here, the shape parameters of the gNFW are frozen to the A10-UPP values. The first
two columns are modeled to ALMA+ACA+ACT observations and the last two only to ALMA+ACA. In red, we show the unsmoothed model
reconstruction. The color map and black contours are the same reconstruction but smoothed with 5′′ Gaussian taper to match the observations.
The contours are drawn at the same levels in Figure 11. In purple, we show the contours of Figure 11. This figure indicates that the two-elliptical
SZ components better resembles the surface brightness distribution of XLSSC 122 than the spherical one.

(2010) to convert Y500,c to an SZ-derived halo mass, as robust
scalings derived from high-z clusters do not exist.

The halo masses of XLSSC 122 from Mantz et al. (2018)
are derived from X-ray imaging (Chandra) and CARMA mea-
surements. First, the X-ray derived halo mass reported by
Mantz et al. (2018) was obtained by integrating their radial
density profile while using an X-ray spectroscopic tempera-
ture of kT = 5.0 keV and adopting a gas mass fraction of
fgas(r500,c) = 0.125. We made an independent estimate of the
halo mass using these same data based on the M500,c−TX rela-
tionship of Vikhlinin et al. (2009). Adopting the temperate of
TX = 5.0 ± 0.7 keV, we obtain log10

(
M500,c [M�]

)
= 14.19+0.09

−0.10
(also shown, in red, in Fig. 13). The errors are propagated from
the temperature information and do not include any systemat-
ics. We note that this mass estimate is much more in line with
the SZ-derived halo mass than converting the X-ray-derived gas
mass to a halo mass as done by Mantz et al. (2018).

Further, we converted the Y500,c estimate from Mantz et al.
(2018) – which was obtained by fitting an A10-UPP model
to their CARMA observations – using the same methodol-
ogy employed for our mass estimates; that result is shown as
“CARMA 30 GHz” in Figure 13. We also quote the derived clus-
ter mass of XLSSC 122 as reported in the ACT cluster catalog
(Hilton et al. 2021). We show both the mass derived from the
matched filter and one with an additional correction term (see
Hilton et al. 2021, for details). Finally, we add estimates on the
halo mass derived via the dispersion-velocity measurements of
the cluster members XLSSC 122 dynamical mass.

To derive the dynamical mass, we adopt the methodology
described in Aguado-Barahona et al. (2022). We used the cluster
members in Willis et al. (2020) that were labeled as the “Gold”
standard to derive the velocity dispersion. In total, we use the
spectroscopic redshifts of 32 cluster members that fall within
r200,c. We found a σ200,c = 1014 ± 169 km s−1 by converting the
redshift differences between cluster members and the median
redshift to velocity offsets and estimating the biweight scale
(Beers et al. 1990) and standard error over these velocities. Then,
we used the scaling of Munari et al. (2013):

Mdyn
200,c

1 × 1015 M�
=

(σ200,c

A

) 1
α

, (12)

with A = 1177.0 km s−1 and α = 0.364 to convert the veloc-
ity dispersion to a dynamical mass estimate. To convert the halo

Fig. 13. Overview of halo masses (M500,c) of XLSSC 122. In red,
we show the halo masses derived in this work. Regarding SZ mea-
surements, the red open circle corresponds to the likelihood-weighted
average of all masses derived from the empirical formalism (Table 2,
lower table). The dot represents the mass estimates from the spher-
ically symmetric model and the diamond that of elliptical ones. For
the halo masses reported in the ACT cluster catalog, the star shows
the calibrated mass estimate, and the circle the SZ mass obtained by
matched filtering the frequency maps. The reported errors correspond
to the 16th−84th quantiles. This figure shows the discrepancies between
the derived M500,c indicating that with forming clusters, one cannot reli-
ably use one tracer or constant gas fraction to estimate the true halo
mass.

mass to the M500,c definition we use the concentration parame-
ter definition of Diemer & Joyce (2019) and the Mdyn

200,c to Mdyn
500,c

conversion as implemented by the colossus package (Diemer
2018). To estimate the uncertainty of the dynamical mass, we
adopt the procedure of Ferragamo et al. (2020):

∆Mdyn
200,c = Mdyn

200,c

√
ε

4(Ngal − 1)β
, (13)

with ε = 16.2 and β = 1.13. Here, we only propagated
the statistical error on the velocity dispersion to the dynami-
cal mass uncertainty as the redshift uncertainty was not given
by Willis et al. 2020. All peculiar velocities were estimated
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with respect to the BCG, which was selected as the galaxy
with the lowest magnitude. Following this procedure we find
log10 Mdyn

500,c = 14.69+0.13
−0.18 M�.

We find lower SZ-derived mass estimates than what is
expected from the velocity-dispersion measurement (∼×2.5).
This finding is in line with that of other high-redshift SZ detec-
tions (Di Mascolo et al. 2023; Andreon et al. 2023). It suggests
that the hot component of the ICM is still assembling and is
actually part of several interacting substructures of lower-density
gas. This hypothesis agrees with the lower X-ray derived mass
estimate: because the X-ray emissivity is proportional to ε ∝ n2

e ,
it becomes decreasingly sensitive to lower dense regions, while
the SZ effect is linearly proportional to the electron density,
ne, and thus more sensitive to the hot gas component of the
ICM in forming clusters. Hence, the lower halo mass estimates
derived from X-ray observations are consistent with the pic-
ture that XLSSC 122 is still actively forming and largely com-
posed of lower-density gas. If this is the case, the gas fraction of
fgas = 0.125 used in Mantz et al. (2018) is most likely underes-
timating the true mass.

8. Discussion

8.1. Morphological implications

The main question of this paper is what phase of cluster
assembly XLSSC 122 is in and, correspondingly, how dis-
turbed it is. We provide an answer by combining high-resolution
ALMA+ACA Band 3 observations with ACT data. By jointly
modeling ALMA+ACA+ACT, we find that XLSSC 122 can be
classified as a non cool-core when compared to local observa-
tions or as relaxed when compared to distant clusters. How-
ever, the difference between these two profile classifications
can be attributed to the increasing merger rate at higher red-
shifts (Fakhouri et al. 2010), which logically explains the flat-
tening of the profile. Even though the terminology used in
McDonald et al. (2014) conveys the idea that XLSSC 122 can
be interpreted as a “cool-core” cluster based on its pressure
profile, it is actually undergoing some degree of morphological
disturbance.

This morphological disturbance is consistent with the mod-
eled eccentricity of e = 0.46+0.12

−0.16. Even though the eccentricity
strongly depends on the projection of the merger/post-merger on
the sky (see, e.g., Cialone et al. 2018) that can make an elliptical
structure look spherically symmetric, higher ellipticities must be
caused by a morphological disturbance which is unresolved in
the observations.

On slightly larger scales, we do resolve asymmetric features
in the south of the cluster. By modeling these filamentary-like
structures with a highly elliptical gNFW model, we tentatively
confirm – at 3.6σ for ALMA+ACA and at 2.4σ when ACT is
included (see Section 6.2) – the presence of a second compo-
nent in the pressure distribution. We are aware that this specific
model is not ideal for modeling filamentary-like structures, but it
is sufficient to probe the significance of this feature in the native,
uv-space of ACA and ALMA, rather than trying to infer a physi-
cal interpretation of the ∼−3σ feature in the residual map. Future
work should explore a wider variety of models that can capture
the complexity of these asymmetric features, which will most
likely increase the detection inference of the second compo-
nent. However, the tentative presence of this second component,
which could be an infalling group, a filament, or a projection
effect of an asymmetric assembling cluster, does strengthen the

idea that this cluster is actively assembling and does not follow
the definition of a relaxed cool-core-like structure.

By overlaying the cleaned SZ flux with X-ray emission and
cluster member distribution, as shown in Figure 14, we notice
two things: first, there is a large excess of gas in the south of the
cluster where no X-ray emission is detected. This is in line with
the difference in the reported mass estimates derived from X-ray
and the SZ effect as mentioned in Section 7, again strengthen-
ing the idea that the hot ICM in XLSSC 122 is composed of
low-density gas and is actively growing. Second, the peak of
the pressure distribution, as mapped by the SZ signal, is offset
from the BCG and the peak of the X-ray emission by 10′′ ± 1′′
(80 ± 7 kpc) when projected on the sky mainly along declina-
tion axis8. The following section provides details on the possible
implications.

8.2. Thermodynamical implications

To understand the offset between the SZ peak and the BCG,
which is co-spatial with the X-ray imaging, as well as the
excess of SZ flux in the southern part of the cluster, we can
compare XLSSC 122 to the well-studied local cluster (z =
0.451) RX J1347.5−1145. This cluster is one of the brightest
X-ray emitting galaxy clusters which has been studied exten-
sively over the last decade in the mm-wave regime (see e.g.
Komatsu et al. 2001; Kitayama et al. 2016; Ueda et al. 2018, and
Di Mascolo et al. 2019). RX J1347.5−1145 hosts an excess of
SZ flux in the southeast of the X-ray peak that is most likely a
strong, shock-induced pressure perturbation caused by a major
merger event. Similar to XLSSC 122, this excess is found at an
offset of 27′′ (∼109 h−1 kpc) from the X-ray peak and is faint in
the X-ray but bright in the SZ signal.

Since X-ray spectroscopy provides a temperature constraint
that is essentially emission weighted, and the bulk of the X-ray
emission is seen in the northern portion of the cluster, the global
temperature constraint of Tspec = 5 keV (Mantz et al. 2018) may
not be valid in the southern portion of the cluster where the SZ
signal peaks. Generally, merger events can temporarily boost the
SZ flux on time scales much smaller than the virialization time of
a massive cluster (Wik et al. 2008). Gas in an infalling substruc-
ture can be stripped by ram pressure of the main bulk of the ICM
and create pressure perturbations induced by shock waves which
boost the y-value locally. To investigate this further, we estimated
temperature differences in XLSSC 122 by taking the ratio of the
SZ flux over the square root of the X-ray surface brightness.
Since the SZ effect traces the integrated pressure along the line of
sight, and the X-ray emission traces roughly the density squared,
combining them in this way results in a quantity proportional
to the temperature of the ICM via the ideal gas law (under the
assumption of constant temperature along the line of sight). One
would expect a constant ratio if the gas is isothermal and both
the X-ray and SZ observations have a similar point spread func-
tion (PSF). Figure 15 shows this ratio scaled to arbitrary units
and indicates that XLSSC 122 is far from isothermal, with a
pseudo temperature increase of ∼3× in the south, indicative of
a disturbance. In Figure 15, both the XMM-Newton observations
and the ALMA+ACA image reconstruction have a resolution
of ≈5′′.

8 We note that the ALMA measurements still contradict the CARMA
results on the centroid position by 20′′ ± 1′′ (corresponding to a 3σ dif-
ference based on their derived uncertainty of the centroid, Mantz et al.
2018).
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Fig. 14. Complete multiwavelength
view of XLSSC 122. We show adap-
tively smoothed XMM-Newton contours
(white) overplotted on the HST F140W
background. The cluster members are
highlighted in gold and cyan, with
the latter corresponding to star-forming
and dusty galaxies based on the SED-
fitting done by Trudeau et al. (2022). In
between the cluster members, we visu-
alize the SZ flux (<−2σ) as seen in the
cleaned ALMA+ACA observations in
blue. The beam size of the ALMA+ACA
image (tapered to 5′′) is shown in
the bottom left. The red contours rep-
resent our most likely model recon-
struction obtained by forward mod-
eling two gNFW components to the
ALMA+ACA+ACT observations. The
figure indicates a clear morphological
difference between the equation of state
parameters traced by X-ray and the SZ
effect.

Fig. 15. Pseudo-kBTe (y/
√

S X) map of XLSSC 122. It takes the ratio
of the cleaned SZ map (Fig. 11) and the X-ray surface brightness (2nd

panel of Fig. 3) within the 2σ adaptively smoothed X-ray contours (also
shown in Figs. 3 and 14). The units are linearly scaled to an arbitrary
value to show the relative pseudo temperature change in the south of
XLSSC 122.

The pseudo temperature increase in the south is co-spatial
with the tentative second SZ component and suggests gas strip-
ping of an infalling subcluster which shock-heated the gas.

This putative merger of an infalling group in the large-scale
filamentary structure with the bulk of the already-formed ICM
could temporarily boost the Y-value causing it to exceed the

ACT detection threshold and thus be included in the catalog of
(Hilton et al. 2021). However, other mechanisms may also con-
tribute to explaining why XLSSC 122 is the only cluster detected
by ACT during this epoch, despite having a halo mass well below
the limit set by the hierarchical growth model of dark matter
halos. For instance, bright radio galaxies are often located at the
cores of (proto-)clusters (see, e.g., Di Mascolo et al. 2023) and
reduce the amplitude of the SZ flux by infilling it with a positive
signal, but XLSSC 122 lacks a radio-loud AGN in its BCG and
thus its SZ signal is uncontaminated. Another possible explana-
tion is the lack of optical confirmations of high-z cluster candi-
dates (z > 1.3), which would exclude them from the catalog of
(Hilton et al. 2021).

In summary, our findings and interpretation on the form-
ing ICM are: (1) we have tentative evidence for a second pres-
sure component with a flux ratio of ∼1:2; (2) there is an offset
between the pressure peak and the X-ray peak, which causes the
enhancement of the pseudo temperature in the south; (3) the fact
that XLSSC 122 is the only optically confirmed cluster of its
epoch detected by ACT could be because of a merger event in
which the substructure is going through its first core passage,
temporarily boosting the y-value (Wik et al. 2008); and (4) the
mismatch between X-ray and SZ-derived halo masses suggests
that XLSSC 122 is undergoing a major merger that is heating the
ICM, as opposed to heating coming from constant, small-scale
accretion from the cosmic web.

8.3. Time scales

We estimate time scales to gauge the evolutionary stage of
XLSSC 122. At any redshift, the masses of the largest gravita-
tionally bound objects are sensitive to the underlying cosmology.
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The earliest objects of a given kind form at the rare, high peaks
of the density distribution of the Universe (Press & Schechter
1974). At a redshift of z ∼ 2, the most massive and newly formed
structures are (proto)clusters. From cosmology, we know that the
density power spectra peaks at roughly 8 h−1 Mpc. As a sphere
with a radius of 8 h−1 Mpc contains about the right amount of
material to form a cluster (Peebles 1980; Lahav & Liddle 2014),
we can find how far XLSSC 122 is in its assembly phase by esti-
mating how large a sphere has already collapsed into the struc-
ture we observe.

If we assume the tentative detection of the colliding substruc-
ture in the south of the cluster as true, then by simply assum-
ing a peculiar velocity of 1000 km s−1 ' 1 Mpc Gyr−1, we can
estimate via standard Newtonian physics how large a sphere has
already collapsed into what we know as XLSSC 122. If we treat
the structures as point-like objects in which the infalling sub-
structure accelerates constantly from vpec = 0 km s−1 to vpec =

1× 103 km s−1 within the expansion time of the Universe (which
is t = 3.3 Gyr at z = 1.98), we find that the distance the substruc-
ture has traveled is

∆x =
∆v∆t

2
' 1.8 Mpc,

which falls well within the σ8-radius. Of course, observations
cannot be fast-forwarded in time, and the only true indicator of
whether XLSSC 122 can grow to become a local Coma-like clus-
ter is its large scale surrounding (Remus et al. 2023). However,
even though the above estimate is simplistic, it sketches the idea
that XLSSC 122 still has the potential to grow.

Furthermore, we can estimate the virialization time and
compare it to the lifetime of the Universe. The virialization
time is roughly equal to three to ten times the sound crossing
speed (Wik et al. 2008). Using the global ICM temperature form
Mantz et al. (2018) we find the time to virialize

tvir =
3R
cs

= 3R

√γ
kBT
m

−1

'
3R

0.0038c
' 0.5 Gyr,

for cs the sound speed, c the speed of light, γ = 5/3,
and m = µmp, which is the proton mass multiplied by the
mean molecular weight (or mass per particle). Thus a time
scale fitting comfortably within the age of the Universe at
that epoch provides sufficient time for the gas to convert its
gravitational potential energy into thermal energy, which in
turn enables one to detect it through observations of the SZ
effect.

Even though XLSSC 122 is the most distant cluster detected
in the ACT-cluster catalog, independent follow-ups of overdensi-
ties of galaxies around radio-bright AGN have found protoclus-
ters at more distant redshifts. As an example, Di Mascolo et al.
(2023) reports the first robust detection of the forming hot ICM
component in a (proto-)cluster at z > 2, also using ALMA+ACA
observations of the SZ effect. In that case, the target was the
Spiderweb proto-cluster, which at z = 2.156 lies 300 Myr fur-
ther back in cosmic time than XLSSC 122. Through model-
ing an A10-MD profile to the observations, Di Mascolo et al.
(2023) found a Y(<r500,c) = 0.76+0.19

−0.17 × 10−6 Mpc2. By fit-
ting the same model to XLSSC 122, we find Y(<r500,c) =

2.0+0.6
−0.4 × 10−5 Mpc2, approximately 20× the intrinsic Y(<r500,c)

of the Spiderweb. Furthermore, XLSSC 122 exhibits a red
sequence (Willis et al. 2020; Noordeh et al. 2021), while the Spi-
derweb proto-cluster is composed more of star-forming cluster
members.

From the foregoing time scale estimates and by comparing
with the Spiderweb protocluster, we propose that if the Spider-
web can be said to be in its “early childhood” phase, XLSSC 122
would be an “adolescent” cluster. It is still assembling and con-
stitutes a bona fide yet immature galaxy cluster.

9. Conclusions

In this work, we add high-resolution (≈5′′) ALMA (12 m-
array) and ACA (7 m-array) Band 3 observations to augment
an extensive collection of auxiliary data on XLSSC 122, the
most distant cluster detected in recent cluster SZ catalogs.
Through forward modeling analytical prescriptions of the pres-
sure distribution to the interferometric ALMA+ACA obser-
vations jointly with those made by the single dish telescope
ACT, we model the pressure distribution from the core (≈5′′,
∼40 kpc) to roughly half the virial radius. The results obtained
from our forward modeling analysis lead us to the following
conclusions:
1. We detect the SZ effect with a significance of 11σ in the

ALMA+ACA data alone which increases to 15σ when ACT
observations are included in the forward modeling routine.
The significance is determined through the Bayesian evi-
dence, as presented in Tables 1 and 2. Notably, in compar-
ison to prior follow-up observations with CARMA, mea-
surements using ALMA+ACA+ACT have higher resolution,
sensitivity, and dynamic range, which both allow for higher
fidelity imaging and improve the mitigation of contamination
by compact sources. The result is that we find better agree-
ment between the SZ decrement and the X-ray emission seen
in archival XMM-Newton and Chandra observations.

2. Based on its radial pressure distribution, XLSSC 122 is clas-
sified as a noncool-core when compared with local observa-
tions (see Arnaud et al. 2010). In contrast, when compared to
profiles of more distant clusters of galaxies (McDonald et al.
2014), XLSSC 122 exhibits a relatively relaxed state. How-
ever, via the Bayes factor, we cannot distinguish between the
two classifications, but we can distinguish them from the
other pressure profile templates from Arnaud et al. (2010)
and McDonald et al. (2014) with a significance of ∆ lnZ ≥
4.5 (≥3σ, see Table 2).

3. XLSSC 122 exhibits an eccentric structure, with e =
0.46+0.12

−0.16, also indicating a morphologically disturbed nature
of the cluster. Furthermore, our analysis leads to an improved
precision of the SZ mass estimate to M500,c = 1.66+0.23

−0.20 ×

1014 M�, though we note the overall accuracy could still be
affected by the hydrostatic mass biases common to SZ mass
estimates.

4. By reconstructing the interferometric image with the
marginalized model reconstruction analog to the clean algo-
rithm, we found an excess of SZ flux in the south with respect
to the BCG and the X-ray surface brightness. Then, through
modeling the SZ surface brightness with two components,
we tentatively confirm the presence of a second source or
filamentary-like structure to the southeast with ∆ lnZ = 6.6
(σeff = 3.6) when modeling the ALMA+ACA observations
alone and ∆ lnZ = 3.0 (σeff = 2.4) when including ACT
observations. We speculate that this second component could
boost the Compton Y value locally as the gas is heated. As
the cluster is still actively forming, the gas of the hot ICM is
relatively low in density; hence the excess of gas in the south
is detected with the SZ effect while going unnoticed in the
X-ray wavelengths.
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5. By comparing XLSSC 122 to local observations and even
more distant clusters of galaxies, we posit the idea that
XLSSC 122 is in its “adolescent” phase. Even though
detected at z ∼ 2, XLSSC 122 had time to virialize
and attract matter over time, forming a bulk of hot but
low-density gas in the ICM. Through our multiwavelength
approach, we believe that XLSSC 122 is likely undergoing a
major merger and that a major mechanism driving the heat-
ing of the ICM could be through this collision rather than
constant small-scale accretion of matter from the cosmic
web. This collision would have boosted the Y-value tem-
porarily, causing it to exceed the ACT detection threshold,
making it the only cluster around z ∼ 2 that is optically con-
firmed and detected in the southern hemisphere by ACT.
Regarding future work in this field, we anticipate that ALMA

imaging and characterization of the forming hot ICM via the
SZ effect is only now beginning in earnest with the introduc-
tion of ALMA Band 1 (35–50 GHz; see Di Francesco et al. 2013;
Huang et al. 2022). With 13 times the collecting area and a larger
field of view, while sampling similar spatial scales as the ACA
in Band 3, we can start to resolve the ICM in the most dis-
tant clusters of galaxies with only a fraction of the integration
time. This is timely as Simons Observatory will come online
next calendar year (Ade et al. 2019). This single-dish CMB sur-
vey telescope is expected to find more and more high-z clusters
which can be followed up to begin building a statistical sam-
ple of resolved observations to understand ICM heating, clus-
ter growth, and evolution. Looking to the further future, we can
expect significant advances to be provided by major new (sub-
)millimeter facilities, such as the 50-m Atacama Large Aper-
ture Submillimeter Telescope (AtLAST; Ramasawmy et al. 2022;
Mroczkowski et al. 2023, 2024). AtLAST will feature a large 2◦
FOV with a 10′′ resolution at 150 GHz, providing a more com-
plete, high spatial dynamic range view of the SZ effect in clusters,
bridging the detailed view provided by ALMA and the nearly all-
sky view from CMB experiments.
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Appendix A: Priors

The posterior distributions for all runs shown in Table 1 & 2 are shown in the supplementary material. The priors used for these
runs are shown here in Table A.1.

Table A.1. Priors used for the forwarded modeling. In the case of a Gaussian prior, we report the range at a ±1σ–level.

Parameter Prior Type Min – Max Parameter Prior Type Min – Max

Empirical formalism Theoretical-formalism
RA [deg] Uniform 34.425921 – 34.442521 RA [deg] Uniform 34.425921 – 34.442521
Dec [deg] Uniform -3.768419 – -3.751819 Dec [deg] Uniform -3.768419 – -3.751819
M500,c [M�] Log-Uniform 1013.4 − 1014.6 P0 [keV cm−3] Uniform 0.0001 – 1.0
eccentricity Uniform 0.0 – 1.0 rs [arcsec] Uniform 1.1772 – 120.024
Position angle [deg] Uniform -90.0 – 90.0 eccentricity Uniform 0.0 – 1.0
z Gaussian 1.977 – 1.979 Position angle [deg] Uniform -90.0 90.0
αACA,B3 Gaussian 0.95 – 1.00 α Uniform 0.5–10.0
αALMA,B3 Gaussian 0.95 – 1.00 β Uniform 0.5–10

Point Source γ Uniform -1.0 – 5.0
RA [deg] Uniform 34.42588105 – 34.45717415 z Gaussian 1.977 – 1.979
Dec [deg] Uniform -3.7905406 – -3.7377484 αACA,B3 Gaussian 0.95 – 1.00
Amplitude [Jy] Uniform 0.0 – 1.0 αALMA,B3 Gaussian 0.95 – 1.00
Spectral slope Uniform -5.0 – 10
αACA,B3 Gaussian 0.95 – 1.00
αALMA,B3 Gaussian 0.95 – 1.05
αALMA,B4 Gaussian 0.95 – 1.05

Appendix B: Residuals

Figure B.1 shows the residuals in the uv-plane between the data, shown in Fig 6, and the likelihood weighted reconstruction of the
spherical and elliptical gNFW models for when one (top two panels) and two components (bottom two panels) are used. We show the
residuals from the ALMA+ACA modeling. If any remaining structure is present in XLSSC 122, such as local pressure perturbations
or shock waves, they should be present in these residuals. Figure B.1 shows the effect of different morphologies on the binned uv-
data, indicating that mapping these structures will be model-dependent and any small-scale residual will be indistinguishable from
noise fluctuations because of the limited S/N in the relevant spatial scales (3 − 10 kλ).

Fig. B.1. Residuals of the ALMA+ACA modeling in the uv-plane for the single spherically symmetric gNFW (∆| lnZ| = 59.9, top row), elliptical
gNFW (∆| lnZ| = 62.0, second row), two spherically symmetric components (∆| lnZ| = 62.3, third row), and two elliptical gNFWs (∆| lnZ| =
68.6, bottom row).
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