
Neural Networks 167 (2023) 715–729

D
1

r
f
&
Z
M
2
C
c
l
t
w
t
o
r

b
r
n
D
T

a
(

h
0

Contents lists available at ScienceDirect

Neural Networks

journal homepage: www.elsevier.com/locate/neunet

An adaptive embedding procedure for time series forecastingwith
deep neural networks
Federico Succetti, Antonello Rosato, Massimo Panella ∗

epartment of Information Engineering, Electronics and Telecommunications (DIET), University of Rome ‘‘La Sapienza’’, Via Eudossiana
8, 00184 Rome, Italy

a r t i c l e i n f o

Article history:
Received 4 January 2023
Received in revised form 30 May 2023
Accepted 28 August 2023
Available online 9 September 2023

Keywords:
Deep neural network
Adaptive embedding
Long Short-Term Memory
Forecasting
Time series

a b s t r a c t

Nowadays, solving time series prediction problems is an open and challenging task. Many solutions
are based on the implementation of deep neural architectures, which are able to analyze the structure
of the time series and to carry out the prediction. In this work, we present a novel deep learning
scheme based on an adaptive embedding mechanism. The latter is exploited to extract a compressed
representation of the input time series that is used for the subsequent forecasting. The proposed model
is based on a two-layer bidirectional Long Short-Term Memory network, where the first layer performs
the adaptive embedding and the second layer acts as a predictor. The performances of the proposed
forecasting scheme are compared with several models in two different scenarios, considering both
well-known time series and real-life application cases. The experimental results show the accuracy
and the flexibility of the proposed approach, which can be used as a prediction tool for any actual
application.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

For several years, time series forecasting has covered a wide
ange of real-life problems. It has become fundamental in many
ields, such as, weather forecasting (Succetti, Rosato, Araneo,
Panella, 2020; Zhao et al., 2016), energy consumption (Deb,

hang, Yang, Lee, & Kwok Wei, 2017; Rosato, Panella, Andreotti,
ohammed, & Araneo, 2021), financial indexes (Chen & Chen,
015), anomaly detection (Ashok, Govindarasu, & Ajjarapu, 2018;
eschini et al., 2021), and so on. At the same time, the inherent
haracteristics of time series data make their analysis a chal-
enging task. This is mainly due to the causality constraints of
heir time component, which must always be taken into account
hen working with this type of data. Other important aspects of
ime series are trends, seasonal variations and correlation among
bserved values that can be close or far in time. These issues are
elated to the nature of the time series themselves.

In the past few years, Deep Neural Networks (DNNs) have
ecome one of the most popular approaches for solving time se-
ies forecasting problems thanks to their ability to map complex
on linear feature interactions (Reyes & Ventura, 2019). Among
NNs, the ones exploiting gating mechanisms, as the Long Short-
erm Memory (LSTM) and Gated Recurrent Unit (GRU) layers,
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893-6080/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access a
represent the state of the art for working with time series (Chung,
Gulcehre, Cho, & Bengio, 2014; Hochreiter & Schmidhuber, 1997).
Despite the well-known capabilities of LSTM networks, they are
not always able to solve the time series prediction problem
accurately. One of the main reasons that hinders the prediction
performance of such models is related to their training process;
in fact, the inherently huge number of hyperparameters to be
optimized can make the whole process unfeasible because of its
heavy computational load. Also, it is well-known that the final
performance of such models is extremely sensitive to the random
initialization of model parameters. Another reason why LSTM
networks sometimes fail to achieve a good level of accuracy can
be related to the highly stochastic and/or nonlinear and/or non-
stationary nature of any real-world time series itself (Gers, Eck,
& Schmidhuber, 2002; Makridakis, Spiliotis, & Assimakopoulos,
2018). In these cases, it is important to follow the data evolution
as accurately as possible, taking into account that the ‘physical’
system generating the time series is usually unknown and its
internal dynamics (i.e., its internal state) is not observable; the
only information we have in this regard is conveyed by the
measured time series under analysis.

In this paper, a novel deep learning approach for time series
forecasting is presented: we propose to adopt a DNN model in or-
der to obtain a compressed representation of the time series that
can be associated to the inner evolution of the unknown system
that generates them, therefore acting as an Adaptive Embedding
(AE) procedure for the subsequent estimation of future values
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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f the input sequences (Kennel, Brown, & Abarbanel, 1992). The
roposed approach is based on a two-layer bidirectional LSTM
biLSTM) network, where the first layer exploits the AE mech-
nism to extract the salient features associated with the input
ime series in an unsupervised way, while the second layer acts
s a predictor. The main novelty of this technique relies right
n the union between the proposed AE of the input time series
nd the DNN, which act together as a single system. This allows
o eliminate the necessity to adopt feature extraction algorithms
s a further preprocessing step before performing the training
rocedure, while obtaining their advantages (Yang, Wan, Zhang,
Xiong, 2022; Zhao, Deng, Li, Wang, & Wei, 2020). Moreover,

he proposed approach is based on a two-fold training process,
amely ‘pre-training’ and ‘prediction’, in which the AE is ex-
loited in order to obtain with a high level of accuracy the salient
nformation extracted from the input time series.

The guess of this work is that a DNN based on an AE scheme
an improve the system identification process in order to ob-
ain a more accurate prediction of future time series behaviors.
urthermore, as proved in the following of this paper, the hy-
erparameters’ optimization can be facilitated by using a greedy
ayer-wise pre-training of the AE stage, followed by the fine-
uning of the predictor stage in order to solve the underlying
orecasting problem.

The proposed approach is compared with several models in
wo different types of tests. The first one is carried out on three
ell-known time series prediction benchmarks, whereas the sec-
nd one is carried out on several real-world time series. Three of
hem are taken from the M4 competition (Makridakis, Spiliotis,
Assimakopoulos, 2020), while the others are related to real-
orld application cases. The experimental results show that the
roposed DNN can be used as an accurate prediction tool sporting
high level of flexibility; it can be applied to any kind of time
eries while also considering different types of DNN layers, which
ay result more suited to the specific time series to be predicted.
The paper is organized as follows. The related works about the

se of similar AE techniques and both LSTM and biLSTM networks
or solving time series forecasting problems are summarized in
ection 2. The theoretical AE concepts along with a detailed
nalysis of the proposed model are introduced in Section 3. The
ssessment of the proposed AE technique on three benchmark
ime series is illustrated in Section 4, while the experimental
esults are shown in Section 5, where the performance of the
roposed approach is also compared with those of seven bench-
ark models for time series prediction. Finally, some concluding

emarks and future research directions are reported in Section 6.

. Related work

The performances of LSTM networks are widely assessed in the
iterature. In recent years, LSTM networks have established them-
elves as the state of the art in time series modeling. They are
esigned to work with data sequences. In fact, they solve the van-
shing gradient problem (Bengio, Simard, & Frasconi, 1994) and
hey are able to retain information for long periods of time. This
akes them suitable for managing the long-term dependencies
resent in time series.
Despite the advantages of LSTM networks, they provide poor

erformance when there are strong variations in time series
Makridakis et al., 2018). This problem is usually solved through
he use of autoencoders, because they are able to extract an en-
oded representation of the data automatically (Gensler, Henze,
ick, & Raabe, 2016; Li, Yu, Shahabi, & Liu, 2017).
In literature there are several studies concerning LSTM and

iLSTM networks and autoencoders, also considering different
ombinations of them for solving time series forecasting prob-
ems. Considering LSTM networks, the authors in Bae, Kim, and
716
Lee (2021) predict the future trend of significant nuclear power
plant parameters to detect a human error in a short time or
even prevent it. They use three different architectures and mul-
tiple parameters to carry out their multivariate analysis. The
experimental results prove that the LSTM network is the most
accurate.

In Aggarwal and Toshniwal (2021), Aggarwal and Toshniwal
use a combination of particle swarm optimization for hyper-
parameters calibration and LSTM networks to predict the air
quality of 15 locations in India. They compare the performance
of their model with traditional sequential models, and they also
use several existing benchmark dataset samples to further prove
the superiority of their approach.

LSTM networks are also used in tasks pertained to the energy
field. For example, the authors in Li and Becker (2021) use a
combination of LSTM networks and feature selection algorithms
to predict the electricity price under the consideration of market
coupling. In another study in Rong Liu and Huang (2021), Liu
et al. combined a Convolutional Neural Network (CNN) and a
LSTM network to perform an accurate short-term power load
forecasting obtaining good results.

As stated before, autoencoders play an important role in time
series modeling. Therefore, it is necessary to underline that the
proposed approach differs from the classic autoencoder mech-
anism. In fact, it is based on the synergy given by the joint
use of the AE procedure and the deep neural architecture. The
latter work together as a single system, providing an accurate
unsupervised prediction as output.

Regarding autoencoders, the authors in Kim and Cho (2021)
use a deep autoencoder to forecast the energy demand and pro-
vide an explanation of how it works. Experimental results show
that they reach a mean squared error of 0.376 in predicting the
electricity demand every one minute for a time interval of one
hour. In Takahashi, Ooka, and Ikeda (2021) Takahashi et al. use
autoencoders and other machine learning algorithms to address
the anomaly detection problem regarding the electrical demand
in a hospital located in Japan. Experimental results prove that
their methodologies can increase energy savings and reduce peak
building loads.

The combination of LSTM and/or biLSTM networks with au-
toencoders can be found in several fields. For example, in Tong
et al. (2022) Tong et al. propose an LSTM-Autoencoder model that
integrates long-term and short-term features for load forecasting.
The encoder part is used to extract time series features and
generate latent vectors, whereas the decoder tries to reconstruct
the input sequence while outputting the prediction results. They
reach a mean absolute error less then 52 MW on the Alberta
Electric System Operator dataset.

In another study in Yang, Zhai, and Li (2021), the authors focus
their attention on solving the problem related to the online AC
False Data Injection Attack detection in smart grids by using an
LSTM-Autoencoder network. Experimental results demonstrate
satisfactory attack detection accuracy of the model on IEEE 14 and
118-bus systems.

In Sagheer and Kotb (2019), the authors proposed a method-
ology where an autoencoder is pre-trained, then the encoder
is detached and used as a feature extractor before feeding an
LSTM network. Afterward, only the LSTM network is trained. They
verify that this approach improves the performance of deep LSTM
networks and leads to fast convergence.

A research conducted in Padnekar, Kumar, and Deepak (2020)
uses a biLSTM autoencoder for stance prediction, that is, the
process of automatically classifying the stance of a news article
towards a target into one of the following classes: ‘Agree’, ‘Dis-
agree’, ‘Discuss’, ‘Unrelated’. The authors demonstrated that the
method is reasonably accurate at predicting stance, achieving a
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Fig. 1. biLSTM-AE network in the pre-training phase: all layers are trained by using as target values the same samples at the input; solid and dashed lines in black
represent feed-forward and recurrent connections, respectively.
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classification accuracy as high as 94%. Another study in Lee et al.
(2021) deals with the anomaly detection problem. A biLSTM-
based autoencoder is used to find the anomalous data point
considering metering data corresponding to 4 types of energy
sources electricity/water/heating/hot water collected from 985
households reaching a level of accuracy of 99.5%. Finally, the
authors in Khan et al. (2021) proposed a one-step forecast of
renewable energy generation for short-term horizons by incor-
porating an autoencoder with a biLSTM network. They reached
state of the art results in terms of error metrics, with RMSE of
0.103 and 0.019 considering the prediction of solar power and
wind speed, respectively.

Following the previous discussion, it seems to the best of our
nowledge that no works in the literature actually investigated
n AE mechanism coupled with a biLSTM network for univariate
ime series forecasting, although they can use similar tools and
tacked networks (i.e., LSTM and/or biLSTM layers and autoen-
oders). Nonetheless, there are several works that improve the
otential of standard LSTM networks by using several methodolo-
ies, such as, the use of CNN layers to capture the dependencies
mong different time series, the use of optimization algorithms
o fit the hyperparameters and the use of autoencoders. How-
ver, autoencoders not based on recurrent neural networks are
nable to recognize the long-term dependencies present in time
eries data, as well as DNNs that leverage autoencoders and
STM/biLSTM networks are not always trained with a two-phase
pproach, as proposed in this paper.

. Prediction system based on adaptive embedding

A typical situation arising when a DNN is trained regards
strongly non-convex objective function, with many distinct

ocal minima in the model’s parameter space. In these cases,
he main difficulty lies in the fact that not all of these local
inima provide an equivalent generalization error. Furthermore,
tandard DNN training schemes are mainly based on the random
nitialization of parameters, with the possibility to place them in
egions of the parameter space that yield a poor generalization
apability (Bottou, Chapelle, DeCoste, & Weston, 2007).
The approach that has enabled DNNs to be effectively trained

s the one based on the greedy layer-wise unsupervised pre-

raining followed by supervised fine-tuning. In this approach,
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each layer is pre-trained in an unsupervised way, learning a
non-linear transformation of its input (the output of the previ-
ous layer). This unsupervised pre-training represents the starting
point of the final training phase, where the deep architecture
is fine-tuned in a supervised manner. A possible reason to ex-
plain why the greedy layer-wise unsupervised pre-training will
result so effective is that it initializes the model’s parameters
in a point of the parameter space where the parameters are
‘restricted’ (Erhan, Courville, Bengio, & Vincent, 2010).

The greedy principle can be exploited by the AE mechanism
in order to learn a compressed representation of a set of data by
training the network to ignore unimportant data (i.e., noise). The
AE must be able to capture the statistical structure in the training
set to minimize the reconstruction error, that is, the difference
between the input and the output as the reconstructed input.

In order to take advantage of the greedy principle and the AE
concepts in the context of time series forecasting, we apply the
AE scheme to a recurrent DNN made up of two stacked biLSTM
layers. The proposed network will be referred to in the following
as ‘biLSTM-AE’. The novelty of the proposed approach consists
in exploiting the aforementioned concepts to realize an adaptive
data embedding procedure based on a two-step training ap-
proach; the steps are referred to as ‘pre-training’ and ‘prediction’,
respectively, and they are illustrated in the following.

3.1. Pre-training phase

Let s(n), n > 0, be the scalar time series to be predicted,
here the sample at time step n and the previous ones are the
nown samples that can be used for prediction. It is important
o point out that we decided to use here a scalar input s(n) as
input to the model, instead of a vector of past samples, in order to
stress the AE capability of the proposed approach. Nevertheless,
in Section 5 we use a window of past samples to perform the
multi-step-ahead predictions on real-life time series. In the pre-
training phase, the proposed DNN carries out the AE procedure.
The first biLSTM layer receives as input s(n) and learns at its
utput the compressed information h1(n) ∈ RH1 , which contains
he hidden states (at time n) associated with the H1 units of the
layer. The second biLSTM layer is fed at the input by h1(n) and

H2
produces as output the vector h2(n) ∈ R , which consists of
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Fig. 2. biLSTM-AE network in the prediction phase: the first biLSTM layer is not trained, its weights are the ones obtained during pre-training; the second biLSTM
and the FC layers are trained by using as target values future samples at a prediction distance k with respect to the ones present at the input.
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he hidden states associated with the H2 units of this second
ayer. Finally, a Fully Connected (FC) layer is used to compile
inearly the reconstructed scalar sequence s̃(n) receiving h2(n) at
ts input. This way, the proposed biLSTM-AE network performs
low-dimensional identity mapping (i.e., embedding) over the

nput time series. The pre-training configuration of the biLSTM-AE
etwork is reported in Fig. 1.
From a modeling point of view, the embedding function

: R → RH1 such that h1(n) = e (s(n)) is obtained by the follow-
ng pair of recurrent state equations associated with the first
iLSTM layer:

1(n) = f
(
s(n),h1(n − 1),h1(n + 1), c1(n − 1); θc1

)
, (1a)

1(n) = g
(
s(n),h1(n − 1),h1(n + 1), c1(n − 1); θh1

)
, (1b)

where subscript ‘1’ refers to the first biLSTM layer; c1(n) and
1(n) are the ‘cell’ and ‘hidden’ state vectors of the biLSTM layer,
espectively; f (·) and g(·) are general functions obtained by the
ombination of the gate equations of the biLSTM model, depend-
ng on the chosen activation functions, etc.; θc1 and θh1 are the
ayer’s weights that are set by the training algorithm.

The reconstruction function r : RH1 → R such that s(n) =

(h1(n)) is obtained by the following pair of recurrent state
quations associated with the second biLSTM layer and the feed-
orward equation of the FC layer:

2(n) = f
(
h1(n − 1),h1(n + 1),h2(n − 1),h2(n + 1), c2(n − 1); θc2

)
,

(2a)

2(n) = g
(
h1(n − 1),h1(n + 1),h2(n − 1),h2(n + 1), c2(n − 1); θh2

)
,

(2b)

˜(n) = wth2(n) + b , (2c)

where, in this case, subscript ‘2’ refers to the second biLSTM
ayer; c2(n) and h2(n) are the state vectors of this layer; θc2 and
h2 are the layer’s weights that are set by the training algorithm
s well, together with the weight vector w and the bias b of the
C layer. We denoted in (2c) a desired estimate s̃(n) of the whole
etwork input s(n).

.2. Prediction phase

In the prediction phase, the biLSTM-AE network is re-trained
o perform the actual time series forecasting. In this stage, the
718
eights of the first biLSTM layer are locked at the values obtained
uring the pre-training phase. Hence, the vector h1(n) will be
dentical to the one obtained before so as to maintain the embed-
ing of the input sequence that will be exploited for the actual
rediction. The latter is carried out by the second biLSTM layer
nd the FC layer as well, which are re-trained to estimate a future
alue of the time series at a distance k > 0, namely s̃(n + k). The

prediction configuration of the biLSTM-AE network is reported in
Fig. 2.

At this stage, the embedding’s model is identical to the one
introduced in (1), so the related equations holds with the same
parameter vectors θc1 and θh1 . Conversely, the second part of the
stack is trained and so the model’s equations in (2) are replaced
by the following ones:

c′

2(n) = f
(
h1(n − 1),h1(n + 1),h′

2(n − 1),h′

2(n + 1), c′

2(n − 1); θ′

c2

)
,

(3a)
′

2(n) = g
(
h1(n − 1),h1(n + 1),h′

2(n − 1),h′

2(n + 1), c′

2(n − 1); θ′

h2

)
,

(3b)

s̃(n + k) = w′th′

2(n) + b′ , (3c)

where the superscript denotes different values with respect to
the pre-training phase, as the learning algorithm will estimate
new parameters θ′

c2 , θ
′

h2 , w
′, and b′ based on the different target

values s̃(n + k).
It is important to outline that, while they are both needed

to reach a good prediction, the two phases can be used with
different timing; namely, pre-training can be used only when it
is needed to get a grasp of the underlying evolution of the time
series by means of adaptive embedding (for example to follow
seasonal drifts), while prediction layers could be re-trained at
every time slot in order to follow local variations of the time
series without changing the embedding. Consequently, as the
prediction phase is adopted more frequently and the number
of hyperparameters to be optimized in this case is reduced, the
whole optimization process is simplified and what we previously
claimed in the Introduction is confirmed.

As a final consideration, we decided to use a DNN made up
of only two biLSTM layers and one FC layer because we want to
highlight the potential of the proposed AE procedure regardless

of the underlying neural architecture. From this point of view,
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Fig. 3. Average RMSE vs. embedding dimension for the Mackey-Glass time series. The bold points on each curve represent an estimate of the optimal embedding
dimension.
the choice of the neural architecture is made with the goal of
maximizing the model’s ability to learn from the data and make
accurate predictions thanks to the effectiveness of the proposed
AE procedure. At the same time, this does not limit the possibility
of using in the future the AE procedure with more complex
neural network architectures in order to face more challenging
scenarios.

4. Validation of the network stack for time series embedding

In this Section, the biLSTM-based architecture we propose for
the AE of the input time series is assessed on some benchmark
time series. Our guess is that the network behavior will be op-
timal when the hidden dimension H1 is close to the theoretical
mbedding dimension of s(n) and that no improvements or rather
verfitting is obtained if such a dimension is increased over
he right limit. To this end, the following performances will be
valuated against different values of H1.
Of course, this property may be a characteristic of any other

rchitecture based on two biLSTM layers. In order to prove the
bsolute quality of the proposed approach, which is based on
E in the pre-training phase and then on forecasting during the
econd phase after the embedding is achieved, we compare the
inal performance of the biLSTM-AE network with respect to two
ther training approaches based on a similar DNN stack. Namely,
standard two-layer biLSTM (biLSTM-S) network where these

wo layers and the FC one are trained directly in the prediction
hase by using as target values the ones to be predicted (i.e., s̃(n+

)), and a randomized (biLSTM-R) version of the latter one, where
nly the second biLSTM and the FC layers are trained while the
irst biLSTM layer is randomized.

Standardization is applied to normalize each time series before
raining, subtracting the mean and scaling by the standard devia-
ion of the training set. A grid search procedure is carried out on
he training data in order to set the optimal value of H2 for the
second biLSTM layer and the initial learning rate of the training
algorithm. This procedure is applied considering a fixed value of
H as it will be varied successively; at this stage, its value is set to
1

719
the theoretical embedding dimension given by the False Nearest
Neighbors (FNN) method (Kennel et al., 1992). It is important
to remark that the FNN algorithm is applied considering a time
lag T = 1 between two consecutive samples of s(n), that is
s(n) will not undergo any data reduction or decimation, so as
to compare in a similar situation the embedding obtained by
the FNN algorithm and the one associated with the proposed
biLSTM-AE.

All networks are trained using the ADAM algorithm (Kingma
& Ba, 2014) with a gradient decay factor of 0.9, a mini batch
size equal to 1, and 300 epochs. In all cases, the prediction
distance is set to k = 1. Furthermore, each network is trained
on each dataset considering 10 different runs, each related to a
different (random) initialization of the network’s parameters. The
prediction performance is reported in terms of average Root Mean
Squared Error (RMSE) over these runs. The RMSE is given by:

RMSE =

√ 1
N

N∑
i=1

(
yi − ŷi

)2
, (4)

where y and ŷ represent the real value and the actual predic-
tion, respectively, and N is the number of samples in the test
sequence. In this case, we decide to use only the RMSE as a quality
metric since it gives an appropriate indication of the goodness
of the proposed approach. However, in the experimental results
reported in Section 5 we evaluate the performance of the mod-
els by considering additional metrics to provide a more general
assessment.

We report in the following the results obtained by applying
this experimental setup to well-known chaotic toy problems
related to the Mackey-Glass, Lorenz and Rossler time series.

All the experiments reported in the following were performed
using Matlab

®
R2021b on a machine provided with an AMD

Ryzen™ 7 5800X 8-core CPU at 3.80 GHz and with 64 GB of RAM,
using for training and inference an NVIDIA

®
GeForce™ RTX 3080

Ti GPU at 1.365 GHz and 12288 MB of GDDR6X RAM.
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Table 1
Average RMSE and embedding dimension for the
Mackey-Glass time series.
H1 biLSTM-S biLSTM-R biLSTM-AE

1 1.36 2.24 1.22
2 0.79 1.28 0.78
3 0.78 0.87 0.74
4 0.76 0.90 0.62
5 0.84 0.96 0.73

10 0.73 0.73 0.63
20 1.28 0.64 0.53
30 1.08 0.80 0.48
40 1.00 0.77 0.48
50 0.97 0.63 0.60

4.1. Mackey-glass time series

The Mackey-Glass time series data refers to the following
elayed differential equation (Mackey & Glass, 1977):

dx(t)
dt

=
ax(t − τ )

1 + x(t − τ )10
− bx(t) , (5)

where τ is the time delay. The parameters in (5) are set as
follows: a = 0.2, b = 0.1 and τ = 17. It is important to underline
hat for τ ≥ 17 the time series shows chaotic behavior. Data are
enerated with an integral step of 0.1 and by setting the initial
ondition x(0) = 1.2.
A number of 2000 samples is considered, where 1800 are

sed for training and 200 for testing. The grid search procedure
s applied to each network using the training set only (1600
amples for training and 200 for validating) and a fixed value
1 = 2, which is the embedding dimension estimated by the
NN method; the optimal values obtained at the end are H2 = 50
idden units for the second biLSTM layer and 0.009 for the initial
earning rate. Successively, with these optimal values fixed, all
etworks are trained considering different values of H1 to evalu-
te different embedding conditions1; then, the final networks are
ested and the average RMSE is reported.

The results obtained with the three DNNs are shown in Fig. 3.
e note that the first local minimum on each curve (represented
y a bold point) can be considered as the actual estimate of
he embedding dimension and therefore as the optimal hidden
imension produced by the biLSTM-AE. In fact, after the first
inimum each RMSE curve saturates with unless subsequent
scillations within a negligible range of values. In this experiment,
he first local minimum occurs at H1 = 4 for biLSTM-S and
iLSTM-AE, while it occurs at H1 = 3 for biLSTM-R. These values
re very close to the theoretical embedding dimensions obtained
y the FNN method.
The numerical results, multiplied by the factor 10−2, are re-

orted in Table 1. Once the first local minimum is reached, there
re no significant improvements of the RMSE as the embedding
imension increases. Furthermore, we remark that the perfor-
ance obtained by the biLSTM-AE network is better than those
btained by means of the other two DNN models.

.2. Lorenz attractor

The Lorenz attractor is described by a system of three ordinary
ifferential equations known as the Lorenz equations (Lorenz,

1 Although a fine-grained search was carried out for all values of H1 from 1
o 50, for the sake of conciseness, we report in the following figures and tables
he results obtained only for some meaningful values of H1 , mainly aiming at
he identification of the first minimum and of the asymptotic behavior of the
MSE.
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Table 2
Average RMSE and embedding dimension for the Lorenz
attractor.
H1 biLSTM-S biLSTM-R biLSTM-AE

1 32.98 86.75 31.07
2 26.00 30.68 26.58
3 22.79 26.92 21.48
4 20.28 30.70 26.44
5 31.18 23.84 20.47

10 28.72 23.26 19.86
20 30.85 28.72 21.32
30 35.51 23.10 21.75
40 30.78 22.05 22.05
50 31.42 19.26 21.90

1963):
dx
dt

=σ (y − x) , (6a)

dy
dt

=x(ρ − z) − y , (6b)

dz
dt

=xy − βz , (6c)

where σ is the Prandtl number and ρ is the Rayleigh number.
To show the chaotic behavior, the parameters are set as follows:
σ = 10, ρ = 28, β = 8/3, initial condition [x(0), y(0), z(0)] =

[0, 1, 1.05] with an integral step of 0.01.
Only the chaotic time series x(t) is considered; out of a total of

15000 samples, 13000 are used for training and 2000 for testing.
The grid search is run on the training set (11000 samples for
training and 2000 for validating) with H1 = 2 given by the FNN
method, which is right close to the actual Lyapunov dimension
2.06 usually adopted for the Lorenz attractor, yielding as final
outcome H2 = 30 for the second biLSTM layer and 0.01 for the
initial learning rate.

The results obtained with the three considered DNNs as H1
varies are illustrated in Fig. 4. In this case, the first local minimum
occurs at H1 = 3 for biLSTM-R and biLSTM-AE, and H1 =

4 for biLSTM-S. Also in this case, the values are very close to
the theoretical embedding dimension obtained with the FNN
method.

The numerical results, multiplied by the factor 10−2, are re-
ported in Table 2 and it is confirmed there are no longer signifi-
cant improvements as H1 increases, after the first local minimum
of the RMSE is reached. Also in this case, the performance ob-
tained by the biLSTM-AE network is better on average than those
obtained by the biLSTM-S and biLSTM-R networks.

4.3. Rossler attractor

The Rossler attractor is described by a system of three non
linear ordinary differential equations (Rössler, 1976):
dx
dt

= − (y + z) , (7a)

dy
dt

=x + ay , (7b)

dz
dt

=b + z(x − c) . (7c)

To obtain the chaotic behavior, the time series is generated with
= 0.5, b = 0.2, c = 10, initial condition [x(0), y(0), z(0)] =

0.5, 1.5, 0.1] and an integral step of 0.01.
As for the Lorenz attractor, only the chaotic time series x(t) is

considered. In this case, 20000 samples are used for training and
5000 for testing, with a grid search on the training set only (15000
samples for training and 5000 for validating) using H = 3 given
1
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Fig. 4. Average RMSE vs. embedding dimension for the Lorenz time series x(t). The bold points on each curve represent the optimal embedding dimensions.
Fig. 5. Average RMSE vs. embedding dimension for the Rossler time series x(t). The bold points on each curve represent the optimal embedding dimensions.
by the FNN method. The optimal values obtained in this case are
H2 = 20 and initial learning rate 0.01.

By the graphical results reported in Fig. 5, we observe that the
first local minimum occurs with H1 = 3 for all of the DNN models
and it also coincides with the theoretical embedding dimension
obtained by the FNN method.

The numerical results, multiplied by the factor 10−2, are re-
ported in Table 3 and they are on the same line of the previous
ones, in particular confirming the convergent trend of all RMSE
curves and the better performance of the proposed biLSTM-AE
network with respect to the other ones considered herein.
721
5. Experiments

The performances of the proposed biLSTM-AE approach are
evaluated experimentally on five real-world univariate time se-
ries. Three of them are taken from the M4 competition (Makri-
dakis et al., 2020). The first one (S1) is hourly sampled and goes
from July 2015 to August 2015; the second one (S2) is daily
sampled and consists of values from July 2011 to June 2015 while
the last one (S3), which is quarterly sampled, goes from January
1979 to July 2016. The remaining two time series are both hourly
sampled. The first one (S ) represents a case study related to
4
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Table 3
Average RMSE and embedding dimension for the Rossler
attractor.
H1 biLSTM-S biLSTM-R biLSTM-AE

1 27.39 147.36 23.88
2 21.05 64.19 26.53
3 19.96 22.96 13.30
4 25.34 27.40 15.50
5 21.41 20.07 15.71

10 25.88 16.80 16.00
20 29.39 14.80 14.56
30 31.09 20.50 14.55
40 29.84 19.86 18.44
50 25.65 14.57 8.92

Table 4
Details of the dataset used.
Input # of samples in # of samples in Sampling
data the training set the test set interval

S1 700 48 hourly
S2 1429 14 daily
S3 143 8 quarterly
S4 120 24 hourly
S5 456 24 hourly

the prediction of electrical power usage of a 2-storey residential
house located in Houston, TX, USA (Polu, 2022); it contains hourly
power usage (in kW) starting from June 2016 to August 2020. The
last one (S5) contains a full year of observations related to the
output power (in kW) of a PV plant located in San Francisco, CO,
USA, in 2015.

All the time series have been chosen on purpose with different
haracteristics (lengths, shapes, sampling) in order to make a
air comparison. Before applying the learning procedure, a stan-
ardization is carried out on the data, subtracting the mean and
caling by the standard deviation of the training set. The latter is
ifferent for each time series, especially considered S1, S2 and S3

where both the training and test sets are defined a priori in the
competition. On the other hand, S4 and S5 are not subject to any
constraint, so we decide the number of samples in the training
and test sets. Further details are reported in Table 4 together with
the sampling step, for each time series.

For the performance evaluation of the proposed approach,
seven well-known models are considered for comparison: biLSTM
(standard), GRU, DeepAR (Flunkert, Salinas, & Gasthaus, 2017),
NBEATS (Oreshkin, Carpov, Chapados, & Bengio, 2019), Tempo-
ral Fusion Transformer (TFT) (Lim, Arik, Loeff, & Pfister, 2019),
Support Vector Machine (SVM), Zhu, Ye, Wang, Chevallier, and
Wei (2022) and Random Forest (RF) (Fan, Zhang, Yu, Hong, &
Dong, 2022). The biLSTM network has the same architecture of
the proposed biLSTM-AE but it is trained in a standard fashion,
without the two-phase approach. The same goes for the GRU,
which consists of two-stacked layers. The DeepAR model is made
up of two LSTM layers with H1 and H2 hidden units, while NBEATS
consists of different blocks organized into several stacks, where
each block contains 4 FC layers with ReLU non-linearities. Finally,
the TFT architecture consists in a combination of LSTM-based
encoder–decoder structure, Gated Residual Networks (GRNs) and
multi-head attention block. The five DNNs, together with the
proposed biLSTM-AE, are trained using the ADAM algorithm with
a gradient decay factor of 0.9. On the other hand, the SVM model
makes use of the sequential minimal optimization algorithm (Fan,
Chen, Lin, & Joachims, 2005) and a linear kernel function.

All models are optimized by using a grid search procedure
applied on the training set. In this case, the optimization also
takes into account H1 (considering the proposed biLSTM-AE) in
addition to the other hyperparameters. The optimal setups of RF
722
Table 5
Training hyperparameters for SVM and RF.
Model Input Box Kernel # of Minimum

data constraint scale trees leaf size

SVM

S1 3 11 – -
S2 2 11 – -
S3 7 50 – -
S4 2 1 – -
S5 3 25 – -

RF

S1 – - 400 1
S2 – - 200 10
S3 – - 500 20
S4 – - 500 3
S5 – - 300 20

and SVM models are reported in Table 5 whereas the ones related
to the DNNs are reported in Table 6. Each predictor is trained
considering 10 different runs, each related to a different random
initialization of the model’s parameters, and the prediction per-
formance is represented by the average error on the test set,
including the standard deviation as well. In order to carry out
a detailed analysis on models’ performance, four different error
metrics are considered: Mean Absolute Error (MAE), RMSE, R2 and
Signal to Noise Ratio (SNR).

The MAE is given by:

MAE =
1
N

N∑
i=1

(
yi − ŷi

)
, (8)

where y represents the real value, ŷ is the actual prediction and
N is the number of samples in the test sequence. It shows how
much inaccuracy should be expected from the forecast on average
(the lower its value, the better the model). However, because
MAE does not reveal the proportional scale of the error, it can
be difficult to distinguish between large and little errors. This
problem is dammed by the RMSE since it penalizes greater errors
more. Thus, it can be compared to the MAE to see whether there
are any substantial but uncommon inaccuracies in the forecast.
Furthermore, both metrics present the same unit measure of the
original series and thus they are easy to comprehend.

Another important metric is the R2, which is defined by:

R2
= 1 −

∑N
i=1

(
yi − ŷi

)2∑N
i=1 (yi − ȳ)2

, (9)

where
∑N

i=1

(
yi − ŷi

)2 denotes the sum of squared residuals from
xpected values, whereas

∑N
i=1 (yi − ȳ)2 represents the sum of

quared deviations from the dependent variable’s sample mean
¯ . This metric shows whether the model is a good fit for the
bserved values: R2

= 1 shows a perfect match of predictions
ith no errors; R2

= 0 represents the baseline where predictions
re always equal to the mean ȳ; negative values of R2 exhibit even
orse situations.
The last metric, i.e. the SNR, is defined by the following equa-

ion:

NR = 10 log10

∑N
i=1 yi

2∑N
i=1

(
yi − ŷi

)2 , (10)

which shows how well the original time series is represented
with respect to the prediction error and it is measured in dB (the
higher, the better).

In all of the experiments a prediction distance k = 1 is used
together with a multi-step ahead forecasting approach where all
samples in each test set are predicted at the same time reflecting
a real-life context, contrary to Section 4 where the samples are
predicted with a fine-grain approach (i.e., one-step ahead) to



F. Succetti, A. Rosato and M. Panella Neural Networks 167 (2023) 715–729

s
t
t
o
t
t
o
a
c
q
t
f

Table 6
Training hyperparameters for all DNNs.
Model Input H1 H2 State # of # of # of Epochs Learning Batch

data size heads stacks blocks rate size

biLSTM-AE

S1 60 40 – – – – 25 0.03 1
S2 80 80 – – – – 200 0.01 1
S3 20 20 – – – – 50 0.01 1
S4 20 80 – – – – 50 0.01 1
S5 70 20 – – – – 75 0.05 1

biLSTM

S1 80 20 – – – – 50 0.01 1
S2 90 70 – – – – 400 0.01 1
S3 20 20 – – – – 50 0.01 1
S4 20 40 – – – – 100 0.01 1
S5 20 20 – – – – 200 0.01 1

GRU

S1 20 40 – – – – 50 0.005 1
S2 80 40 – – – – 100 0.01 1
S3 40 80 – – – – 200 0.001 1
S4 50 70 – – – – 200 0.001 1
S5 50 20 – – – – 300 0.01 1

DeepAR

S1 40 40 – – – – 10 0.01 32
S2 80 80 – – – – 5 0.01 32
S3 60 60 – – – – 10 0.001 32
S4 60 60 – – – – 5 0.001 32
S5 40 40 – – – – 5 0.001 32

TFT

S1 - – 20 4 – – 10 0.01 32
S2 - – 20 10 – – 10 0.001 32
S3 - – 20 2 – – 5 0.001 32
S4 - – 20 10 – – 5 0.001 32
S5 - – 40 1 – – 5 0.005 32

NBEATS

S1 - – – – 30 1 10 0.001 32
S2 - – – – 40 1 20 0.0001 128
S3 - – – – 30 1 10 0.001 32
S4 - – – – 30 1 10 0.0001 1024
S5 - – – – 30 1 10 0.001 512
Table 7
Average RMSE and standard deviation of adopted predictors.
Model S1 S2 S3 S4 S5
biLSTM-AE 24.488 ± 2.746 104.390 ± 11.462 369.021 ± 23.047 0.324 ± 0.029 27.463 ± 7.078
biLSTM 31.972 ± 3.419 109.056 ± 16.765 359.327 ± 27.800 0.471 ± 0.111 63.008 ± 16.582
GRU 40.352 ± 4.771 141.134 ± 38.952 203.391 ± 23.364 0.620 ± 0.079 82.921 ± 13.731
DeepAR 55.290 ± 25.947 250.026 ± 38.205 182.565 ± 58.049 0.427 ± 0.066 196.800 ± 37.273
TFT 38.225 ± 15.319 95.974 ± 16.941 61.748 ± 11.594 0.516 ± 0.111 121.832 ± 76.517
NBEATS 29.947 ± 2.660 239.304 ± 46.242 237.845 ± 37.819 0.607 ± 0.015 228.825 ± 12.790
RF 32.921 ± 2.304 121.998 ± 3.406 192.810 ± 7.094 0.914 ± 0.067 146.416 ± 19.578
SVM 34.841 ± 6.107 170.536 ± 49.633 147.624 ± 80.249 0.737 ± 0.080 106.892 ± 47.782
prove the validity of the AE procedure. Some clarifications must
be done considering the multi-step ahead forecasting. The deep
learning models are trained to predict all samples of the test set
at the same time, i.e. in a ‘one-shot’ manner, whereas for the
machine learning models (RF and SVM) the situation is slightly
different. They are trained to predict one sample of the test set at
a time, using the last predicted sample to forecast the next one,
and reiterating the process on all samples of the test set to carry
out the multi-step ahead forecasting.

The numerical results are reported in Tables 7 to 10, by con-
idering the different quality metrics. Bold numbers evidence
he best results for every experiment. It is worth noting that in
hree out of five cases the proposed biLSTM-AE outperforms the
ther models. This highlights the importance of the AE procedure
hat provides a better starting point for the network parame-
ers to carry out the final forecast. Tables 7 to 10 also point
ut that there can be a high difference in terms of the metrics
mong the models; this is mainly due to high absolute values that
haracterize some time series. Furthermore, the smallest/highest
uality metric does not always reflect the best performance, as
he predicted curve could not approximate exactly the real one
rom a visual point of view as reported in Figs. 6 to 10.
723
Considering the S1 test set, our model performs better than the
others. In fact, it achieves performance values that are less than
half of those obtained by DeepAR and are lower, albeit by a lesser
amount, than the ones obtained by the other models. On the
other hand, in the S2 test set TFT achieves the best performance;
it performs slightly better than both the proposed biLSTM-AE
and the standard biLSTM and outperforms, together with the
latter ones, the other models. It is noteworthy that the biLSTM-AE
and the biLSTM show similar performance, even if the former is
more accurate and robust. It is also important to underline that,
considering the MAE, the R2 and the SNR, the performances of
the proposed approach with respect to TFT are quite similar. Nev-
ertheless, in this case, the quality metrics that provide the best
understanding of performance are the RMSE and the R2, since the
former is able to penalize greater errors more, whereas the latter
gives an idea about the variance of the models. The S3 test set
represents the only case where the proposed model has the worst
performance by considering all the quality metrics. Even in this
case, TFT achieves the best performance and it is followed by the
SVM model, which is the second best. Here, the standard biLSTM
performs slightly better than the biLSTM-AE, even if the latter has
a lower variance that underlines its robustness. The worst per-
formance of the biLSTM-AE could be related to the nature of the
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t

Fig. 6. Predicted (red) and observed (blue) values of S1 test set.
Table 8
Average MAE and standard deviation of adopted predictors.
Model S1 S2 S3 S4 S5
biLSTM-AE 19.531 ± 2.455 85.228 ± 9.256 356.161 ± 21.588 0.243 ± 0.019 17.041 ± 5.040
biLSTM 26.564 ± 3.158 87.684 ± 11.517 346.108 ± 26.636 0.310 ± 0.067 40.077 ± 11.150
GRU 32.055 ± 3.126 121.083 ± 36.588 177.276 ± 22.792 0.396 ± 0.053 50.676 ± 7.498
DeepAR 48.915 ± 23.060 224.285 ± 32.791 169.699 ± 57.535 0.318 ± 0.065 126.594 ± 21.936
TFT 31.801 ± 14.191 84.339 ± 12.871 56.692 ± 12.434 0.319 ± 0.059 77.165 ± 47.893
NBEATS 24.086 ± 2.295 196.788 ± 38.927 200.225 ± 37.619 0.579 ± 0.065 175.171 ± 10.231
RF 28.901 ± 5.536 100.270 ± 3.286 158.443 ± 6.399 0.401 ± 0.028 93.353 ± 12.477
SVM 34.841 ± 6.107 151.283 ± 51.742 133.803 ± 78.911 0.607 ± 0.071 93.694 ± 35.864
time series under analysis. It may present some characteristics
that can be better captured with different approaches, such as
the multi-head attention block of TFT and/or the auto-regressive
part of DeepAR. However, it is quite remarkable that, in all other
cases, the biLSTM-AE achieves the best performance considering
all metrics. In particular, in the S4 test set the performances of
he models seem very similar. This is due to the fact that the
724
time series under analysis has relatively low values, as reported
in Fig. 9. Finally, considering the S5 test set, it is noteworthy
that the proposed approach outperforms the other ones and this
highlights the consistency of the AE mechanism.

Another important aspect to underline is that the proposed
model achieves better performance by considering different train-
ing and test set lengths. This is another advantage given by the
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Fig. 7. Predicted (red) and observed (blue) values of S2 test set.
Table 9
Average R2 and standard deviation of adopted predictors.
Model S1 S2 S3 S4 S5
biLSTM-AE 0.971 ± 0.006 −0.458 ± 0.309 −9.413 ± 1.298 0.887 ± 0.019 0.995 ± 0.003
biLSTM 0.951 ± 0.012 −0.607 ± 0.493 −8.892 ± 1.541 0.751 ± 0.116 0.971 ± 0.015
GRU 0.921 ± 0.018 −1.816 ± 1.707 −2.190 ± 0.723 0.582 ± 0.110 0.951 ± 0.016
DeepAR 0.822 ± 0.191 −7.465 ± 2.678 −1.796 ± 1.472 0.800 ± 0.061 0.723 ± 0.097
TFT 0.919 ± 0.06 −0.257 ± 0.497 0.699 ± 0.112 0.697 ± 0.103 0.857 ± 0.155
NBEATS 0.957 ± 0.008 −6.860 ± 2.867 −3.450 ± 1.339 0.412 ± 0.124 0.638 ± 0.040
RF 0.948 ± 0.007 −0.971 ± 0.108 −1.836 ± 0.203 0.605 ± 0.019 0.850 ± 0.035
SVM 0.940 ± 0.020 −3.142 ± 2.190 −1.102 ± 2.042 0.101 ± 0.128 0.907 ± 0.088
AE procedure, which demonstrates that it can be applied on
different datasets producing accurate results. At the same time, as
highlighted by the numerical results, it could be prone to errors.
This is probably due to the specific characteristics of the time
series, such as the number of samples, the trend, etc. This is
evident by considering the results obtained with the S3 test set,
where all the other models perform better than the proposed one.
725
As a general remark, it is of particular interest that the pro-
posed approach does not present the worst standard deviation,
even in the case when it shows the worst performance. This
highlights the robustness of the biLSTM-AE. The model that has
the best standard deviation on average is the RF, while the worst
one is the SVM. Nevertheless, the numerical results reported
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Table 10
Average SNR and standard deviation of adopted predictors.
Model S1 S2 S3 S4 S5
biLSTM-AE 28.856 ± 0.998 37.892 ± 0.983 24.395 ± 0.543 12.746 ± 0.815 25.425 ± 2.201
biLSTM 26.529 ± 0.851 37.556 ± 1.338 24.634 ± 0.667 9.697 ± 2.058 18.237 ± 2.333
GRU 24.523 ± 1.039 35.481 ± 2.149 29.607 ± 1.011 7.138 ± 1.063 15.677 ± 1.403
DeepAR 22.498 ± 3.487 30.354 ± 1.286 31.105 ± 3.589 10.429 ± 1.365 8.238 ± 1.777
TFT 25.626 ± 3.436 38.689 ± 1.365 40.061 ± 1.629 8.695 ± 1.632 14.247 ± 6.241
NBEATS 27.092 ± 0.764 30.811 ± 1.770 28.312 ± 1.450 5.637 ± 0.975 6.770 ± 0.491
RF 26.257 ± 0.653 36.493 ± 0.246 30.024 ± 0.328 7.269 ± 0.213 10.721 ± 1.361
SVM 25.873 ± 1.615 33.964 ± 2.837 33.555 ± 4.916 3.733 ± 0.659 14.107 ± 3.783
Fig. 8. Predicted (red) and observed (blue) values of S3 test set.
t
m
w
r
t

n Tables 7 to 10 should be analyzed by considering a trade-
ff between the goodness and robustness. In these terms, it is
vident that the biLSTM-AE achieves the best results, proving the
fficiency of the proposed AE procedure. This is further confirmed
y the visual results reported from Figs. 6 to 10. In Fig. 6(a)
t is clear that the prediction related to the S1 test set is ac-
urate despite a little underestimation of the first peak. At the
ame time, the predicted curves related to the other models in
 a
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Figs. 6(b), 6(c), 6(d), 6(e) and 6(f) are able to follow the real
one, despite a worsening in performance. Conversely, in the S2
est set represented in Fig. 7, the forecasting is not so good; all
odels struggle to correctly predict the real data. This is the case
here the numerical values reported in Tables 7 to 10 do not
eflect perfectly the visual results, except for the R2 in Table 9
hat, by measuring the variance of the models, gives some hint
bout the curves. The prediction obtained by the TFT model in
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Fig. 9. Predicted (red) and observed (blue) values of S4 test set.
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ig. 7(f), which is the best one, is not able to follow the real
urve, as it is first underestimated and then overestimated; even
he shape is not recognized properly. Nevertheless, the prediction
alls within a range of values reasonably close to the real curve
nd this explain the lowest numerical values. This is not true for
he S3 test set of Fig. 8. In this case, the prediction achieves by
he biLSTM-AE represented in Fig. 8(a) does not fall into a range
f values near the real curve but it is able to resemble its shape.
t the same time, it is important to remember that the results
eported in Tables 7 to 10 are averaged over 10 runs and thus,
rom this point of view, it is clear that the results obtained by the
ther models are superior, especially considering the TFT. On the
ontrary, considering the test sets related to S4 and S5 reported
in Figs. 9 and 10, respectively, it is clear that the proposed model
carries out accurate forecasts. In particular, Fig. 9(a) shows how
the predicted curve is able to recognize the peaks of the real
curve while maintaining a good accuracy during the first and last
hours of the day. The same goes for the biLSTM and the GRU,
albeit to a lesser extent. In this case, despite small differences in
 o
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terms of the different quality metrics, it is clear that the proposed
model achieves the best result even from a visual point of view.
Finally, the prediction reported in Fig. 10(a) related to the S5
est set shows the high accuracy of the proposed model. Here,
he predicted curve follows almost perfectly the real one. Only
iLSTM, GRU and TFT, whose results are reported in Figs. 10(b),
0(c) and 10(f), respectively, provide a similar performance. In
articular, the biLSTM underestimates the real peak whereas TFT
lightly overestimates it. This is not true for the GRU, where the
redicted curve slightly anticipates the real one.

. Conclusions

A novel deep learning approach is presented in this paper. The
ovelty lies in the exploitation of an adaptive data embedding
rocedure obtained through the use of a DNN architecture based
n a dual-stacked biLSTM network. The first biLSTM layer carries
ut the AE procedure by learning a compressed representation

f the input time series, that is, the dynamics of the unknown
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Fig. 10. Predicted (red) and observed (blue) values of S5 test set.
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ystem generating the observed data. Then, the second biLSTM
ayer is used to carry out the prediction task. The DNN is trained
ith a two stages approach, where the first one is used to fit
he first biLSTM layer and the second one is used for the actual
orecasting.

The proposed approach is extensively tested by using both
enchmark and real-world time series data. The benchmarks
re used to demonstrate the effectiveness of the AE procedure,
hereas the real-world data are used to show the goodness
nd robustness of the obtained predictor. It is also compared
ith several state-of-the-art forecasting models, showing better
erformance anyway.
Future works and investigations should consider the applica-

ion of the unsupervised adaptive embedding approach to dif-
erent deep neural architectures and more complex scenarios.
amely, the adaptive embedding methodology can be imple-
ented into more complex models that combines several tech-
iques (i.e, season and trend analysis, attention mechanism, etc.)
nd can be tested on more challenging scenarios that consider
everal data sources, as for multivariate time series and dis-
ributed contexts.
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