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ABSTRACT The high-impact scenario of UAV live uplink streaming is gaining significant interest in diverse
applications, such as ambient monitoring, disaster rescue, and smart surveillance. This paper addresses
the problem of uplink streaming by a fleet of camera-equipped UAVs, with one UAV acting as the sink,
collecting and transmitting videos from the others. We demonstrate that performing video stabilization at the
source UAVs or the sink enhances video quality and reduces required communication throughput, leading
to bandwidth savings. We analyze the UAV live uplink streaming architecture to identify the most effective
stabilization point within the network in a distributed manner. Using a reinforcement learning framework,
we develop a method to dynamically optimize the stabilization gain-cost trade-off, pinpointing the optimal
node for stabilization tasks. Through targeted numerical simulations under different system conditions we
identify when and where stabilization should be applied to maximize efficiency. Our results show that video
stabilization improves system performance in terms of media quality, battery life, and bandwidth usage.

INDEX TERMS stabilization,5G and 6G networks, autonomous systems, extended reality, quality metric.

I. INTRODUCTION

Uplink streaming in Unmanned Aerial Vehicles (UAVs) net-
works plays a crucial role in several cutting edge applications,
such as ambience patrolling, advanced surveillance, visual
localization and mapping, disaster recovery area searches, to
cite a few. Fig.1 illustrates the architecture for live uplink
streaming for UAV fleets, reflecting the 3GPP Framework for
Live uplink streaming (FLUS) architecture [1]. Fig.1 shows
the FLUS architecture elements, namely: i)source(s) UAV,
i.e. camera equipped UAVs capturing video or volumetric
data, and ii)sink UAV (optional), i.e. a UAV gathering and
possibly processing the data from the sources. UAV live up-
link streaming presents challenging constraints of low latency
and high data rate typical of live video streaming, which can
be satisfied in 5G and beyond networks. In the UAV uplink
streaming scenario, UAV or vehicle mounted devices capture
motion-intensive footage, such as conventional or immersive
(e.g., 360 degree) video and extended reality media (e.g.,
point clouds) affected by shaking or global motion effects.
The motion of the UAV camera impacts the perceptual quality
of the acquired video, and processing techniques designed
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FIGURE 1. UAV uplink streaming scenario: source UAVs are equipped with
cameras and transmitters, while the sink UAV, equipped with both
receivers and transmitters, acts as a relay to the base station. All UAVs
have limited battery life, operating under strict energy and bandwidth
constraints. Video stabilization can reduce the system cost of uplink
streaming.

to reduce the apparent video motion, also known as video
stabilization techniques [2], can be applied. In [2] the authors
extensively review the literature on the topic and identify
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open challenges, such as developing low computational cost
methods and creating novel video datasets possibly annotated
with subjective quality evaluation information. These datasets
enable further research on the estimation of video stabiliza-
tion quality using deep learning [3], [4], paving the way to
online, automatic video quality assessment.

The literature overlooks the impact of video stabilization
on communication resource savings, especially in resource-
constrained UAV live streaming. This paper fills this gap by
addressing video stabilization within the UAV uplink stream-
ing framework.

The UAV can act as a video "source" or "sink" in the com-
munication pipeline. The source UAV captures video frames,
encodes the raw unstabilized video, and forwards it to the
next communication element, such as a base station or an
intermediate sink UAV. It can optionally stabilize the video
before encoding and transmission, possibly collecting sensor
data crucial for stabilization. The UAV sink collects videos
from multiple UAVs and can relay them to a base station.
If the video hasn’t been stabilized at the source, the sink
can decode, stabilize, and re-encode it for transmission. The
sink can also provide feedback to the source for real-time
adjustments, such as modifying capture settings. In a hetero-
geneous architecture, the UAV sink could be replaced by a
sink mounted on an autonomous or human-operated vehicle.

This paper demonstrates that video stabilization reduces
the bitrate of encoded video and analyzes its impact on the
UAV fleet’s bandwidth and energy resources. Using a re-
inforcement learning approach, we investigate the commu-
nication, computing, signaling costs and benefits of video
stabilization at the source or sink UAV. After identifying
protocol architectures for implementing video stabilization,
we show how reinforcement learning can optimize resources
for overall gains in stabilization and transmission.

To summarize, this paper brings the following novel con-
tributions:

« We outline the architecture of UAV live uplink stream-
ing, identifying key system parameters affecting perfor-
mance.

« We assess the impact of video stabilization by comparing
Rate-Distortion performance of stabilized versus shaky
videos, highlighting potential bandwidth savings.

« We define a reinforcement learning approach for flex-
ible, distributed optimization of computing and com-
munication resources between source and sink UAVs,
identifying the optimal element within the UAV fleet for
stabilization.

« We provide numerical simulations that highlight the
system conditions under which stabilization can be op-
timally performed.

This paper is structured as follows: Section II reviews
relevant literature. Section III details the live UAV uplink
streaming scenario. Section IV presents our novel strategy
for integrating video stabilization into UAV operations by
framing it as a Markov Decision Process (MDP), introducing
Q-learning, and discussing different architectures. Section V
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addresses system-related issues, such as signaling overhead.
Section VI assesses bandwidth savings from video stabi-
lization, presents the benefits across various scenarios, and
discusses the optimal location for stabilization (source vs.
sink). Finally, Section VII concludes the paper and proposes
directions for future research.

II. RELATED WORK

The boost in video acquisition by mobile devices has spurred
video stabilization research, leading to various innovative
approaches aimed at improving video quality by reducing
unwanted shakiness. The work in [5] presents a probabilistic
approach to minimize optical flows between shared regions
among different reconstructed frames. In [6], recovery of
affine transformation of the camera plan is achieved by a net-
work trained on synthetic data. The algorithm in [7] combines
deep learning with frame interpolation to prevent stabilization
side effects such as blur. The deep online video stabilization
method in [8] predicts steady frames with minimal latency,
emphasizing the separation of motion estimation from cam-
era path smoothing to reduce wobbling and distortion. The
authors in [9] propose to adaptively adjust meshes to han-
dle parallax and discontinuous depth variations in various
scene complexities. [10] addresses the specific challenges
of stabilizing selfie videos by focusing on both foreground
and background motion, using a stabilization network to
infer displacements and generate stabilized frames. Overall,
stabilization of conventional video is an open problem [2].
Novel media kinds, such as 360 degree video or lidar data, are
expected to enable novel services, e.g. visual simultaneous lo-
calization and mapping. These media pose further challenges
for the stabilization algorithms.

For immersive video, after the seminal paper [11], several
methods have been developed; see [12] for a survey. For lidar
volumetric data as point clouds, stabilization poses extraor-
dinary challenges since different temporal snapshots typi-
cally lack of vertices correspondences [13], and the literature
mainly addresses small misalignment recovery (registration)
rather than capturing and compensating for global motion [9].
These studies demonstrate interest in addressing processing
complexities, but the literature overlooks the integration of
video stabilization into the wide range of mobile video ser-
vices provided by next generation networks, including those
by UAV fleets.

Regarding uplink streaming in UAV networks, recent re-
search has focused on enhancing communication capabili-
ties, resource allocation, and addressing challenges related
to channel modeling and interference. The work in [14] ad-
dresses resource allocation and power control within cellu-
lar networks supporting UAV communications, suitably ac-
counting for inter-cell interference. The work [15] presents
a prototype for real-time video streaming and UAV control,
emphasizing the use of LTE networks for downlink and uplink
transmissions. In [16], the application of cell-free massive
MIMO technology in UAV networks, particularly for ultra-
reliable low-latency communications is explored within a
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FIGURE 2. Different communication architectures for uplink streaming: (a) single-hop, representing a direct access by the source UAV to the base station;
(b) two-hops, where a single UAV source is connected to a UAV sink, acting as a relay towards the base station; (c) two-hops, where the UAV sink gathers

data from multiple UAVs and relays it towards the base station.

smart factory environment. Focusing on security, [17] max-
imizes effective secrecy throughput in uplink UAV networks
under limited feedback channels. The work in [18] examines
the impact of UAV trajectories and altitude on uplink non-
orthogonal multiple access in cellular networks, whereas [19]
proposes user-centric and UAV-centric strategies for enhanc-
ing UAV communications in a multi-cell setup. Regarding
video streaming, [20] addresses power efficient UAV place-
ment and resource allocation for adaptive video streaming,
while [21] addresses the optimal movements and transmission
powers for UAV fleets in real-time, maximizing the video
rate, smoothness and low latency. An energy-related focus is
provided in [22]. The work in [23] optimizes the positioning
of observational and relay UAVs and allocates communica-
tion resources for uplink streaming in power safety scenarios.
The interest in UAV-aided streaming is also demonstrated by
various surveys, such as [24]-[26].

These studies advance understanding of uplink streaming
in UAV networks, addressing interference management, real-
time control, security, and radio access efficiency. However,
the literature lacks focus on the novel and critical issue of
efficient video stabilization within resource-constrained UAV
fleets. The significant system advantages of UAV video sta-
bilization will be explained next.

Ill. UAV UPLINK STREAMING ARCHITECTURE

In the UAV live uplink streaming scenario, one or more UAVs
equipped with cameras (UAV sources) are deployed to cover
an area capturing media as video or volumetric data [27].
They can either be directly connected to a base station or
maintain a connection to a UAV sink equpped with an access
point, which is connected to the base station. The UAV sink
gathers the data, and transmits it to a receiving antenna. The
different communication architectures are shown in Fig.2,
illustrating the case of connection to the base station (a)
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through a direct link, (b) through a dedicated UAV sink, and
(c) through a UAV sink shared by multiple UAV sources.

As the UAVs sources collect video footage, their aerial
movements induce shakiness in the captured video. To ad-
dress this, videos may undergo a stabilization process directly
at the source UAV to improve quality before they are encoded
and sent to the sink. The transmission rate of video from
each UAV varies, with average value ©,[Mbps] for the n-th
UAY, depending on whether the footage is stabilized prior to
transmission.

In a UAV live uplink streaming scenario, each source
UAV possesses a unique spectral efficiency, denoted as 7,
(measured in bits per second per Hertz, bps/Hz), towards the
sink [28]. This efficiency is influenced by the characteristics
of the communication channel, notably including the UAV’s
distance from the sink. Consequently, the physical bandwidth
required to upload the video from each UAYV, represented
as B,, can be calculated using the formula B, = ©,/n,,
where B, is expressed in Megahertz (MHz). In addition to
communication capabilities, each UAV is also defined by its
battery state, quantified as its residual battery charge, C,.
The sink collects the data from the source UAV: if the video
footage has not been stabilized at the source - for instance
because the source was not equipped with a stabilization
algorithm- the sink has the option to decode, stabilize, and
re-encode the video data. The sink then forwards the video to
the connected base station at a transmission rate denoted by
@,(,S) (Mbps), which is less than or equal to ©,,.

The bandwidth By, used by the sink for the transmission
to the base station is computed as Bk = @,(f) /Msink [MHz],
being nsink [bps/Hz] the spectral efficiency of the channel
between the sink and the base station. Additionally, the sink
itself is characterized by its own battery charge Cgin.

In summary, the interaction between the source UAV and
sink UAV in video stabilization involves a frame processing
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Main notation

Video parameters

O, 9,(1:) Average throughput [Mbps] of the original and stabilized video originated by the n-th UAV.
T Video chunk duration [s].
Vs 'y,ss), Size [Mbits] of the original and stabilized video chunk generated every 7 s at the n-th UAV.
System parameters
"n> Tsink Channel spectral efficiency [bps/Hz] of the n-th UAV-to-sink channel and the sink-to-base station channel.
By, By, Bsink s Bsink Bandwidth required and allocated to upload the video from the n-th UAV (to the sink), and from the sink (to the base station).
Cy, Csink Residual battery charge at the n-th UAV and at the sink.

(stab) — (enc)  (mx)
Hﬂ ) Hﬂ 9 H}l

Energy cost [J/bit] for encoding, stabilization and transmission at the UAV.

(stab)  (enc) (&)
Rsink s Fsink "> Fsink

Energy cost [J/bit] for encoding, stabilization and transmission at the sink.

Ps» PBS Traffic load at the sink and the base station, statistically affecting the video packet delay.
MOSYV, MOSS Subjective quality metric (Mean Opinion Score, MOS) of the video quality (MOSV) and of its stabilization level (MOSS).
AR, APSNR Bjontegard metric representing the rate saving and the PSNR improvement achieved by video stabilization.
Performance metrics
fe. /8, /D> Cost associated with the S; — S; state transition.
AE, AB (%) Relative bandwidth and energy saving achieved by video stabilization.

2(U), p(Suav ), (Ssink)

Relative frequency ¢ of the optimal path estimated by the RL algorithm for the Unstabilized, UAV and Sink Stabilized video.

TABLE 1. Main notation for video, system and performance parameters.

pipeline. The source UAV captures or reads a video frame,
optionally stabilizes it to correct motion artifacts, encodes the
frame, and sends it to the sink UAV or the base station. The
sink UAV, if present, relays the video to the base station. If
stabilization wasn’t applied at the source, the sink UAV can
apply it before forwarding to the base station. This setup,
although simplified, encapsulates the main system parameters
affecting the quality of live UAV video streaming. It considers
various critical factors such as mobility, video stabilization,
data transmission efficiency, and the operational longevity of
the UAVs. It may be used to describe different alternative
architectures as shown in Fig.2(a)-(c).

IV. UAV VIDEO STABILIZATION AS A REINFORCEMENT
LEARNING PROBLEM

In this section, we investigate resource savings using video
stabilization in UAV uplink streaming by formulating a
Markov Decision Process (MDP) and building a reinforce-
ment learning model for video stabilization in a UAV fleet;
the adopted notation is reported in 1. We focus on the archi-
tecture in Fig.2(b), where both the source and sink are in the
video processing pipeline, and discuss modifications for the
schemes in Fig.2(a), (c).

Considering the architecture in Fig.2(b), data from the
source UAV travels through the sink UAV to the base station.
We introduce an optimal strategy for the source UAV to
autonomously decide whether to perform video stabilization
or offload it to the sink UAV. This decision is based on min-
imal parameters and the UAV’s current state. We formulate
this optimization problem as an MDP and solve it using Q-
learning. Reinforcement learning allows dynamic and con-
tinuous improvement of the optimization strategy online and
supports broader applications, such as adjusting video bitrate
or selecting transmitting UAVs.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4

A. UAV STABILIZATION AS A MARKOV DECISION PROCESS
(MDP)

A Markov Decision Process (MDP) is a system composed of a
sequence of states where transitions from one state to another
are associated with a reward, dependent only on the current
state. Among all the possible sequences of states, there is
one that maximizes the overall reward. The MDP can thus be
represented as a graph, where the optimal sequence of states
corresponds to a path in the graph.

We first describe the MDP underlying our framework,
highlighting the system parameters affecting the MDP tran-
sition rewards. Then, we solve the problem using the Q-
learning algorithm, which simulates an agent that visits the
graph multiple times (epochs) and explores different paths,
estimating the cumulative path rewards [28]. After a pre-
defined number of epochs, the agent identifies the optimal
path. Applying this computation method by the UAV leads to
identifying the best solution for video stabilization.

The literature [28] often addresses learning UAV path
planning and area coverage, associating the UAV state with
variables such as the position, height, and velocity. Herein,
we focus on a novel aspect: finding the optimal strategy
(allocation of computation and communication resources)
for the video stabilization and transmission by developing
a model that is novel compared to the state-of-the-art. Our
model addresses the temporal scale of video packets, which
typically spans a few seconds. In contrast, existing algorithms
that optimize UAV actions, such as hovering, being idle, or
charging, operate on larger temporal scales. These longer-
term algorithms can integrate the proposed algorithm within
one or more of their states, such as during the UAV’s hovering
or charging phases, optimizing video packet transmission
within the broader context of UAV operations.

We specify the MDP model to perform the stabilization
in the UAV fleet, either at the source UAVs or at the sink.
The source UAV, equipped with a camera, captures the video,
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FIGURE 3. Markov decision process (MDP) model representing the optimal video stabilization strategy as an optimal path on a graph. The graph model is
the base for the proposed reinforcement learning approach, where the optimal path is iteratively learned.

encodes and transmits it. The acquired video can be stabilized
before encoding and transmission. It is worth noting that
video stabilization has a direct positive impact on coding
performance. Indeed, the smoothing effect of the motion
vector field resulting from the video stabilization process
enhances the efficiency of the encoder’s motion estimation
and compensation block. As described in the previous section,
the video stabilization reduces the amount of motion in the
video, potentially reducing the throughput (bps) needed to
transmit the video at a given target visual quality. The UAV
source transmits the video to the UAV sink; the bandwidth
occupied for the transmission depends on the video features,
possible stabilization and encoding efficiency, as well as by
the spectral efficiency 7, characterizing the channel between
the source and sink UAVs. The videos collected at the sink
are forwarded to the network through the base station. The
sink can either transmit the video from the UAV source as
is or decode, stabilize, re-encode and forward it to the base
station. We assume the sink can stabilize the video only if it
has not been previously stabilized at the source. In principle.
The bit-rate reduction achievable by video stabilization pgjnx
differs from that achievable at the source. Finally, the trans-
mission towards the base station is realized over a channel
with spectral efficiency 7gink-

We introduce the stabilization strategy for the scenario
of Fig.2(b), where the video can be stabilized either at the
source UAV or at the sink UAV. We disregard the case of
stabilizing the video twice, as the system cost would out-
weigh the marginal benefits of a second stabilization stage,
as demonstrated in the numerical results. In SubsectionI V-C,
we will discuss the cases in Fig.2(a) and (c). The stabilization
strategy for Fig.2(b) is represented by the MDP indicated in
Fig.3. The state Sy represents the source UAV; states S; and
S, refer to the availability of the encoded or the stabilized
and encoded video at the UAV sink; states S3, Sy refer to the
availability of the encoded video, either stabilized or not at
the base station. The state S5 represents the end destination.
It is assumed that the link between the base station and the
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final destination, e.g. a central command room, is wired, and
the further in-network impact of the rate saving due to the
stabilization is negligible.

An online, dynamic approach to the problem is obtained by
using a reinforcement learning algorithm [28], where an agent
travels from S, to Sg, visiting the states along a path. The
links stemming from each state represent the set of possible
actions available in each state. This is sketched in Fig.3,
where the continuous and dashed lines represent the actions
encoding and stabilization and encoding, respectively. The
decision on whether and where to stabilize the video is made
based on optimizing the path from S; to S based on relevant
system optimization variables, as described in detail below.

B. MDP SOLUTION BY Q-LEARNING ALGORITHM

As shown in [29], deep learning can be applied to UAVs using
a variety of algorithms, leveraging reinforcement learning,
deep reinforcement learning, transformer models, and general
deep neural networks. Training large models significantly
enhances performance, using [30] gradient-based machine
learning algorithms or pretrained neural networks for faster
inference [31]. Although attention-based algorithms have
proven to be highly performant [32], [34] or fast [33] in
different applications, deep learning, reinforcement learning
and their developments are typically preferred for manag-
ing missions with multiple cooperative UAVs [35], using
transformer-based deep reinforcement learning for efficient
routing, even in a multi-agent framework for better scalability
[36].
For simplicity and without loss of generality, we focus on
reinforcement learning implemented using the Q-learning
algorithm. This allows us to highlight all the benefits and
trade-offs associated with UAV onboard video stabilization
and provides a lower bound of performance achievable by
adopting advanced algorithms.

Let £ denote the set of edges of the MDP graph in Fig.3.

The objective is to compute the system reward for each
state-action pair, represented by the Q-matrix Q : SxA — R,
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Action Energy cost f¢ Bandwidth cost fp QOoE cost f5
So — St (n("”")'y,,+f~i(’x)7,,)/C,, MYn, E{1n}=©n - 7 max (By/By — 1,0) < pink
So — S2 (M”"b)'y,l«#ﬁ(""f)'y,ss) +/~e(’x)'y,$‘v)>/cn nn’y,l,E{'y,l}:@,(,‘v) T max (Bn/Bn -1, 0) & Psink
S1 — 83 tX)’Yrt/Csmk sink Vs E{m}=©n - T max (Byink/Bsink — 1,0) < pas
S1 =S4 < Eféih) IOF Eif)’y,ﬂr ﬂff&c)%(fhr Efilzvsz))/Csink nsink'YnyE{'Yn}:@rSS) -7 | max (Bguk/Bsink — 1,0) < pps
S = Sy (fzﬁvng)/Csink Teink Yo, E{1a} =05 - 7 | max (Bgink/Bsink — 1,0) , < pgs

TABLE 2. Cost functions f¢, fg, f5 associated with actions from state S; to S; of the graph in Fig.3. The cost functions depend on several system
parameters concerning the sources and sink UAVs energy costs, battery values, and spectral efficiency, the overall sink and base station load.

where S = {Sp, - S5}, A <> & are the available actions
corresponding to the MDP edges. The algorithm refines the O
matrix over numerous iterations (epochs), using the estimate
from each epoch as a starting point for the next.

During each epoch, the reinforcement learning agent
moves from Sy, to S;. At each step k, given the current state
sk, the agent selects an action a; € A and transitions to
the next state s;41. The action a; in state s; yields a reward
Ri = R(sx,ax), updating the Q-matrix. Specifically, let
Q,(('ll be the O matrix estimated at k—1 step in the i-th epoch.
At step k, the Q,Eizl matrix is updated based on 1) the reward
R, of action a; associated with the transition from state sy
to state si+1, and ii) the potential reward achievable from the
next state s 1, i.e. max,, Q]((lll(Sk+1,ak+1). In formulas,

O] —(1—n).0W
Oy (skyar) = (1—cu) - Q2 (sw, ak )+
1

o |Re + )\Irklax Q,Ql(skH, 1) |
k41

fork =1,---5,i = 0,---N,, where «; in [0, 1] is the step
size or learning rate, and \ in [0, 1] is the discount factor that
balances the importance of earlier versus later rewards.

During each epoch, the Q-learning algorithm employs an
e-greedy policy to balance exploration and exploitation: with
probability 1 — ¢, it chooses the action a; that maximizes the
expected reward for the current state si, and with probabil-
ity €, it selects an action at random. The advantage of this
approach is that it prevents premature convergence to a local
optimum.

Upon convergence, the refined Q matrix determines the
optimal sequence of states, indicating the best action from any
given state to maximize cumulative reward.

We apply the Q-learning algorithm within the uplink
streaming framework. Let n denote the index of the n-th
video packet transmitted during the uplink streaming session.
The Q-matrix is iteratively estimated by computing the QoE
reward for each state-action pair (i.e. each transition in Fig.3)
as a function of system parameters.

We focus on the uplink transmission of a video packet,
or chunk, of duration 7 and random size v, depending on
the average video encoded data rate ©. The rate © varies
based on whether the video is stabilized or not, i.e. ©® €
{@,(f), @n}. Typically, v, follows a heavy-tailed distribution

such as a Gamma distribution pr-(+y; ©) [37] of expected value
E {7} = ©-7.Let 3, denote the bit-rate reduction achievable
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by video stabilization at the n-th UAV sink, i.e. 3, = O} /©,.
The bandwidth B, requested by the n-th source UAV for
chunk transmission depends on the spectral efficiency 7, of
the channel towards the sink, i.e. B, = 7, - 7. The actually
allocated bandwidth B, depends on the total load of the UAV
sources covered by the UAV sink, so that E,, < B,. When
B, < B,, a transmission delay occurs. For the common case
of HTTP-based streaming [27] the delay can be quantified as

8y = 7 max (B,/B, — 1,0) .

Generally, 9, statistically depends on the sink traffic load
ps. Transmitting the chunk requires energy that sums up the
energy spent on the stages performed at the UAV, possi-
bl 1nclud1ng the stabilization E*” K5P), | coding

E\) = k), and transmission E\") = k), energy
costs.

Finally, the allocated bandwidth from the base station to the
sink, namely Bsink, depends on the total load of the base sta-
tion. When By is less than the overall bandwidth requested
by the sink Bk, a delay dgnk = 7 - max (Bink/Bsink — 1,0)
occurs even the sink and the base station. The delay probabil-
ity distribution depends on the base station traffic load level
pps. The energy spent at the sink includes the stabilization

e = ko, coding EGi? = ki, decoding

S{iic) = Eﬁﬁf)%, and transmission Es(mk) = /{éfnﬁ'yn energy
Costs.

With these settings, we are can define the rewards associ-
ated with each action in the above-defined state-action space.
Specifically, at each action, we associate the reward in terms
of energy and bandwidth savings and quality of experience
maintenance.

Let us denote by fg,fz the cost in terms of energy and
bandwidth spent for the chunk transmission and by f;s the cost
in terms of transmission delay. In its general form, we define
the reward as the opposite of three cost functions

R=—(e+f+f5) )

where the actual costs fg, fp,fs vary across links and can be
set depending on several system parameters.

In the following, we will restrain ourselves to consider the
impact of the relevant system parameters:

o the processing, coding and transmission energy at

the n-th source E(””b),E,Se"C),E,Yx), and at the sink
E(vtab) E(enc) E(tx)

sink sink ’ “sink *
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« the encoding rate of the original video O, and of the
stabilized video ©);

« the battery charge at the n-th UAV source and at the UAV
sink;

« the sink and base station load condition, as summarized
by the parameters psinx and pgs, which ultimately influ-
ences the observed ratios Bn/Bn, n=0,---N—1.

These settings, detailed in Tab.2, allow using the Q-
learning algorithm to compute the Q-matrix associated to the
model in Fig.3 from a set of parameters related to the uplink
streaming session. The Q-learning algorithm can be applied
offline and online, either in a centralized or distributed way,
provided that a few parameters are either available or sig-
naled, as discussed in Sec.V. Once the Q matrix is estimated,
the optimal path in Fig.3 and the corresponding stabilization
strategy is selected.

C. REMARKS

We discuss here some key aspects of the possible alternative
architectures in Fig.2. In the model in Fig.2(a), the only
decision strategy at the source UAV is whether to stabilize
the video or not. Therefore, the reward is simplified, and we
straightforwardly write it as

R — (ff,(fnc)'yn—F’fr(fx)%) /Cy + 1yyn + max (I;’,I/Bn -1, O)
3

or as

RO = (w83, 1 K70 1992 Gy ir -4 mac (BB

“4)

where the delay statistics depends in both cases on pgs. We
recognize that in this case the reward depends on the trade-
off between the stabilization energy cost and the available
bandwidth.

The model in Fig.2(c) involves different UAVs, and the
optimal strategy is ideally determined jointly for all the UAVs
using a multi-agent approach. In this case, the reward compo-
nent related to the QoE depends on the bandwidth requested
by each and every UAV. Exchanging this information would
imply a large signaling overhead. Therefore, we limited our-
selves to a suboptimal distributed solution, requiring very few
parameters to be known at the UAV source to select the better
strategy. The bandwidth requests from all the users could be
accounted for by a key parameter representing the overall load
of the UAV sink. This load parameter can be accounted for in
the above described model by introducing a weight wp for
the bandwidth reward component fz; for loads close to the
maximum UAV sink bandwidth, the sink UAV would send
the signaling parameter to the competing UAV sources, which
would then react to improve the reward component associated
with the bandwidth saving.

Finally, all the above described strategies can be integrated
into more general path planning strategies by suitably incor-
porating the stabilization-related reward components to the
existing ones.

VOLUME 11, 2023
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V. SYSTEM RELATED ISSUES

In this Section, we tackle some relevant issues concerning the

implementation of the method in a real system.

a) Path planning. Most of the UAV-related literature uses

reinforcement learning for path planning purposes [28].
The decision process presented here is suitable for
adoption within a more general path planning strategy.
Specifically, the MDP in Fig.3 operates on a time scale
of the order of seconds and can be integrated as a chain
of sub-states within a higher layer path planning model,
where the states typically corresponds to larger tem-
poral scales of UAV dynamics. This is exemplified in
Fig.4, where the higher level (macro) UAV states refer
to dynamics such as hovering, moving or charging. Each
macro state can be extended to enclose the current model
as a set of sub-states. The reinforcement algorithm is
modified by extending both the state by adding the rele-
vant parameters and the reward to include the component
related to the stabilization algorithm.

Hovering
Position
Height
Velocity
Acceleration

Battery Charge

Spectral Efficiency

Sink Battery Charge —
Charging

FIGURE 4. Integration of the proposed learning strategy within UAV path
planning: the video stabilization strategy operates on a shorter temporal
scale, with actions occurring over intervals of a few seconds. Thus,
stabilization can be incorporated as a series of substates within
higher-level states. The state parameters (black) are integrated with all
relevant parameters (red).

b) Parameters’ signaling. The optimal stabilization strat-
egy is selected by reinforcement learning, typically per-
formed offline before the session begins and updated
online throughout the session [27]. To perform the on-
line reinforcement learning task, some parameters need
to be exchanged. Fig.5 shows how the signaling takes
place during the session: some parameters are estimated
locally, whereas others are received from the UAV sink.
The parameters that are constant during the session,
such as the energy consumption per processed/encoded
bit, are sent in the initialization phase (solid line); the
parameters that vary during the session, such as the sink
battery charge state, are updated throughout the session
(dashed line).

c) Computational complexity. The proposed strategy in-
volves various steps, including video data processing,
encoding, and learning. Real-time solutions are available
for encoding [38], [39] and for digital video stabilization
[40], [41], with latency reduced to one or less frame
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FIGURE 5. Parameter signaling for online distributed strategy learning:
each UAV source applies online the reinforcement learning strategy,
based on: i) the parameters estimated locally and ii) the parameters
received from the UAV sink either in the link initialization phase (solid
line) and during the session (dashed line).

[42], possibly using gyroscope measurements [43]. The
learning is realized in two steps: an offline training stage,
where the system parameters are set up, and an online
stage, where the strategy is updated. In case of overload
at the UAV sink, the signaling parameters outlined ear-
lier can be used to discourage processing at the UAV
sink (e.g., in case of multiple UAVs and heavy sink load)
while promoting video stabilization at the UAV source.

d) Scalability. Multi-UAV systems are known to present
scalability issues in path planning and task allocation.
A comprehensive review is found in [44], highlighting
the scalability challenges related to different classes of
tasks, such as coverage, adversarial search/game, com-
putational offloading, communication, and target-driven
navigation. The case of uplink streaming may fall within
tasks of coverage or target-driven navigation. Besides
the challenges highlighted in [44], mainly due to the
exponential growth of the state and action spaces with
the number of UAVs, the approach presented here faces
an additional bottleneck at the UAV sink. Realizing
the video stabilization at each UAV source, i.e., in a
distributed manner, releases resources at the UAV sink
for processing video data that could not be processed
otherwise, such as in cases of severe battery discharge at
the originating UAV. For scalability purposes, when the
number of UAVSs increases, more than one UAV can be
elected to act as a data processing sink. This architecture
paves the way for a further hierarchical organization of
the fleet, based on the amount of the data to be processed,
the path of the UAVs and their system resources.

VI. NUMERICAL EXPERIMENTS

In this section, we present the numerical simulation results for
unmanned aerial vehicles (UAVs) providing uplink streaming
services by application of video stabilization before coding.
The architecture in Fig.2(b) allows us to draw some general
trends on the system functioning, and it will be analyzed in
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detail in the following.

Firstly, we show that integrating video stabilization sig-
nificantly enhances video compression efficiency. Then, we
analyze the considerable system resource savings achieved by
applying stabilization techniques in UAV uplink streaming.
Specifically, we address the impact of video stabilization
on the encoded video bitrate and the associated quality in
Subsec.VI-A. In Subsec.VI-B we investigate the impact in
a UAV system. With reference to the architecture in Fig.3,
we show the performance of the optimal video stabilization
strategy as a function of the UAV and sink system state and
connectivity condition, both through MDP optimization and
reinforcement learning.

A. VIDEO STABILIZATION IMPACT ON THROUGHPUT: A
RATE-DISTORTION ANALYSIS

This subsection delves into the influence of video stabiliza-
tion on the video’s Rate-Distortion (R-D) trade-off during
the encoding stage, providing a detailed examination through
experiments. It presents empirical results focusing on two
critical metrics: Peak Signal to Noise Ratio (PSNR) and Mean
Opinion Score (MOS), which serve as indicators of objective
video quality and subjective viewer satisfaction, respectively
[45]. The analysis demonstrates that video stabilization not
only enhances these quality metrics but also contributes to
significant bandwidth savings. By stabilizing the video, it
becomes possible to transmit high-quality video content more
efficiently, reducing the amount of data that needs to be sent
over the network.

Our experiments, detailed below, show that the stabilized
videos, being smoother in time, exhibit an encoding rate
for a given objective quality level that is systematically and
significantly below the rate of the original shaky videos. This
is due to the typically global nature of the shaking motion,
which is not effectively compressed by conventional hybrid
transform-based encoders.

We conduct encoding experiments on 320 videos [46],
comprising 64 unstabilized and their differently stabilized
counterparts, using the HEVC-based 1ibx265 codec. We eval-
uate video compression quality by calculating the PSNR, i.e.,
the ratio between the squared peak signal value (2552) and the
mean square of the encoding error. Quantization parameters
were adjusted between 20 to 50, in steps of 5 to compare
encoding performance. Fig.6 shows the PSNR as a function
of the encoding bitrate for both the original and the stabilized
videos. In Tab.3 we report the results obtained between origi-
nal and stabilized videos encoded using one of the latest ITU-
T video encoder, namely H.265 [47] at different quantization
levels.

On these results, we compute the Bjontegard metrics [48]
representing the bitrate saving AR and the quality improve-
ment APSNR of the stabilized videos with respect to the
original video, for the sequences in Fig.6.

So far, we have computed the quality of the stabilized video
using an objective quality metric, namely the PSNR. We now
assess the quality of the stabilized video using the subjective
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FIGURE 6. Visual quality, measured by PSNR, versus bitrate achieved by
encoding the original video (blue curve) and the videos stabilized with
different state-of-the-art algorithms [46]. For a given visual quality
(PSNR), the stabilized video bitrates can reduce up to 20% of the original
video bitrate.

TABLE 3. Bjontegard ‘R and 'PSNR metrics for the stabilization algorithms
(i) Adobe After Effects (Ae) warp stabilizer, (ii) Google Photos appllcatlon
(iii) VideoProc Converter, (iv) VirtualDub Deshaker and (v) vR

described in [46].

Ae GoogleP | VPC | VDub | VRev
APSNR [dB] | -5.82 -3.30 -4.27 | -2.76 -0.90
ARate [kbps] | 902.3 471.3 589.9 | 400.6 | 256.2

quality metric adopted in [46]. Specifically, we considered the
dataset in [46], which reports the subjective evaluation of sta-
bilization quality and video quality, both measured in terms of
Mean Opinion Score (MOS), as an average of the subjective
results obtained from a measurement campaign. The linear
fit between the perceived stabilization quality (MOSS) and
the perceived video quality (MOSV) measured over a few
stabilized versions of the video on a single video is shown
in Fig.7. The linear fit analysis has been repeated over all
the videos in the dataset in [46]. The fitting straight lines are
illustrated in Fig.8(a), and the cumulative distribution of the
line slopes is shown in Fig.8(c). In most cases (highlighted in

1 2 3 4 5

Subjective Video Quality (MOSV)

Subjective Stabilization Quality (MOSS)

FIGURE 7. Subjective quality (Mean Opinion Score) evaluating the
stabilization level (MOSS) and the video quality (MOSV) for a single video
stabilized by different algorithms (purple points); a linear fitting curve of
MOSS versus MOSV is shown (dotted blue line).
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FIGURE 8. Linear fitting curves of the Mean Opinion Score evaluating the
stabilization level (MOSS) and the video quality (MOSV) for the entire
video dataset in [46]: (a) linear fitting lines,(b) selected set of lines with
different slopes, and (c) cumulative distribution of the lines’ slopes. A
positive slope indicates that video quality increases with stabilization
level, whereas a negative slope indicates that stabilization may decrease
quality. We recognize that instances with large positive slopes are
significantly more frequent than those with large negative slopes: in most
cases (green, cyan, orange lines in (a) and green, cyan, orange areas in
(c)), the MOSS increases with MOSV; only in a few cases (red lines in (a)
and red region in (c)), increasing the level of stabilization decreases the
quality due to processing artifacts such as video smoothing or cropping.
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green or cyan) the perceived video quality increases with the
level of stabilization; still, there are a few cases (highlighted
in orange) where the phenomenon is less appreciated and
even a small fraction of cases (highlighted in red) where the
contrary happens. This result is consistent with other findings
in the literature [49], which report that a varying percentage
of users may prefer a shaky video over an unsatisfying stabi-
lized version. The quality is perceived through both local and
global features [50], associated with the object contours and
recognizability. Stabilization may improve global stability
but can also introduce local artifacts such as smoothing or
boundary cropping. Therefore, there is a need for an objective
QoE metric to assess the actual advantages of the stabilization
in terms of QoE quality.

The above findings are pivotal for the next section, which
is devoted to the reinforcement learning-driven allocation of
computing and communication resources in the UAV fleet.

We highlight the following: i) the potential bandwidth
saving achieved by video stabilization, and ii) the optimal RL
strategy for different system conditions, such as the sink and
network load and UAV and sink charge.

B. REINFORCEMENT LEARNING FOR NETWORK ASSISTED
VIDEO STABILIZATION

Previous experiments on unstabilized and differently stabi-
lized videos [46], both encoded using the H.265 HEVC codec
[47], assessed the encoding rate gain achievable by video
stabilization. We now show how to select the stabilization
strategy within a live uplink streaming service using rein-
forcement learning. We will refer to the case of a single-drone,
multi-hop case represented in Fig.2(b), and then generalize
the conclusion for the cases in Fig.2(a) and (c). Specifically,
we show the impact of system state, such as battery charges
or network load, on the best selected strategy. We then con-
sider an agent associated with one UAYV, identifying the best
strategy given a small number of system parameters, so that
the learning can be implemented either at the UAV or at the
sink, provided that minimal state information is signaled.

The reinforcement learning algorithm is based on Nepoen =
100, with € = 0.75, discount factor A = 0.5 and learning rate
«a = 0.7. Each epoch corresponds to the transmission of one
7 = 1s long video chunk from the UAV to the core network
across one of the paths in Fig.3.

Fig.9 illustrates the chunk sizes, 7,, for both unstabilized
and stabilized videos, which are generated using a heavy-
tailed Gamma distribution with a mean of ©,, - 7 = 6 Mbits.
For each video chunk, the size of the stabilized version is
calculated assuming a reduction factor of 1/3, where 8 = 3.
This significant reduction in chunk size highlights distinct
traffic characteristics between the unstabilized and stabilized
videos, which are expected to result in substantial bandwidth
savings during the transmission of the stabilized video.

We now evaluate the resource savings achievable through
video stabilization by analyzing the optimal path within the
MDP, as depicted in the graph in Fig.3. The energy related
factors may vary significantly over different devices and con-
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ditions [52], but here we are only interested in their relative
weight. To compute the rewards, we set the factors to the same
value, apart for the decoding which is set to 20% of the other
costs [51].

In Fig.10 we observe the percentage gains in energy con-
sumption and bandwidth usage for stabilized video at both
the UAV and the sink across different values of the ratio
B = 0,/0, specifically 8 = 2,3,4,5. Stabilization at
the UAV results in gains in both energy and bandwidth. In
contrast, while stabilization at the sink also yields bandwidth
savings, it incurs a higher energy cost (negative savings), due
to the transcoding processes (decoding, stabilization, encod-
ing) that occur at the sink. Nevertheless, depending on system
parameters such as low UAV battery charge, stabilization at
the sink may still be a viable option.

We now explore the implementation of the decision strat-
egy using a reinforcement learning algorithm, specifically Q-
learning. Fig.11 illustrates the costs associated with energy,
bandwidth, and delay, presented from top to bottom for two
scenarios: (a) low UAV battery charge and (b) low sink battery
charge. These cost metrics consider the battery state and guide
the reinforcement learning algorithm towards a sequence of
states that best align with the available device resources.

We now examine the achievability of the optimal path using
a learning algorithm. Fig.12 displays the relative frequency
of the optimal path as estimated by the Q-learning algorithm
over 100 epochs for various video chunk size distributions:
(a) deterministic, (b) uniformly distributed within a +£10%
interval around the mean, (c) uniformly distributed within a
+20% interval around the mean, and (d) gamma distributed
with a standard deviation of +50% of the mean. These results
indicate that the convergence of the Q-learning algorithm is
influenced by the variability of video traffic, characterized
by settings (100 epochs, ¢ = 0.9, v = 0.5, a« = 0.5).
Specifically, the algorithm achieves higher accuracy when
the video chunk size distribution exhibits low variance. Con-
versely, high variance in the distribution impedes conver-
gence. In an uplink streaming scenario, it is anticipated that
the online encoder will implement rate control to minimize
rate fluctuations at its output buffer, thereby reducing jitter.
This stabilization is advantageous for the learning algorithm’s
estimation of the optimal path.

C. DISCUSSION

The above findings underscore the dual benefits of video sta-
bilization in UAV-operated uplink streaming services: econ-
omizing bandwidth and conserving energy, which are critical
factors in enhancing the operational efficiency and sustain-
ability of UAV communications networks.

We can draw a few key takeaways:

1. Significant bandwidth and energy gains are observed
when video stabilization occurs at the device acquiring the
video; stabilizing the video at an intermediate stage requires
additional energy to decode the video bitstream before stabi-
lization. The UAV’s video stabilization yields bandwidth and
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FIGURE 9. Video packet (chunk) size +, for the unstabilized and
stabilized videos are simulated using a heavy-tailed Gamma distribution
[37] with mean " - 7 = 6Mbits; for each chunk, the stabilized video chunk
size is obtained assuming a size reduction of a factor 1/3 with 3 =3.
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FIGURE 10. Percentage gain of stabilized video in terms of energy
consumption and bandwidth occupation, at the UAV and at the sink for
different values of the rate saving 3, = "f,‘) /"n, namely

B=1/2, 1/3, 1/4, 1/5. The UAV stabilization yields energy and
bandwidth gains; the sink stabilization yields bandwidth gains but is paid
in terms of a larger bandwidth expense (negative savings). This is due to
the transcoding (decoding, stabilization, encoding) that takes place at the
sink when stabilization is performed. Still, stabilization at the sink may
still be adopted depending on system parameters, e.g. when the UAV has
low battery charge.

energy saving across various levels of rate reduction due to
the smoothing of the video footage.

2. These results allow us to infer the best strategies for
the setup in Fig.2(a), where the sole UAV source is respon-
sible for video stabilization. Provided that the UAV has the
required hardware capability, video stabilization shall always
be applied for an effective trade-off energy versus bandwidth
consumption, as previous results show that it brings both
energy and bandwidth reduction.

3. With reference to the case in Fig.2(c), previous results
suggest that there is an additional energy cost when stabiliza-
tion is performed at the sink, since a transcoding operation
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FIGURE 11. Cost of the energy, bandwidth and delay components, top to
bottom: (a) case of low UAV battery charge and (b) case of low sink
battery charge. The cost terms account for the battery state and are used
to drive the reinforcement learning solution towards the state sequence
best matching the actual device resources.

is needed. Hence, video stabilization should be performed at
the sink only when strictly required to overcome the lack of
bandwidth at the base station, such as in case of high traffic
from the sink gathering multiple UAV sources. In any case,
the bandwidth gain will be come at the cost of medium to high
energy consumption at the UAV sink and should be restrained
in time.

The UAVs and sink can dynamically select the video sta-
bilization strategy based on partial state information, such as
knowledge of their battery charge state. The strategy selection
by reinforcement learning is viable for integration within a
more general reinforcement learning strategy, such as iden-
tifying the UAV trajectories. However, the intrinsic variabil-
ity of the UAV uplink streaming traffic packets hinders the
convergence of the reinforcement learning algorithm. This
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FIGURE 12. Relative frequency ¢ of the optimal path estimated by the
Q-learning algorithm for the Unstabilized, UAV and Sink Stabilized video,
and for different distributions of the video chunk size ~,: (a)
deterministic, (b) uniformly distributed in a +-10% interval around the
mean, (c) uniformly distributed in a +-20% interval around the mean, (d)
gamma distributed with standard deviation equal to +-50% of the mean.
The convergence of the Q-learning algorithm depends on the video traffic
variability (100 epochs,c = 0.9,y = 0.5, o = 0.5).

can be mitigated by a simplified version of the algorithm;
for example, stabilization may be performed at the UAV
unless its battery charge falls below a threshold, in which case
stabilization is performed at the sink.

D. REAL WORLD LIMITATIONS

The above results may be hindered by implementation issues
related to real world limitations. From a service architecture
point of view, the main limitation is the increased latency
associated with video stabilization, which can be about 40 ms
[42]. Therefore, if the video is delivered within a real-time
service, such as patrolling or fleet control, the improvement
in throughput/quality assured by the stabilization is traded-
off with an increased delay in video packet delivery at the
final destination. Additionally, processing may accelerate the
battery discharge of the involved UAVs, reducing the opera-
tional duration of the UAV service. From a communication
channel perspective, video stabilization allows the system to
cope with reduced channel capacity thanks to the bandwidth
saving achieved by the stabilization.

A remark is due regarding the capacities of the relay node.
Having the video stabilized at the UAV sources reduces
incoming and outgoing throughput at the UAV-sink, which
is beneficial both in terms of saved bandwidth and energy.
However, offloading the stabilization to the UAV-sink by
multiple connected drones may rapidly saturate the drone
computational capabilities. Therefore, in a real-world system,
the election of a UAV as sink should be updated based on the
UAV current battery state. More generally, we observe that,
in the case of a heterogeneous fleet, the sink can also be an
autonomous, non flying vehicle with different battery charge
and specifics than UAV. This allows the processing/relay
task to scale up exploiting communication and computing
resources on a dedicated vehicle. With these premises, me-
dia acquisition and processing could scale up to 3D scene
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representation using multiple cameras or LIDAR, and video
stabilization can be extended to preprocessing different media
kinds. The study of these extended application is left for
future research.

VII. CONCLUSION AND FUTURE WORK

This paper explores the impact of video stabilization on
UAV-based uplink video streaming. It examines a network
of camera-equipped UAVs deployed to hover over a specific
area while connected to a UAV sink that collects and transmits
data to a receiving antenna. After assessing improvements in
video compression efficiency yielded by video stabilization,
we modeled the selection of the optimal video stabilization
strategy—choosing no stabilization, stabilization at the sink,
or stabilization at the source UAV—as a Markov Decision
Process, which we solved using reinforcement learning.

Our numerical results demonstrate how UAVs and sinks
can dynamically select video stabilization strategies through
reinforcement learning. This approach can also be integrated
into broader reinforcement learning challenges, such as UAV
path planning. Numerical simulations indicate that significant
bandwidth and energy savings are achieved when video sta-
bilization is implemented at the source UAV. Alternatively,
stabilizing at the sink may be preferable in scenarios of low
UAV battery charge.

For future work, extending the benefits of video stabi-
lization to more comprehensive video preprocessing tasks
appears promising. In goal-oriented communication tasks,
where UAV footage is utilized for specific knowledge ex-
traction like moving object detection, preprocessing on the
UAV side can substantially reduce system costs associated
with uplink streaming challenges.
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