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b Center for Artificial Intelligence Research and Optimization, Torrens University Australia, Brisbane, Australia 
c Department of Astronautics, Electrical and Energy Engineering (DIAEE), Sapienza University of Rome, 00184 Roma, Italy 
d Department of Planning, Design, Technology of Architecture, Sapienza University of Rome, Via Flaminia 72 – 00196 Rome, Italy   

A R T I C L E  I N F O   

Keywords: 
Wind energy 
Offshore wind farm layouts 
Layouts designer software’s 
Persian gulf 

A B S T R A C T   

Offshore wind energy can be considered one of the renewable energy sources with high force potential installed 
in marine areas. Consequently, the best wind farm layouts identified for constructing combined offshore 
renewable energy farms are crucial. To this aim, offshore wind potential analysis is essential to highlight the best 
offshore wind layouts for farm installation and development. Furthermore, the offshore wind farm layouts must 
be designed and developed based on the offshore wind accurate assessment to identify previously untapped 
marine regions. In this case, the wind speed distribution and correlation, wind direction, gust speed and gust 
direction for three sites have been analyzed, and then two offshore wind farm layout scenarios have been 
designed and analyzed based on two offshore wind turbine types in the Northwest Persian Gulf. In this case, 
offshore wind farm layouts software and tools have been reviewed as ubiquitous software tools. The results show 
Beacon M28 and Sea Island buoys location that the highest correlation between wind and gust speeds is between 
87% and 98% in Beacon M28 and Sea Island Buoy, respectively. Considerably, the correlation between wind 
direction and wind speed is negligible. The Maximum likelihood algorithm, the WAsP algorithm, and the Least 
Squares algorithm have been used to analyze the wind energy potential in offshore buoy locations of the 
Northwest Persian Gulf. In addition, the wind energy generation potential has been evaluated in different case 
studies. For example, the Umm Al-Maradim buoy area has excellent potential for offshore wind energy gener
ation based on the Maximum likelihood algorithm, WAsP algorithm, and Least Squares algorithm.   

1. Introduction 

Electricity is essential for individuals, companies, and institutions 
and directly linked to the country’s development [1]. Nowadays, the 
extreme dependence on this source is indisputable since the various 
economic activities and social welfare performance are directly linked to 
electricity consumption [2]. These renewable energy sources are rapidly 
used nowadays, which is possible because of the conventional fossil fuels 
degradation, and now all energy sectors are more focused on Renewable 
Energy Source (RESs) penetration [3]. The current challenges associated 
with conventional energy sources (natural gas, oil, and coal) are climate 
change, fuel dependency, economy, and integration of renewable energy 
sources [4]. 

Renewable energy inclusion in the conventional grid system and the 
power system’s various aspects of digitalization have precipitated the 
traditional grid system transformation to a smart grid [5]. Key to the 

smart grid implementation is multiple communication technologies. The 
communication technologies emerging dominance in power systems 
applications is pivotal to modernizing the conventional grid system [6]. 
The worldwide increase in energy demand and the high rate of limited 
traditional energy sources depletion has resulted in catastrophic climate 
change effects [7]. Fossil fuel depletion and the global warming envi
ronmental effects are the main drivers behind renewable’s rapid pene
tration [8] in the electricity mixes worldwide [9], such as wind [10] and 
solar [11]. The renewables share in electricity production is projected to 
be 86% by 2050, up from 26% in 2018 [12]. 

Offshore Wind Energy (OWE) has many advantages, such as stability, 
availability in large quantities and predictable behavior for designing 
concepts and installing new technologies [13]. The first Offshore Wind 
Farm (OWF) was set up in Vindeby (1991), Denmark. The Vindeby OWF 
comprises 9450 kW turbines installed using a gravity base foundation. In 
addition to Vindeby OWF, another farm with similar characteristics was 
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set up in Tunø Knob in 1995 [14]. In this regard, Offshore Wind (OW) 
speeds on the oceans are generally higher, faster and more stable than 
wind speeds in coastal and terrestrial areas, and also wind shear and 
turbulence in offshore locations are lower due to lack of elevation [15]. 
In addition, these areas have more space for installation and sawing 
facilities of farms from coastal and land areas [16]. In this regard, wind 
turbines are organized in an OWF, which can include several units to 
two hundred OW turbines. These OWFs are usually located in scattered 
geographies and carefully selected based on the target sites’ wind po
tential. One of the essential factors in the offshore site’s location is to 
consider the distance between the fields and the prevailing wind loca
tion to maximize the electrical energy produced by the wind farm and 
receive more substantial and moderate winds. Therefore, designing an 
OWF survey requires knowledge of local and regional wind conditions. 

The two main steps in the OWFs successful design play a critical role 
that all stakeholders will carefully implement. The first step to a suc
cessful design is to select offshore sites through national authorities. At 
this stage, various logic in natural sources, shipping lines, oil exploration 
areas, lighthouse cones, the dangers of unexploded ordnance or the 
chance of finding archeological remains are carefully evaluated. Then, 
the beach ovens are selected and announced in an open call for tenders. 
In the second phase, developers, and energy stakeholders to OWF 
design. These developers will consider OWF design, cabling, operating 
costs, and maintenance, depending on wind, wave, and seabed condi
tions, the foundations availability, and the turbine and installation 
vessel types to be installed. In addition, the price offered per kilowatt- 
hour produced (kilowatt-hours) is another critical factor. 

On the other hand, the transmission system operator will provide a 
suitable network connection point in the OWF vicinity, awarded to the 
cheapest bidder for OWFs. Then, the detailed wind farm design process 
will continue, including in-depth seabed surveys, contracts and services 
of hardware suppliers, detailed farm planning, and commissioning and 
installation. In the last step, the operator will review and evaluate the 
transmission system’s compliance with the network code and the sup
plier payment. Then, the OWF will be operational for the next 25 years 
and generate the most comprehensive human electricity needs [14]. 

The most important parameter for evaluating wind farms can be 
considered wind speed in offshore areas [17]. Accurate wind speed 
estimation is essential for all aspects of the wind energy assessment 
because wind energy is directly related to wind speed. Wind speed fre
quency analysis is essential to gain knowledge about wind energy at a 
particular site. Therefore, wind speed frequency analysis is essential to 
gain knowledge about wind energy at a particular site. The selected site 
wind power potential and the project econometrics can be evaluated 
using data distribution. Wind speed forecasting is usually done using 
probability distribution functions [18]. Several probability density 
functions such as Weibull, Rayleigh, Gamma, Beta, Gaussian [19] and 
Log-normal distributions can be used to indicate wind speed frequency 
[20]. In particular, the Weibull probability distribution is frequently 
applied [21] due to its simplicity and adequate representation of wind 
speed changes over time [22]. 

In short, the wind characteristics knowledge in a particular place 
(farm site) will lead to the efficient use of wind energy [23]. Therefore, 
wind speed distribution is one of the most critical aspects of wind source 
evaluation, which causes the OWF site operational performance 
continuation to depend on thorough knowledge [24]. Literary studies 
show that many studies have been published on the probability distri
bution variability used to describe wind speed frequency distribution 
[25]. The two-parameter Weibull function has been the most common 
distribution in wind energy evaluation [26]. In addition, an alternative 
method known as the Measurement-Correlation-Prediction (MCP) 
method has been developed for sampling long-term wind data at the 
desired farm site. MCP is typically used to link and adjust on-site mea
surements and long-term reference data. 

The MCP method is widely used in OWF energy studies [27], espe
cially to evaluate the wind potential of sites that do not have long-term 

local wind data. Wind source assessments are usually based on historical 
climate observations, numerical simulations, satellite-based remote 
sensing, and reanalysis data. Historical observations of wind energy 
refer to using tools to measure wind speed and direction to determine a 
particular location, which is limited by the point observation range 
evaluation type [28]. On the other hand, in addition to relative flexi
bility, simplicity, and accuracy, numerous comparative analyzes suggest 
[29] that the Weibull distribution may not always be suitable for all 
wind regimes [30]. Several studies claim that mixed distributions show a 
significant advantage in the wind regime results over conventional 
non-mixed distributions [31]. Otherwise, with increasing parameters 
and model complexity, using different mixtures is not easy and even, in 
some cases, is not applicable [32]. On the other hand, several attempts 
should be made to select the correct parameter estimation method 
because of the analysis’s accuracy, feasibility and reliability [33]. 

According to state of the art described above, firstly, a review of 
layout design software and tools for offshore wind farms has been done 
with an approach focused on existing scientific gaps. Secondly, using the 
data collected from existing buoys, two scenarios for the layout design of 
an offshore wind farm have been evaluated based on the two offshore 
wind turbines’ selected characteristics in the Northwest Persian Gulf. 
Considering the new aspects of the research, it is essential to emphasize 
that there are no case studies on offshore farm design using data that 
have been fully validated. In this case, it can be mentioned that despite 
having good potential in the Persian Gulf, unfortunately, this region 
lacks measuring buoys in marine areas [34]. On the other hand, many of 
the used buoys have insufficient data quality due to the delay in cali
bration. This factor can be considered the main factor behind the un
known offshore wind potential in the Persian Gulf [35]. Furthermore, 
long-term recorded data is unavailable in most marine areas according 
to the abovementioned factors. Therefore, this study can be considered 
the first study on the offshore wind farms layout design in the Northwest 
Persian Gulf. In this regard, the data is reliable and has been evaluated 
for decision-making, and the power distribution probability distribu
tion, energy density, and power capacity factors of two commercial wind 
turbines were presented to support the installation’s decision-making 
process. The rest of this paper is structured as follows. In Section 2, 
the wind farm designer software innovation is introduced. The case 
study is presented in Section 3, and the material and methods are pre
sented in Section 4. Results and discussions are described in Section 5, 
respectively. In Section 6, the offshore wind turbine structure lessons are 
proposed. Finally, concluding remarks are presented in Section 7. 

2. Wind farm designer software innovation 

Researchers today use micro-scale numerical simulation software to 
study and simulate wind sources to overcome the surface-based wind 
monitoring systems costs and inconveniences. In this regard, WAsP, 
MM5, MesoMap, Site Wind, TAPM and WEST are simulation tools that 
are widely used. In addition, many researchers mainly use integrated 
model systems to evaluate wind energy sources. Such systems use a 
medium-scale numerical meteorological model, the Climate Research 
and Forecasting Model (WRF) or MM5, the Complex Earth Dynamics 
Detection Model, the California Meteorological Model, or the Advanced 
Regional Forecasting System [36]. However, the most popular and 
widely used software products are Computational Fluid Dynamics 
(CFD)-based software for OWF design, such as Meteodyn WT and 
WindSim. Scientific studies and practical engineering experiments show 
that CFD-based computing software can simulate wind sources more 
accurately than WAsP [37]. 

The popularity of using open software can be attributed to the 
Weibull distribution used to provide output results [38]. For example, a 
study of medium-scale wind data used Meteodyn WT software to assess 
wind conditions on Phaluay Island in Thailand with a spatial resolution 
of 90 m. This study shows that the software results are precisely 
consistent with wind data on a medium scale [39]. Another study using 
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Meteodyn WT to evaluate a wind farm in complex terrain found that the 
Meteodyn WT wind source assessment was almost entirely consistent 
with locally measured data, but the wind speed simulation was con
servative [40]. WindSim simulation software can correctly solve and 
develop nonlinear energy equations. Therefore, WindSim software al
lows places with complex lands and local weather conditions to be 
simulated. For example, researchers constructed more than 120 land 
models from data on the Norwegian coast altitude and ruggedness from 
southern Lindens to the northern border with Russia and used them to 
assess wind sources off the Norway coast [41]. 

In this case, WindMap/OpenWind software has been used in many 
wind atlases’ first descriptions in various regions [42]. However, pub
lished articles on using these comparative tools with WindSim are 
minimal. Perhaps the main factor limiting the tool use can be found in 
the cost of purchasing a license for the software. Castellani et al. [29] 
simulated flow at two wind farm sites using WindSim CFD and a mass 
storage model and based their findings on a data set in southern Italy. 
They compared the monitoring control and data collection of turbines 
(SCADA). Proietti et al. [43] also used WindSim software in their study 
to estimate the wind potential in combined wind and solar operation 
projects in remote areas. Dutra and Szklo [44], and Ṕerez et al. [45], 
compared the software outputs with data from a wind farm located on 
low-lying land in Switzerland, considering that both models confirmed 
the k-ε and k-ω turbulence. 

Different OWF design tools use analytical awakening models [46] or 
CFD flow solvents. In this case, analytical wake-up models have been 
developed and implemented to predict power losses in operational farms 
[47]. In addition, analytical wake models are simplified and require 
much less computational time to estimate wind farm sources and power 
losses to wake up than in the past. These models include algebraic 
equations for turbine-induced peak velocities and multiple turbine 
overlaps. Some analytical wake models, such as the Park model [48], are 
implemented in industry-standard software, such as the Wind Atlas 
Analysis and Application Program (WAsP), WindPro, and WindFarmer 
to evaluate wind sources and wind turbine’s micro-location. 

In this regard, another method for CFD solvents based on interme
diate solutions or NaviereStoke equations has been developed and 
improved, such as EllipSys3D [49], Fuga [50], and WIRE-LES [51]. The 
wind turbine influential forces in these equations are finally parame
terized and simulated using the 1D momentum theory or the blade 
element. Barthelemy et al. [47] used CFD-based analytical models to 
predict wind turbine power losses in different wind directions. However, 
the predicted output power results were less than 10◦ error with the 
observed data for wind. Specifically, the projected power outputs are 
considered up to 55% at a complete standstill, where the wind direction 
is parallel to the turbine rows. These differences indicate the need to 
improve the wind farm design tools and wind turbine parameterization 
turbulence modeling. 

In recent years, modern CFD tools have been essential for modeling 
wind flow on complex terrains (with high elevations) [52]. Therefore, 
these models can provide information about specific locations, altitudes, 
time and wind power estimates. Most uses for flatland or gentle hills 
have a decent output to indicate that it works correctly, but problems 
can arise when it comes to complex mountaineering (steep and steep 
hills). Recently [53], WindSim and OpenFOAM CFD software have 
analyzed wind currents in some complex hilly terrains. However, after 
performing several comparative experiments and flow scenarios using 
both software, the researchers concluded that WindSim is more suitable 
for analyzing wind flow on uneven terrain with multiple roughness 
factors. Wind conditions with standard linear models such as WASP do 
not sufficiently reproduce wind conditions in complex fields [54]. 
Furthermore, even on-site anemometer measurements do not neces
sarily provide the results required for production calculations because 
wind speed extensions at wind turbine hub heights are incorrect [55]. 
Table 1 reviewed the studies regarding the subject approaches main 
categories, the methods and the tools used. This makes it possible to 

identify existing trends and potential new fields of study while also 
considering how to compile modeling lessons and perform future review 
exercises. 

3. Case study 

The Persian Gulf has the warmest water [58] in the world [59]. 
Studies in sea level temperature used to measure global warming related 
to climate change show this well [60]. The Persian Gulf is a long, flat, 
shallow semi-enclosed basin between 24 and 30◦ north and 48 to 57◦

east. The basin varies in width from 56 to 338 km, while the length of its 
central axis is about 990 km. Its total area is about 226,000 km2s, and 
the average water depth is about 35 m [61]. In the Persian Gulf, the 
meteorological environment main component in the northwest, solid 
northwest winds from the cold fronts pass through eastern Turkey and 
the mountains of northern Iraq and pass through the Kuwaiti desert to 
this region. This seasonal wind event occurs mainly in summer and 
winter [62]. Northerly winds may last for several weeks, but they can 
sometimes be accompanied and interrupted by southeast winds called 
high-humidity couscous. The World Meteorological Organization 
(WMO) Committee has stated that the temperature recorded at 54.0 ◦C 
at a ground station in Mitriba-Kuwait recorded the highest temperature 
[63]. 

Kuwait has a coastline of about 496 km [64]. Kuwait often has a 
desert climate with significant differences in daily and seasonal tem
peratures [65]. The total area of Kuwait’s territorial waters is about 
9700 km2s [66]. The Kuwait offshore environmental conditions are 
generally suitable for commercial facilities because the seawater depth 
is shallow, and there is no storm trace. The maximum water depth in 
Kuwaiti territorial waters is only about 30 m. The importance given to 
offshore wind energy commercialization is our primary motivation for 
assessing the wind power potential in Kuwaiti territorial waters and 
identifying suitable locations for installing wind turbines. In this regard, 
although the Persian Gulf has good potential for offshore wind energy 
areas, this energy source has not yet been considered for reasons such as 
the quality data lack in these areas. The main reason is the historical 
data and the lack of accurate on-site instrument observations in marine 
areas. On the other hand, the investment growth in offshore wind energy 
has motivated various efforts to evaluate offshore wind sources to find 
and target investment opportunities. As a result, some OW source as
sessments have been performed using various reanalysis data, locally 
measured data, meteorological models, or a dataset combination [67]. 
Three in-situ OW buoys data have been analyzed, including wind speed 
and wind direction with 10 min resolutions from a year of the Persian 
Gulf. Three studied buoys (Fig. 1) can be considered spatially in offshore 
marine areas, and Table 2 shows the three studied buoys’ 
characteristics. 

In the second phase, two turbines were selected according to the 

Table 1 
Overview of the articles surveyed corresponding classification and methods.  

Topic Modeling tool Method Ref 

Wind atlas WindMap / OpenWind Terrain elevation and 
local surface roughness 

[42] 

Wind Flow WindSim (CFD) and mass 
consistent 

RANS/GCV [56] 

Wind and solar CFD/GeoNetwork General Collocated 
Velocity 

[43] 

Wind field and 
farm power 

WindSim (CFD) Turbulence/forest/ 
wake models 

[57] 

Operation 
optimizing 

GIS model Rule-based [44] 

Turbulence A simple linear Measure-Correlate- 
Predict 

[45] 

Power Loss WAsP, CRES, WindFarmer, 
WAKEFARM, CENER, NTUA 

Analytical [47] 

Wind Flow WindSim/OpenFOAM RANS [53]  
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desired characteristics for installation in the Northwest Persian Gulf. As 
a result, these two turbines (Table 3) can be considered on the top list of 
turbines installed in offshore areas with high success. 

4. Material and methods 

Firstly, one-year wind speed data was used to evaluate and identify 
the wind-speed potential in three locations using the wind power density 
by applying Eq. (1). 

P =
1
2

ρ v3 ( W
/

m2) (1)  

where ρ is the standard air density at sea level, with a mean temperature 
of 15 ◦C and a pressure of 1 atmosphere (1.225 kg/ m3), and v is the 
wind speed (m/s). 

Secondly, Pearson’s linear Correlation Coefficient (CC) [68] test was 
used to analyze the level of correlation between the three buoys loca
tion. The CC of the population pX,Y between two sets generated 
randomly, X and Y, are defined as follows: 

Fig. 1. The Northwest Persian Gulf offshore buoys locations. (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.) 

Table 2 
Three studied buoys’ characteristics measurement.  

Station name Latitude (N◦) Longitude (E◦) Sea Level (m) Distance (km) Time resolution Data year 

Beacon M28 29.51 48.60 5.93 22.88 10 Min 2012 
Sea Island Buoy 29.06 48.19 4.75 16.27 10 Min 2015 
Umm Al-Maradim 28.68 48.65 17.4 25.66 10 Min 2012  
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pX,Y = corr(X, Y) = cov(X,Y)/σXσY = E[(X − μX)(Y − μY)]/σXσY (2)  

where μX and μY are the expected values of X and Y, and both σX and σY 
are the standard deviations (SD). Next, the wind-speed data statistical 
analysis, an autocorrelation test was used [69]. The auto-CC lag k (rk) for 
a sequential time series S1, S2, …, SK was defined as follows: 

rk =
1
T
∑T − k

t=1
(St − S)(St+k − S)

/

c0, k = 0, 1,…, L (3)  

where c0 denotes the sample variance of the sequential data, T is the 
effective sample size of St and S is the average of data St . Generally, L =
T/4, depending on the data length. As a case study, two offshore wind 
farm layout scenarios have been designed and analyzed based on two 
offshore wind turbine types’ of the Northwest Persian Gulf. 

5. Results and discussions 

This section provides the offshore data location collection duration 
and related details to OW data measurement of farm layout design. In 
addition, the data collection elevation at each location and the offshore 
wind speed distribution vertical extrapolation details are provided. 

5.1. Site characteristics 

The wind rose plots (See Fig. 2) are proposed to investigate and 
extract the case studies significant wind direction characteristics. We 
can see that the three offshore sites’ wind patterns are approximately the 
same, and the most considerable wind direction blew. 

Fig. 3 shows the distribution (histogram) and correlation between 
four features, wind speed, wind direction, gust speed and gust direction 
for two sites, Beacon M28 and Sea Island Buoy. As expected, the highest 
correlation between wind and gust speeds is between 87% and 98% in 
Beacon M28 and Sea Island Buoy, respectively. Considerably, the cor
relation between wind direction and wind speed is negligible. 

5.2. Offshore wind site potential output 

Tables 4, 5, and 6 presents the k and A (m/s), Mean (A), Proportion 
Above 4.25 (m/s), power density (W/m2) and R-Squared, Elapsed Time 
(ms) using maximum likelihood, least squares, WAsP, openwind 
algorithms. 

5.3. Offshore wind turbines selection layout 

Table 7 shows the mean power output, annual energy output and 
capacity factor value for the two turbines (Gamesa G128–5.0 MW 
Offshore and REpower 5 MW Offshore) before and after losses studied in 
the three sites. This comparison shows that both turbines can be 
appropriately installed in the offshore marine areas, but in this priori
tization, the sea island zone produces more energy for both turbines due 

to the wind speed. 

5.4. Offshore wind farm layout map and energy output 

An irregular arrangement achieves the turbine’s placement. This 
allowed for minimizing the wake effects between the turbines in areas 
close to the size. So, in the irregular layouts, the results depend on how 
the turbines are arranged. In contrast, the most expansive arrangements 
give the regular layout best results. These values are higher than the 
configuration power output calculated for the most extensive configu
ration. Therefore, the increase in the OWF generates a size less profitable 
gain when the power output increases moderately. Fig. 4 shows the 
proposed wind farm concerning the prevailing wind direction. In addi
tion, Table 8 compares the two types of wind turbine output. 

6. Offshore wind turbine structure lessons 

One of the most critical challenges in developing offshore wind farms 
is selecting the farm’s structure type [70]. The following sections pro
vide an overview and description [71] on fixed and floating wind tur
bine structure types offshore wind turbine lessons [72]; 

6.1. Fixed wind turbine structures 

in the offshore wind energy industry have successfully developed in 
the oil and gas industry using successful experiences and technologies. 
Each of the foundations, explanations of the constituent structure and 
installation methods and other installation considerations in the seabed 
water depth and geology have been examined. All types of wind turbine 
foundations should have the following two characteristics, a) vertical 
loads from the weight of wind turbine components: offshore wind tur
bine foundations must withstand vertical loads so that the wind turbine 
does not sink into the sea, b) horizontal loads from wind force ocean 
currents and waves: the wind turbines foundation must withstand hor
izontal loads to prevent slipping on the seabed. In addition, when 
choosing the foundation type, the wind turbines number in the desired 
area should be considered.  

a) Monopile Foundations, many OWFs around the world have been 
commissioned using integrated foundations. The structure consists of 
a large-diameter steel pipe and a base for vertical and lateral support 
into the seabed in the offshore areas. The Monopile Foundations 
structure, the soil resistance at the monopile and the base sides 
friction with the surrounding soil are used to carry vertical loads. The 
structure depends on the factors size such as water depth, soil 
resistance at the seabed, the turbine size, the wind turbine weight, 
the area occupied by the wind turbine blades, and the wave and 
weather conditions area. The structure is designed to include steel 
pieces with a diameter of about 10 m (33 feet) and is currently rec
ommended for use in water up to 50 m (164 feet). Natural currents in 
the oceans and seas can cause the bed soil to move around the 
monopile, which can cause depressions or voids around the wind 
turbine’s foundation. This is because the structural strength in the 
seabed depends on the surrounding soil strength. Therefore, builders 
usually design a rock bed around the foundation used to prevent the 
loss of soil around it. Usually, the rock layer diameter is about 50 m 
(164 feet), and the thickness is 1–1.5 m (3–5 feet) [73,74].  

b) Jacket Foundations, the Jacket foundations used in offshore wind 
turbines have a lattice truss structure like the system designed for 
offshore oil extraction platforms. The Jacket foundations structure 
typically has four pillars. The tubular bases at the corners are made of 
smaller diameter cross-sections using diagonal joints welded be
tween the legs to increase their strength. The diameter of the tubular 
steel members that make up the bases is often 1 to 3 m (3.3 to 10 
feet), much smaller than the integrated diameters. Above the 
waterline, a steel transmission piece distributes the turbine tower 

Table 3 
The two turbines’ specifications studied for OWFs installation.  

Turbine models Characteristics 

Gamesa G128–5.0 MW Offshore Rated power: 5.000 kW 
Cut-in wind speed: 2.0 m/s 
Rated wind speed: 14.0 m/s 
Cut-out wind speed: 27.0 m/s 
Diameter: 128.0 m 
Number of blades: 3 

REpower 5 MW Offshore Rated power: 5.075 kW 
Tower height: 90 m 
Rotor diameter: 126 m 
number of blades: 3 
Cut-off speed: 25/30 m/s 
Hub heights: 90–100 m  
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Fig. 2. Wind speed and wind direction distribution, (a) Beacon M28, (b) Sea Island Buoy, and (c) Umm Al-Maradim sites. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) 
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weight to the Jacket foundations. Jacket foundations typically carry 
vertical loads to the seabed using pipe bases. The combined bases 
neutralize the horizontal forces created to overturn this structure 
[73].  

c) Tripod Foundations, a tripod foundation has many characteristics of a 
jacket foundation and some of the Monopile foundations character
istics. A tripod foundation has a pyramidal structure made of tubular 
steel parts. Like the jacket base, the bases anchor in the tripod 
foundation corners in a triangular shape on the seabed. The legs are 
typically 20 m (66 feet) to 40 m (131 feet) apart. A diagonal brace 
connects each base to a central cylindrical column that resembles a 
single piece. The difference structure is that the central pillar does 
not enter the sea. Instead, the tripod supports the central column 
structural members in an interconnected manner and holds it above 
the water line to provide a base for the turbine tower. The tripod 
transmits vertical loads to the seabed through the pedestals. Like the 
jacket structure, this structure has good resistance to creating hori
zontal forces that can cause overturning [73]. 

d) Tri-pile Foundations, a tri-pile foundation structure, consists of a cy
lindrical tripod with a converter connected at the waterline top. The 
tri-pile foundation structure forms a space frame that supports the 
wind turbine structure well. The convertible piece connects the three 
base retaining masses below the water line to hold the wind turbine 
tower structure above the water level. The tri-pile foundation 
structure legs are very similar to the monopiles structure. The dif
ference is that the bases diameter is smaller. They are usually about 
3 m (10 feet) in diameter. The tri-pile foundation structure location 
depends on several factors: water depth, wind and hydrodynamic 
loads, geological conditions, pipe diameter, and the foundation 
embedding depth. The tri-pile foundation can be used in deepwater 
at 25 to 40 m (80 to 130 feet) [71].  

e) Jack-Up Foundations [75], the jack-up foundation structure is like 
drilling rigs used in the offshore oil and gas industry for decades and 

is now recommended for OWFs projects. The jack-up structure con
sists of a floating platform with three or four legs that can be raised 
and lowered relative to the central platform. The structure bases on 
the legs help to distribute the load from the legs to the seabed. After 
adjusting the bases, the ballast water is drained, and the body is 
connected from the water level to its operating height. Jack-up 
structure foundations are recommended for offshore wind turbines 
up to 100 m (330 feet) deep [76].  

f) Suction Bucket Foundations [77], also known as single-level bases or 
monopods. Indeed, bucket foundations have a substantial diameter. 
Unlike the silent base of the suction bucket foundations, in which 
several suction hoppers may be used instead of the bases, a single 
base of the suction bucket is used as a single and integrated base for 
the entire base structure foundations platform. In their simplest 
form, these foundations have a cylindrical shape with an open end, a 
closed head and a sufficient diameter to withstand overturning the 
structure [71]. 

6.2. Floating wind turbine structure types 

the floating wind turbines wind affects, so creating an aerodynamic 
thrust tends to tilt the platforms slightly. Therefore, all wind turbine 
platforms must be capable of neutralizing the instantaneous aero
dynamic momentum effect. In the spar structures design, a low-level 
steel or concrete cylinder has been used, to easily hold the floating 
wind turbines gravity center below the float center. In general, spars can 
be called stable instruments that have good stability in stable stability 
due to their semi-floating capability [78]. On the other hand, the Ten
sion Leg Platform (TLP) platform structures are highly buoyant struc
tures developed using a traction bracing system. In these structures, 
bases, usually cables, have been used to provide more traction capability 
if there is a greater desire. This structure has effectively neutralized 
aerodynamic drift in a floating wind structure [79]. Here are five 

Fig. 2. (continued). 
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Fig. 3. Pearson’s CC between pairs of wind speed, wind direction, gust speed and gust direction, (a) Beacon M28, and (b) Sea Island Buoy sites. (For interpretation of 
the references to color in this figure legend, the reader is referred to the web version of this article.) 
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concepts of the platform that are technically experimental and theo
retically going through different stages of maturity:  

a) Sea Flowers [80], are floating offshore wind platforms designed and 
completed by Fincantieri. Sea Flower operates a water-immersed 
hexagonal platform that acts as the blue float main body, using six 
semi-submerged blue columns at its corners. In general, lightweight 
concrete has been used to build the structure. Sea Flowers are very 
efficient using a six-lane mooring system for seabeds with a water 
depth of 50–200 m [81].  

b) The WindFloat platform [82], was built and developed by Principal 
Power as part of the WindFloat Atlantic project [83,84]. WindFloat 
platform substructure is a semi-submerged structure consisting of 
three cylindrical columns, each at an angle of a triangle. These three 
cylindrical columns are restrained and connected by horizontal 
beams to form a truss structure. The floating wind turbine tower is 
mounted on one of three pillars. For this reason, the wind turbine 
tower base diameter should be close to the structural column 
diameter to reduce the leading stresses most effectively [83].  

c) The Hywind platform’s [85], structure was created and designed by 
Equinor (Statoil) for the HyWind Scotland project. The Hywind 
platform’s structure is the basic building block of the spar-buoy 

concept and consists of a cylindrical column floating in the water. 
The material cylindrical column is empty of steel. This structure 
ensures the platform’s stability against waves and strong winds. The 
steel structure weight often reaches 2300 tons, which, if we add the 
platform upper structure weight to it, its weight will reach about 10, 
000 tons. The Hywind platforms structure is fixed to the seabed by 
anchor chains [86].  

d) The Hexafloat platform [87], the floating platform is made of a 
hexagonal structure using steel cylinders, with a central column on 
the wind turbine structure. The equilibrium weight in this structure 
is made of cylindrical steel (iron powder with a density of 5200 
kg/m3). The Hexafloat platform usually uses three to six chains or 
anchors fixed to the floor at sea. The main advantage of this structure 
is its flexibility to install different wind turbines (2 to 15 MW) on 
itself. In addition, this structure is new to other structures and can 
mass-produce due to lower costs and less energy. 

7. Conclusions 

One of the renewable energy sources is the using wind energy po
tential, which has reached maturity and high competitiveness in 
different land and sea areas, mainly with the new technology’s 

Table 4 
The Beacon M 28 buoy wind speed analysis based on algorithms.  

Algorithm K A (m/s) Mean (A) Proportion above 4.25 (m/s) Power density (W/m2) R squared Elapsed time (ms) 

Maximum likelihood 2.111 4.804 4.254 0.462 85.5 0.9669 39 
Least squares 2.274 4.783 4.327 0.466 79.1 0.9756 1 
WAsP 1.897 4.671 4.145 0.433 88.0 0.9420 1 
Openwind 2.042 4.798 4.250 0.458 88.0 0.9606 1 
Actual data 51.540 51.540 4.250 0.433 88.0 – –  

Table 5 
The Sea Island buoy wind speed analysis based on algorithms.  

Algorithm K A (m/s) Mean (A) Proportion above 4.25 (m/s) Power density (W/m2) R squared Elapsed time (ms) 

Maximum likelihood 1.842 4.953 4.400 0.450 108.7 0.8692 22 
Least squares 1.987 4.896 4.339 0.448 96.2 0.8612 1 
WAsP 1.691 4.804 4.286 0.424 111.3 0.8656 0 
Openwind 1.789 4.930 4.385 0.444 111.3 0.8703 0 
Actual data 39.029 39.029 4.385 0.424 111.3 – –  

Table 6 
The Umm Al-Maradim buoy wind speed analysis based on algorithms.  

Algorithm K A (m/s) Mean (A) Proportion above 4.25 (m/s) Power density (W/m2) R squared Elapsed time (ms) 

Maximum likelihood 1.878 5.689 5.046 0.447 160.5 0.9854 32 
Least squares 1.908 5.732 5.086 0.454 161.6 0.9858 2 
WAsP 1.846 5.625 4.997 0.439 158.8 0.9835 1 
Openwind 1.917 5.710 5.065 0.452 158.8 0.9864 3 
Actual data 51.529 51.529 5.065 0.439 158.8 – –  

Table 7 
OWFs energy output with two offshore turbine models of three different locations.    

Gamesa G128–5.0 MW Offshore REpower 5 MW offshore 

Stations Variables Before losses After losses Before losses After losses 

Beacon M 28 Mean Power Output 1.295 Kw 1.100 kW 1.299 kW 1.104 kW  
Annual Energy Output 11.340.875 kWh/yr 9.639.744 kWh/yr 11.379.016 kWh/yr 9.672.164 kWh/yr  
Capacity Factor 25.9% 22% 25.6% 21.8% 

Sea island Mean Power Output 1.514 Kw 1.287 Kw 1.527 Kw 1.298 Kw  
Annual Energy Output 13.258.817 kWh/yr 11.269.995 kWh/yr 13.376.804 kWh/yr 11.370.284 kWh/yr  
Capacity Factor 30.3% 25.7% 30.1% 25.6% 

Umm Al-Maradim Mean Power Output 1.410 Kw 1.198 Kw 1.395 Kw 1.186 Kw  
Annual Energy Output 12.394.312 kWh/yr 10.496.915 kWh/yr 12.221.237 kWh/yr 10.388.052 kWh/yr  
Capacity Factor 28.2% 24% 27.5% 23.4%  
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development. However, many offshore areas with good potential for 
wind farm installation and operation expansion remain unexplored. This 
article examines the wind analysis software use that can be used to 
analyze wind power and design wind farms. In this study, the three 
buoys’ wind data have been used of the northwest Persian Gulf. How
ever, it should be noted that obtaining updated and accurate data in this 
area is challenging due to the calibrated buoys lack. The wind speed 
distribution and correlation, wind direction, gust speed and gust direc
tion for two sites, Beacon M28 and Sea Island Buoy shows that, the 
highest correlation between wind and gust speeds is between 87% and 
98% in Beacon M28 and Sea Island Buoy, respectively. Considerably, the 
correlation between wind direction and wind speed is negligible. Three 
Maximum likelihood algorithm, the WAsP algorithm, and the Least 
Squares algorithm has been used to analyze the wind energy potential in 
offshore in-situ buoys locations of the Northwest Persian Gulf. In addi
tion, the wind energy generation potential has been evaluated in 
different case studies. For example, the Umm Al-Maradim buoy area has 
excellent potential for OW energy generation based on three Weibull 
fitting algorithms (Maximum likelihood algorithm, WAsP algorithm, 
and Least Squares algorithm). In this article, an attempt has been made 
to understand the wind farm layouts’ complexity better. We have 
investigated wind turbines’ regular and irregular layouts in a large 
offshore wind farm and the optimization solution to select the best 
layout. 

The offshore farm layouts designer software has been used as a “Fast 
and no-cost” method to identify offshore wind speed in large marine 
areas. This designer software can be developed by adding other essential 
parameters of offshore wind farm installation, such as water depth. The 

“Fast and no-cost” method evolution can be such that it leads to an ac
curate analysis of the distance between offshore wind farms at their 
potential cost. modeling efforts to design wind farms in the project face 
difficulties initial design phase in estimating the best turbine location. 
Some observed differences between models and reality can be attributed 
to the complex farm design. 
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Table 8 
Two OWFs energy output of three different locations.    

Gamesa G128–5.0 MW Offshore farm REpower 5 MW offshore farm 

Stations Variables Before losses After losses Before losses After losses 

Beacon M 28 Mean power output 25.900 Kw 22.000 kW 25.980 kW 22.080 kW  
Annual energy output 226.817.500 kWh/yr 192.794.880 kWh/yr 227.580.320 kWh/yr 193.443.280 kWh/yr 

Sea island Mean power output 30.280 Kw 25.740 Kw 30.540 Kw 25.960 Kw  
Annual energy output 265.176.340 kWh/yr 225.399.900 kWh/yr 267.536.080 kWh/yr 227.405.700 kWh/yr 

Umm Al-Maradim Mean power output 28.200 Kw 23.960 Kw 27.900 Kw 23.720 Kw  
Annual energy output 247.886.240 kWh/yr 209.938.745 kWh/yr 244.424.740 kWh/yr 206.761.040 kWh/yr  
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