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Abstract 

 

 

The goal of this work is to investigate the properties of the contrast provided by 

Anomalous Diffusion (AD) γ-imaging technique and to test its potential in 

detecting tissue microstructure. The collateral purpose is to implement this 

technique by optimizing data acquisition and data processing, with the long 

term perspective of adoption in massive in vitro, in vivo and clinical studies.  

 

The AD γ-imaging technique is a particular kind of Diffusion Weighted-

Magnetic Resonance Imaging (DW-MRI). It represents a refinement of 

conventionally used DW-MRI methods, sharing with them the advantage of 

being non invasive, since it uses water as an endogenous contrast agent. 

Besides, it is more suitable to the study of complex tissues, because it is based 

on a theoretical model that overcomes the simplistic Gaussian assumption. 

While the Gaussian assumption predicates the linearity between the average 

molecular displacement of water and the diffusing time, as in case of diffusion 

in isotropic, homogeneous and infinite environments, a number of experiments 

performed in vitro and in vivo on both animals and humans showed an 

anomalous behavior of water molecules, with a non linear relation between the 

distance travelled and the elapsed time.  

In particular, the γ-parameter quantifies water pseudo super-diffusion, a 

peculiarity due to the fact that water diffusion occurs in multi-compartments 

and it is probed by means of MRI. In fact, a restricted diffusion is rather 

predicted for water diffusing in biological tissues.  

 

Recently, the trick that allows to make the traditional DW-MRI acquisition 

sequence suitable for pseudo super-diffusion quantification has been unveiled, 

and in short it consists in performing DW experiments varying the diffusion 

gradient strengths, at a constant diffusive time. The γ-parameter is extracted by 
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fitting DW-data to a stretched-exponential function. Finally, probing water 

diffusion in different directions allows to reconstruct a γ-tensor, with scalar 

invariants that quantify the entity of AD and its anisotropy in a given volume 

element.    

In vitro results on inert materials revealed that γ correlates with internal 

gradients arising from magnetic susceptibility differences (∆𝜒) between 

neighboring compartments, and  that it reflects the multi-compartmentalization 

of the space explored by diffusing molecules. Furthermore, values of γ 

compatible with a description of super-diffusive motion were found. This 

anomaly can be explained considering that the presence of ∆𝜒 induce an 

additional attenuation to the signal, simulating a pseudo super-diffusion. 

Finally, In vivo results on human brain showed that γ is more effective in 

discriminating among different brain regions compared to conventional DW-

MRI parameters.  

These studies suggest that the contrast provided by AD γ-imaging is influenced 

by an interplay of two factors, ∆𝜒 -effects on one hand, multi-

compartmentalization on the other hand, through which γ could reflect tissue 

microstructure.  

 

With the aim to shed some light on this issue I performed AD γ-imaging in 

excised mouse spinal cord (MSC) at 9.4 T and healthy human brain at 3.0 T. The 

adoption of MSC was motivated by its current use in studies of demyelination 

due to an induced pathology that mimics Multiple Sclerosis alterations, and by 

its   simplified geometry. I acquired DW-data with parameters optimized for the 

particular system chosen: the MSC was scanned along 3 orthogonal directions, 

thus an apparent γ was derived; for the in vivo studies I used more directions 

and I extracted a γ-tensor.  

I found that γ and its anisotropy reflected the microstructure of spinal cord 

tracts (such as the axon diameters and the axonal density).  I investigated both 
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in MSC and human brain the relation between γ and the rate of relaxation 

(R2*), a parameter well-known to reflect ∆𝜒, and found significant linear 

correlations. Because of this γ was able to differentiate white matter regions on 

the basis of their spatial orientation, and gray matter regions on the basis of 

their intrinsic iron content in human brain imaged at 3.0 T.  

 

These results suggest that AD γ-imaging could be an alternative or 

complementary technique to DW-MRI in the field of neuroscience. Indeed it 

could be useful for the assessment of the bulk susceptibility inhomogeneity, 

which reflects iron deposition, the hallmark of several neurodegenerative 

diseases.  

 

The part of this thesis work concerning the in vivo experiment in human brain 

gave rise to a paper published on NeuroImage, a relevant scientific journal in 

the field of MRI applied to brain investigation.  
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Introduction 
 

In this work I present my research activity of the last three years. I was 

concerned with the investigation of a novel contrast mechanism in Magnetic 

Resonance Imaging (MRI) based on the pseudo super-diffusion of water 

molecules in biological tissues. The pseudo super-diffusion is a form of 

anomalous diffusion, in the specific case treated here a self-diffusion of water 

molecules in wet samples with statistical properties not fully described by the 

conventional theory.  

 

In the last 20 years Diffusion Weighted-MRI (DW-MRI) led to a stunning and 

rapid development in diagnostic, in particular in the field of neuroimaging [1-4]. 

DW-MRI is based on the endogenous contrast provided by water molecules 

travelling in tissue micro-environments, driven by thermal random motion. 

Because of this, this imaging modality does not require the use of potentially 

harmful exogenous contrast agents to enhance image contrast. This technique, 

indeed, allowed to achieve spatial resolutions beyond the conventional MRI, 

reaching the micrometric length scale travelled by diffusing molecules [5]. 

Therefore, DW-MRI introduced an exquisite way to probe tissue microstructure 

in vivo and non-invasively [4, 6-12]. This technique carried unexpected 

improvement in the diagnosis of stroke [13] and in the follow-up of several 

neurodegenerative diseases, such as Multiple Sclerosis [4, 9, 14], Alzheimer’s 

disease, and other demyelinating pathologies [2-4], as well as in brain cancer 

evaluation [4, 15]. The first and most famous application in diagnostics was the 

early diagnosis of brain ischemia [3, 13], that paved the way for the 

introduction of DW-MRI as a routinary acquisition protocol.  

 

Regarding brain microstructure alterations connected to the onset of 

pathologies, experimental evidences showed the relevance of a timely 

pharmacological treatment in decelerating the development of several 

neurodegenerative diseases [16, 17]. Here, however, the conventional DW-MRI 

fails, revealing a poor sensitivity and a scarce specificity relatively to the 

premature assessment of tissue alterations, especially in brain [18, 19].  

Recently, novel methods exploiting the properties of diffusion but with a 

different theoretical approach, proved to be more sensitive and specific in 

detecting structural changes compared to the conventional DW-MRI [20-24]. 

These innovative techniques are based on non-Gaussian diffusion models. 
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Without going into technicalities at this point of the dissertation, it is sufficient 

to mention that these models overcome the Gaussian approximation of water 

diffusion in biological tissues, that generalizes the random motion of water 

molecules to free-diffusion, which does not reflect the effective behavior of 

water tissues. In fact, a conspicuous amount of both in vitro [20, 25, 26] and in 

vivo studies [19, 21-24, 27-29] showed that the presence of barriers, cellular 

organelles, tortuous or fractal geometries, and multi-scale complexity typical of 

the living matter causes the emergence of anomalous statistical properties of 

the diffusing water protons (nuclear spins, in MRI jargon). Whenever the 

conditions of the Gaussian diffusion do not hold anymore, the process is named 

‘anomalous diffusion’ (AD)[30], and the related techniques quantifying the 

anomalous behavior are named AD-imaging techniques. The theory underneath 

the AD was condensed in the so called Continuous Time Random Walk (CTRW) 

model, a mathematical description of anomalous transport [31, 32], 

contemplating superdiffusion and subdiffusion processes. In particular, 

superdiffusion is quantified by the parameter γ.  

 

AD γ-imaging technique has already been applied in systems of polystyrene 

micro-beads [25], excised human tissue [20], rat brain [24] and human brain 

[22, 27] and despite of the variety of complex tissues investigated, it showed 

that the γ-exponent was mainly influenced by two factors: the presence of 

multiple micro-compartments and the presence of magnetic inhomogeneity at 

the interfaces between them. In fact, γ exhibited significant inverse linear 

correlation with the internal gradients (Gint) arising from magnetic 

susceptibility inhomogeneity [26]. Furthermore, these two factors could 

explain the peculiarity of the contrast provided by AD-γ parametric maps in 

excised brain tissues, in in vivo imaging of human prostate [33] and in vivo 

imaging of human brains [20, 22]. The interplay between multi-

compartmentalization and magnetic susceptibility differences determining 

water pseudo superdiffusion (the term ‘pseudo’ refers here to the artificial 

additional attenuation provoked by the effect of the second factor) bestows a 

certain diagnostic potential to the imaging of AD-γ parameter regarding normal 

and tissue pathological alterations [34]. Indeed the assessment of magnetic 

susceptibility inhomogeneity in the human brain is of paramount importance in 

the field of MRI diagnostics, because the link between an abnormal iron 

deposition in brain gray matter and the onset and development of several 

neurodegenerative diseases is a matter of fact at the state of the art [17, 35-37]. 

Furthermore, the density and the orientations of myelinated fibers is another 
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well-known source of magnetic susceptibility inhomogeneity in human brain 

[38-40].  

 

This thesis work is focused on the evaluation of γ stretched exponent, the 

investigation of the contrast provided, and the implementation of the technique 

that allows to reconstruct 3D parametric maps of γ and related scalar 

invariants. Moreover, the potential of AD-γ imaging in detecting the 

microstructure of biological tissues was here investigated.  

Towards my goal I performed in vitro and in vivo experiments and examined 

the relation between the measured γ and microstructural features of the 

system imaged. I started with a simple cylindrical geometry in the case of 

mouse spinal cord imaged at high field (9.4 T) in order to better enhance the 

effect of internal gradients, then I moved a step further by computing a γ tensor 

in the case of a more complex geometry to map healthy human brain at clinical 

magnetic field (3.0 T), starting from the effective approach of De Santis et al., 

developed in the laboratory where I conducted my research activity, and 

implementing it. The results shown here suggest a potential impact of AD-γ 

imaging in the field of neuroimaging aimed at monitoring both microstructural 

changes and alterations due to iron accumulation in the brain [41-43].  

 

 

 

Outline of the thesis 
 

The thesis is basically structured in two sections, a theoretical and an 

experimental one. The theory at the basis of MRI, conventional DW-MRI and 

Anomalous Diffusion is provided in the first three chapters, in order to facilitate 

the comprehension of the experimental part, that presents the in vitro and in 

vivo results of the application of AD-γ imaging.  

The theory of MRI is reported in Chapter 1, where the principles of signal 

generation and detection, and the technique that allows for the formation of a 

3D image of the investigated sample are described.  
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The theory of diffusion and DW-MRI is presented in Chapter 2, where all the 

theoretical concepts useful to the comprehension of the key chapters of this 

thesis are collected.  

Chapter 3 deals with the description of Anomalous Diffusion processes, from 

the rigorous mathematical framework of CTRW to the introduction of a motion 

propagator, which allows to link the theory to the experimentally measured 

signal from diffusing spins in DW-MRI.  

In Chapter 4 I present the results obtained by performing AD γ-imaging on 

fixed mouse spinal cord in vitro. Here I introduce the experimental derivation of 

the γ exponent for a simple geometry, and I discuss the outcomes regarding the 

correlation of γ with magnetic susceptibility inhomogeneity and 

microstructural features of spinal cord tracts.  

In Chapter 5, the very main body of the thesis, I show how to perform  AD γ-

imaging in in vivo experiments on human brain, characterized by a complex 

geometry. Here I explain the need of a more sophisticated data-processing, 

accounting for diffusion-related image artifacts. Then I extract a γ-tensor, 

derive its scalar invariants, and investigate the relation between pseudo super-

diffusion of water and magnetic susceptibility differences between regions with 

myelinated axons variously oriented in space, and between regions with 

distinct iron contents. Finally I illustrate the implications of these results in the 

field of MRI-diagnostics.  

The path connecting the initial goal and the outcomes of my research work is 

resumed in the Conclusion section, where the use of AD γ-imaging technique 

and the contrast provided by pseudo super-diffusion are discussed in a critical 

way, contemplating limitations and anticipating future concrete perspectives.  

Finally, in the Appendix section the reader will find the manuscript concerning 

the in vivo results, published on NeuroImage [41]. 

A collateral study concerning the diagnostic potential of DW-MRI in the 

diagnosis of prostate adenocarcinoma was submitted to MRI journal [44]. This 

study was not included in the thesis work because it was a bit out of the main 

topic, nevertheless it corroborated the idea of pushing further the sensitivity of 

DW-MRI investigations by using an increasing gradient strengths DW protocol.  
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Chapter 1 Magnetic Resonance Imaging: imaging matter 

exploiting nuclear magnetism  
 

 

 

 

 

The phenomenon of magnetic resonance is such a complex and intriguing 

physical trick to analyze both hard and soft matter, that is arduous to 

summarize it in a synthetic and exhaustive description. This introductory 

chapter provides an overview of the fundamental theoretic concepts behind 

magnetic resonance imaging in liquid systems, explaining the principles of 

signal generation and detection, and the technique that allows for the formation 

of a tri-dimensional image of the investigated sample, without claiming to be 

comprehensive. Nevertheless, this brief outline will facilitate the full 

comprehension of the subsequent chapters. 

 

 

1.1 Where does the signal come from?   
 

The technique of Magnetic Resonance Imaging (MRI) involves the acquisition of 

Nuclear Magnetic Resonance (NMR) signal in the presence of a magnetic field 

gradient. The signal in NMR comes from nuclei provided with a magnetic 

moment (or a spin moment), which interact with local or external magnetic 

fields and are put on resonance in a specific way. MRI thus exploits two 

fundamental properties of atoms: the magnetism and the spin. These properties 

seem in fact less tangible compared to others, such as the mass and the electric 

charge, which produce a direct effect on the chemical and physical properties of 

substances. Let us depict them so that they become more concrete.  
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1.1.1 The spin  

 

The spin is an intrinsic property of any elementary1  and subatomic particle. It 

is a form of rotational angular momentum, being associated to the rotation of a 

particle around some axis, but it differs from the orbital angular momentum 

(usually indicated by l) because it is neither due to an orbital revolution nor 

acquired by energetic collisions, and for this reason it exists even at absolute 

zero (T = 0 K). The spin is defined by a magnitude and a direction, which 

sometimes is named polarization axis. The spin moment of any physical system 

is quantized, and it may assume one of the following allowed values: 

 

𝑆 = ℏ√𝑠(𝑠 + 1)                                                    (1.1)  

 

The spin magnitude is usually expressed in units of reduced Planck constant ℏ 

(where ℏ ≅ 1.054 ∙ 10−34 J ∙ s), so that a spin is denoted by its spin quantum 

number s, a dimensionless quantity which is a non-negative half-integer for the 

fermions (s = 1/2, 3/2, 5/2...) and a non-negative integer for the bosons (s = 0, 

1, 2...). Particles with spin s have 2𝑠 + 1 energetic sublevels (corresponding to 

an azimuthal quantum number 𝑚𝑠 = −𝑠, −𝑠 + 1, … , 𝑠 , which denotes the 

component of the spin moment measured along a z axis), that are degenerate in 

the absence of external fields, but which may have different energy if a 

magnetic or electric field is applied [45].  

The fermions follow the Pauli principle, which states that two fermions cannot 

have identical quantum states. This implicates that a pair of electrons belonging 

to the same energy level in an atom will have opposite (anti-parallel) spins. For 

the same reason, a proton and a neutron which are made up of 3 quarks, will 

have s = 1/2, because the anti-parallel spin configuration for two of them gives 

rise to a net s = 1/2.  

The total spin of a system consisting of two sources of spin is provided by a 

combination rule which applies also for angular momenta: the total spin 

moment of the system of two spins, s1 and s2, is given by 𝑆 = ℏ√𝑠3(𝑠3 + 1) , 

where s3 may vary within:  

                                                           
1 The elementary particles are fundamental particles which either constitute matter or carry forces. 
The quarks and leptons (including electrons and neutrinos) make up what we classically call matter, 
they are named fermions, and they have spin quantum number s = 1/2. The photon, carrying the 
electromagnetic force, the gluon carrying the strong nuclear force, and the W and Z bosons carrying 
the weak nuclear force are all named bosons and have spin quantum number s = 1.   
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|𝑠2 − 𝑠1|, |𝑠2 − 𝑠1| + 1, … , |𝑠2 + 𝑠1|                                     (1.2) 

 

Matter is composed of molecules, which are basically electron clouds 

containing more than one nucleus (consisting of protons and neutrons, also 

called nucleons). A molecule is interested by many different motions, for 

example the motion of electrons around the nuclei, the motion of the nuclear 

framework around the center of mass of the molecule, the spinning of electrons 

and the spinning of nucleons. Therefore, the total angular momentum (usually 

indicated by J2) is given by the sum of the total orbital momentum (L) and the 

total spin momentum (S), calculated for nucleons and electrons. At the ‘ground 

state’, that is the lowest energy state of a chemically stable molecule, the 

electron orbital angular momenta and the electron spins cancel out, and the 

only sources of angular momentum come from the molecular rotation and the 

nuclear spins.   

When dealing with atomic nuclei, the nuclear spin moment is given by 𝐼𝑡𝑜𝑡 =

ℏ√𝐼(𝐼 + 1), the spin quantum number is conventionally denoted as I, and its 

azimuthal quantum number as 𝑚𝐼 = −𝐼, −𝐼 + 1, … , 𝐼. In a sense, atomic nuclei 

are characterized by states which are quantum mechanical in their behavior, 

meaning that their properties belong to a discrete set of possibilities. In NMR 

however, we get a signal from a number of Avogadro (𝑁𝐴 ≅ 6.022 ∙ 1023) of 

nuclei. At the microscopic level these nuclei exhibit ‘discrete’ behaviors, 

whereas at the macroscopic level the behavior is ‘continuous’, namely an 

ensamble3 behavior, in the reasonable hypothesis of spins acting independently 

of each other. Similarly, the spins behavior can be described either by means of 

a quantum description, or by means of a semi-classical one. For a brief and clear 

description of elementary quantum mechanics and nuclear magnetization I 

suggest the reader to refer to the monograph by P.T. Callaghan [46], while the 

semi-classical description is presented in short in the following paragraphs.  

 

 

                                                           
2 From now on I will adopt the following notation: the vectors will be conventionally marked in bold, 
both in the text and in the formulas, while their modulus will be written with normal formatting.    
3 The term ensemble in statistical mechanics indicates a group of microscopic states with their 
probability to occur in a system. The canonical ensemble is associated to a closed system, thus it is 
able to perform energetic exchanges with the heat bath, but the number of particles N is kept 
constant (differently from the case of grand canonical ensemble, which exchanges both energy and 
matter with the bath). Spins in NMR may be represented by a canonical ensemble.   



 

30 
 

1.1.2 The magnetism  

 

The magnetism is a fundamental property of each substance, that gives it the 

capability to interact with magnetic fields. The entity of such interaction 

depends on the magnitude of the magnetic field, and less trivially, on the 

magnetic dipole moment 𝝁 of the substance. Basically a magnetic dipole 

moment inserted in a magnetic field ‘feels’ a torque.  

A magnetic field is a vector field, specified at any given point by a direction and 

a magnitude (or strength). The same term is used to indicate two distinct vector 

fields, B and H. The B-field (also named the magnetic flux density) is defined by 

the force it produces on a magnetic dipole, and it is measured in Tesla (T) or in 

𝑁/(𝑚 ∙ 𝐴) in the International System of Units (SI). The H-field (or the magnetic 

field strength) classically denotes the magnetic field itself, and it is measured in 

Oersted (Oe) or 𝐴/𝑚 in SI. Finally, the magnetization produced in a material 

because of the presence of H-field is represented by M, defined as the net 

magnetic dipole moment per unit volume of a region of material, measured in 

𝐴/𝑚 in SI.  

The relation between these 3 vectors is: 𝑯 = 
𝑩

𝜇0
− 𝑴, with 𝜇0 = 4𝜋 ∙ 10−7𝐻/𝑚 

the magnetic permeability of vacuum. The magnetic dipole moment, or simply 

the magnetic moment, µ, is given by the product between M and the volume V, 

and measured in 𝐴 ∙ 𝑚2. In technical MRI language, and hereafter, we refer to 

the magnetic flux density B by naming it ‘static magnetic field’, or simply 

‘magnetic field’.   

In some substances the magnetic moment is permanent, thus it persists even in 

the absence of any magnetic field. Most of substances, instead, exhibit an 

induced magnetism, and their dipole moment is proportional to the magnetic 

field B0, to their volume V and to the magnetic susceptibility 𝜒𝑚: 

 

 

𝜇𝑖𝑛𝑑 =
𝑉𝜒𝑚𝐵0

𝜇0
                                                       (1.3) 

 

The diamagnetic materials which have 𝜒𝑚 < 0  (such as the water molecule, 

with 𝜒𝐻2𝑂 ≅ −9.05 𝑝𝑝𝑚) will be repelled by the magnetic field, whereas the 

paramagnetic materials with 𝜒𝑚 > 0 will be attracted.  

Among the sources of magnetism in a molecule there are the circulating 

charges, the electron spins, and the nuclear spins, the last of which is the 
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weakest component. In paramagnetic substances the electric magnetism 

dominates, because of the presence of unpaired electrons. In diamagnetic 

substances, which present paired electrons, the electron spins cancel out, in 

favour of the other two sources. If we consider the magnetic susceptibility of 

hydrogen nucleus 1H in H2O, for example, deriving it from [45]: 

 

𝜒𝑚 =
𝜇0ℏ2𝛾2𝑐

4𝑘𝐵𝑇
                                                         (1.4) 

 

with 𝑘𝐵  the Boltzmann constant 𝑘𝐵 ≅ 1.38 ∙ 10−23𝐽/𝐾 , 𝛾  the gyromagnetic 

ratio, equal to 42.58 MHz/T, and c the concentration of protons per unit 

volume, at room temperature (𝑇𝑟𝑜𝑜𝑚~297𝐾) it is in the order of 10-9, whereas 

𝜒𝑒−~10𝑝𝑝𝑚, that is 4 orders of magnitude greater. Here we are concerned with 

NMR experiments performed on diamagnetic samples, with molecules at the 

‘ground state’, therefore we will focus on nuclear magnetism. Since the strong 

electronic diamagnetism shows no time dependence, it can be accounted for by 

means of a corrective term [45]. On the other hand, the signal coming from the 

nuclei will be electronically amplified in order to be registered.  

 

 

1.1.3 The nuclear magnetism and Larmor precession 

 

The magnetic dipole moment 𝝁 is proportional to the total angular moment J 

through a constant of proportionality called the gyromagnetic ratio 𝛾, specific 

for each substance.  

For atomic nuclei J coincides with the spin total moment Itot, and the 

gyromagnetic ratio 𝛾 is positive for almost every nucleus (except for 15N, 29Si), 

thus: 

 

𝝁 = 𝛾𝑰𝒕𝒐𝒕 = 𝛾ℏ√𝐼(𝐼 + 1)                                            (1.5) 

 

The magnetic energy associated to the interaction between 𝛍 and the magnetic 

field is described both classically and quantum-mechanically by the Zeeman 

Hamiltonian (or energy) operator, which in a first approximation is the product 

between the magnetic field and the magnetic moment:  
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𝐻 = −𝝁 ∙ 𝑩 = −𝛾𝑰𝒕𝒐𝒕 ∙ 𝑩 = −𝛾ℏ√𝐼(𝐼 + 1)𝐵0𝑐𝑜𝑠𝜃                     (1.6) 

 

considering a magnetic field oriented along the z-axis 𝑩 = (0, 0, 𝐵0), with 𝜃 the 

angle between 𝛍 and B. Because of the allowable discrete values of the 

azimuthal quantum number 𝑚𝐼 a splitting of the nuclear energy levels into 2𝐼 +

1 sub-levels occurs (known as the Zeeman effect), with the energy of each level 

being: 

 

𝐸𝑚𝐼
= −𝛾ℏ𝐵0𝑚𝐼                                                      (1.7) 

 

The energy gap between two successive sub-levels is thus ∆𝐸 = 𝛾ℏ𝐵0, and it is 

independent of the spin of the particle. The nucleus of the main isotope4 of 

hydrogen 1H, consisting of a proton, has spin 𝐼 = 1/2, thus the energy is splitted 

into two sub-levels with 𝑚𝐼 = ±1/2, as shown in Figure 1.1a. The two sub-

levels host spins respectively oriented parallel to B (for 𝑚𝐼 = 1/2), with a 

lower energy (namely the ground state), and spins oriented anti-parallel to B 

(for 𝑚𝐼 = −1/2), with a higher energy (namely the excited state).  

An object with a permanent 𝝁 which is free to move (like a compass needle), 

tends to align along the external magnetic field so as to minimize its magnetic 

energy. In the case of nuclear spins which possess an angular momentum as 

well as an induced 𝝁, the actual response of the spin polarization axis will be 

the so called Larmor precession, moving on a cone around the B0 direction, at a 

constant angle θ (Figure 1.1b) and with a specific Larmor (angular) frequency, 

given by: 

 

𝜔0 = −𝛾𝐵0                                                        (1.8) 

 

with the minus sign indicating a clockwise precession (except in case of 15N, 
29Si), and measured in rad/s. The respective frequency is obtained dividing 𝜔0 

by a factor of 2𝜋. For the 1H inserted in a B0=9.4 T with a gyromagnetic ratio of 

𝛾 ≅ 42.58 𝑀𝐻𝑧/𝑇, the Larmor frequency is 𝑓 ≅ 400 𝑀𝐻𝑧, meaning that it 

completes 400 million of cycles of precession every second. Comparing (1.5) 

                                                           
4 The isotope of an element is an atom which shares the same atomic number Z, or number of protons 
of that element, but has a different number N of neutrons (thus a different mass number, given by 
the sum of protons and neutrons). The isotopes of an element are stable if N approximately equals Z. 
Hydrogen (1H) and deuterium (2H) are stable isotopes, where 1H contains a single proton and 2H 
contains a proton and a neutron.  
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and (1.6) one retrieves the precession angle between 𝛍 and B, which for 1H is 

𝜃 = ±54.74°.  

The relation in (1.7) may be derived considering the energy carried by an 

electromagnetic wave with a specific polarization5, so that it equals the energy 

gap between two adjacent sub-levels: ℏ𝜔0 = ∆𝐸 = 𝛾ℏ𝐵0. When the spins of the 

sample are excited by such a wave they are able to ‘jump’ at the higher energy 

level, thus inverting their own orientation with respect to B.  

 

 

1.1.4 The macroscopic magnetization 

 

Let us consider 1H in a sample of water. In the absence of an external magnetic 

field, the spin polarization axes are uniformly distributed, and the total 

magnetic moment of the sample is close to zero. If a B0 is turned on, the spins 

begin performing Larmor precession around the field direction moving at 𝜔0. 

Now because of the heterogeneity of molecular surrounding, the net magnetic 

field ‘seen’ by each spin will be the sum of the static external field, and small 

fluctuating fields, causing tiny fluctuations in the polarization axes in the order 

of 10-4 degrees [45]. The small fluctuating fields from the thermal environment 

cause a gradual breakdown of the constant-angle cone precession, and over a 

timescale of seconds the orientation of 𝝁 wanders around. The wandering is 

driven by energetic convenience, so that 𝝁 is turned towards an orientation 

with lower magnetic energy, leading to a stable anisotropic distribution of 

nuclear spin polarizations, called thermal equilibrium. At the thermal 

equilibrium the net distribution of spin orientations parallel to B0 is slightly 

more probable than that one of anti-parallel spins, as shown in Figure 1.1a. In 

case of 1H the energy gap between the sub-levels of energy described by (1.6) is 

of about ∆𝐸 = 𝛾ℏ𝐵0 ≅ 2.6 ∙ 10−25𝐽. This energy is about 4 orders of magnitude 

lower than the available thermal energy at a room temperature of 297 K: 

∆𝐸(𝑇𝑟𝑜𝑜𝑚) = 𝑘𝐵𝑇 ≅ 4.1 ∙ 10−21𝐽. It means that the jump between the lower and 

the higher energy sub-levels is quite probable, and that the distribution of the 

ground state is only slightly larger than the excited one. Ideally the magnetic 

moments associated to the spins are equally distributed over two cones of 

angles 𝜃 = ±54.74° for 1H. There is no net magnetization perpendicular to the 

                                                           
5 For more information on the polarization of electromagnetic waves, please refer to the Appendix A.  
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field, because the distribution of 𝝁 at thermal equilibrium is on the ensemble 

average, cylindrically symmetrical around the z-axis.  

A macroscopic longitudinal magnetization may still emerge providing that a 

difference between the two populations of spins occupying the ground state, 

and the excited state, exists. According to the fundamental Boltzmann law of 

statistical mechanics, the population of each level is proportional to 𝑃𝑚𝐼
∝

𝑒
−

𝐸𝑚𝐼
𝑘𝐵𝑇 , and for a sample with a total number of spins N the net macroscopic 

magnetization is given by: 

 

𝑀 = 𝑁𝛾ℏ
∑ 𝑚𝐼𝑒

𝛾ℏ𝐵0𝑚𝐼
𝑘𝐵𝑇𝐼

𝑚𝐼=−𝐼

∑ 𝑒

𝛾ℏ𝐵0𝑚𝐼
𝑘𝐵𝑇𝐼

𝑚𝐼=−𝐼

                                           (1.9) 

 

At Troom ∆𝐸𝑚𝐼
≪ 𝑘𝐵𝑇, hence it is possible to use the power series expansion for 

𝑡 =
𝛾ℏ𝐵0

𝑘𝐵𝑇
, and one obtains: 

 

𝑀~𝑁𝛾ℏ
∑ (𝑚𝐼+𝑚𝐼

2𝑡)𝐼
𝑚𝐼=−𝐼

∑ (1+𝑚𝐼𝑡)𝐼
𝑚𝐼=−𝐼

= 2𝑁𝛾ℏ𝑡
∑ 𝑚𝐼

2𝐼
𝑚𝐼=1

(2𝐼+1)
=

2𝑁𝛾ℏ𝑡𝐼(𝐼+1)(2𝐼+1)

6(2𝐼+1)
               (1.10) 

 

Where, expliciting t again, one finds the Curie law for the macroscopic 

magnetization:  

 

𝑴 =
𝑁𝛾2ℏ2𝐼(𝐼+1)𝑩𝟎

3𝑘𝐵𝑇
= 𝜒𝑩𝟎.                                       (1.11) 

 

M is a longitudinal magnetization (Mz) in the hypothesis of a B-field oriented 

along the z-axis, as in (1.5).  

The macroscopic magnetization of an ensemble of nuclear spins gives rise to 

the signal in NMR. From (1.10) we notice that NMR signal is proportional to the 

abundance of the nucleus, to its gyromagnetic ratio, and to the B-field. In 

biological tissues 1H represents the nucleus with the highest abundance and the 

highest 𝛾, and the latest trend in the field of in vivo MRI is the development of 

more performing spectrometers with high B0 strength, in the respect of  the 

patients and animal safety, because it clearly translates into a signal 

amplification.  
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Figure 1.1 - The splitting of energy levels due to Zeeman effect and Larmor precession. a) Sketch 
showing two degenerate energy levels of nuclear spins in the absence of static magnetic field, and 
two sublevels corresponding to the azimuthal quantum number mi = ±1/2 in the presence of B0. The 
low energy level is slightly more populated than the other one, so that spins parallel to B0 are more 
than those oriented antiparallel to B0. b) A nucleus with an induced magnetic moment μ performs a 
Larmor precession around the direction of the magnetic field. The projection of the magnetic 
moment along this direction is indicated by μz.     

 

 

1.2 How to reveal the signal? 
 

The longitudinal magnetization described above is unfortunately undetectable, 

and it is impractical to measure [45]. The approach adopted by NMR is to 

measure the transversal magnetization instead, by rotating Mz into the xy-plane. 

This is achieved using a radiofrequency (RF)-pulse, that is an oscillating 

magnetic field of appropriate frequency and duration. The transversal 

magnetization Mxy keeps on preceding around the B-field direction, and its 

oscillating magnetic flux induces an electromagnetic force (e.m.f.), thus a 

detectable electric signal, in a transversal coil, usually the same used to 

generate the RF-pulse (this is visually explained in Figure 1.2). The NMR 

spectrometer is basically a device capable of magnetizing the nuclear spins, 

rotating their polarization through the use of an RF-pulse, and detecting the 

small oscillating electric currents. For more details about NMR device see 
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Levitt’s book [45]; in the next sections the formation and evolution of Mxy are 

described.  

1.2.1 The transverse magnetization and the Free Induction Decay 

 

With the term RF-pulse we indicate an oscillating magnetic field (usually 

denoted with the symbol B1, to discriminate it from the static magnetic field B0) 

with a fixed duration ∆𝑡 and frequency 𝜔. In the jargon of NMR the term RF-

excitation is often used, indicating that the provided pulse, when polarized in 

the xy-plane and 𝜔 ≈ 𝜔0, excites the spins, puts them on resonance, and allows 

them to jump the energy gap between sub-levels, with the result of more spins 

in the anti-parallel configuration compared to B0. This eventually has the effect 

of cancelling the disproportion between the spins populations of the two sub-

levels, neutralizing thus Mz.  

Another approach is to consider that the RF-pulse B1 rotates spins polarization 

by 𝜋/2 about the x- (or y-) axis, thus the net spin polarization along the z-axis is 

transferred into a net spin polarization along the y- (or x-) axis (see Figure 

1.3). The macroscopic magnetization emerging from the ensemble of spins 

when they reach the thermal equilibrium in a B-field (namely M0), initially 

oriented along z-axis, is then rotated into the xy-plane, and hence called 

transverse magnetization, Mxy. After ∆𝑡, when the RF-pulse is turned off, the 

spins will resume their precessional motion, causing the bulk magnetic 

moment, and thus Mxy, to precess around the z-axis in the xy-plane, with a 

precession frequency that equals the nuclear Larmor frequency 𝜔0 . The 

evolution of the two components of Mxy may be described by:  

𝑀𝑥(𝑡) = 𝑀0 𝑠𝑖𝑛 𝜔0𝑡 ∙ 𝑒
−

𝑡
𝑇2  

 

𝑀𝑦(𝑡) = −𝑀0 𝑐𝑜𝑠 𝜔0𝑡 ∙ 𝑒
−

𝑡

𝑇2                                               (1.12) 

with M0 the magnetization at the thermal equilibrium, and T2 the transverse 

relaxation time6, or coherence decay time, or spin-spin relaxation time. Mxy 

amplitude decays as in a damped oscillator (see Figure 1.2b), because the 

nuclear magnets start precessing at the same time, but then they lose 

                                                           
6 More precisely, the transverse magnetization decays more rapidly, with the time constant T2*< T2, 
that will be described in the next paragraphs. Usually some textbooks refer to this decay considering 
solids or macromolecules with a slow dynamics, for which the two time constants are almost the 
same, and thus interchangeable.  
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synchrony, or in other words, they lose phase coherence. This decay, or 

relaxation process is irreversible, and it is called spin-spin relaxation because it 

does not involve energy exchanges with the thermal bath. It is rather due to the 

fact that spins experience slightly different magnetic fields, thus they precess at 

slightly different frequencies (even not considering the mutual interactions of 

spins). Actually the scenario is more complex, because there are effective 

interactions (such as the dipolar interaction and the chemical shift), which 

contribute to further dephasing of spins. Since these interactions present 

energy several orders of magnitude (1/104) lower than that provided by the 

linear Hamiltonian of (1.5), we will neglect them. 

A magnetic field which varies during time is associated to an oscillating electric 

current through Maxwell’s equation: 

 

𝛻×𝑬 = −
𝜕𝑩

𝜕𝑡
                                                  (1.13) 

 

The small induced electric current circulates into the windings of the RF-coil 

which is perpendicular to the B0 direction. The whole process is called free-

induction decay (FID), as it describes the decay of Mxy and thus of the induced 

electric current, and it is the very heart of the NMR signal.  

 

 

1.2.2 The semi-classical description 

 

In the case of independent spin nuclei the motion of the ensemble of spins may 

always be described in terms of the precession of the magnetization vector M. 

In such a model the macroscopic angular momentum vector is J = M/𝛾, with 𝛾 

the nuclear gyromagnetic ratio [46]. Classically, the torque of a body along the 

axis of rotation determines the rate of change of its angular momentum: 

 

  𝝉 =
𝑑𝑱

𝑑𝑡
                                                          (1.14) 

 

and in the case of a magnetic moment inserted in a B-field, the torque is given 

by: 



 

38 
 

 𝝉 = 𝝁×𝑩 ≈ 𝑴×𝑩                                                (1.15) 

where the symbol ≈ here denotes the passage to the macroscopic average on 

the ensemble of spins. Combining (1.13) and (1.14), one obtains: 

 
𝑑𝑴

𝑑𝑡
= 𝛾𝑴×𝑩                                                    (1.16) 

 

which describes the evolution of the magnetization vector. The rate of change 

of M is orthogonal to both M and B, thus the equation describes a precession of 

M around B. Considering the Poisson relation for a vector u between a fixed 

reference frame (f) and a rotating one (r): 

 

(
𝑑𝒖

𝑑𝑡
)

𝑓
= 𝝎×𝒖 + (

𝑑𝒖

𝑑𝑡
)

𝑟
                                          (1.17) 

 

neglecting the second term, and comparing with (1.15), one finds again the 

expression of 𝜔0 Larmor angular frequence reported in (1.7).   

The resonance phenomenon results by the application of a transverse magnetic 

field B1 oscillating at 𝜔𝑅𝐹 ≈ 𝜔0: 

 

𝑩𝟏(𝑡) = 𝒊̂2𝐵1 𝑐𝑜𝑠 𝜔𝑅𝐹𝑡                                           (1.18) 

 

where 𝑖 ̂indicates the x-direction. A linearly polarized wave may be always 

decomposed into two counter-rotating circularly polarized7 components: we 

retain only the relevant one, that is the left-component rotating clockwise, thus 

in the same sense as the spin precession [46]: 

 

𝑩𝟏𝑳(𝑡) = 𝒊̂𝐵1 𝑐𝑜𝑠 𝜔0𝑡 − 𝒋̂𝐵1 𝑠𝑖𝑛 𝜔0𝑡                                 (1.19) 

 

Thus, considering also the static magnetic field oriented along z-axis, the total 

B-field may be expressed as: 

 

𝑩 = 𝒊̂𝐵1 𝑐𝑜𝑠 𝜔0𝑡 − 𝒋̂𝐵1 𝑠𝑖𝑛 𝜔0𝑡 + 𝒌̂𝐵0                              (1.20) 

                                                           
7 For more information on the polarization of electromagnetic waves, please refer to the Appendix A. 
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Substituting (1.19) into (1.15), and solving, one gets, for the on resonance 

condition (𝜔𝑅𝐹 ≈ 𝜔0), the following evolution equations: 

𝑑𝑀𝑥

𝑑𝑡
= 𝛾(𝑀𝑦𝐵0 + 𝑀𝑧𝐵1 sin 𝜔0 𝑡)   

𝑑𝑀𝑦

𝑑𝑡
= 𝛾(−𝑀𝑥𝐵0 + 𝑀𝑧𝐵1 𝑐𝑜𝑠 𝜔0 𝑡)  

𝑑𝑀𝑧

𝑑𝑡
= 𝛾(−𝑀𝑥𝐵1 𝑠𝑖𝑛 𝜔0 𝑡 + 𝑀𝑦𝐵1 𝑐𝑜𝑠 𝜔0 𝑡)                (1.21) 

 

Which, under the initial condition Mz(t = 0) = M0, provide as solutions: 

 

𝑀𝑥 = 𝑀0 sin 𝜔1𝑡 sin 𝜔0𝑡 

𝑀𝑦 = 𝑀0 sin 𝜔1𝑡 cos 𝜔0𝑡 

𝑀𝑧 = 𝑀0 𝑐𝑜𝑠 𝜔1𝑡                                                        (1.22) 

 

with 𝜔1 = 𝛾𝐵1. These equations imply that on application of a rotating RF-field 

B1 of frequency 𝜔0, M performs two simultaneous precessions, one about the 

longitudinal field at 𝜔0, the other about the RF-field at 𝜔1, as showed in Figure 

1.4a, and represents the motion seen from an observer in the laboratory (or 

fixed) reference frame. Suppose instead that the observer is rotating together 

with B1: in that case it would see only the precession of M about B1 (see Figure 

1.4b). B1 values are typically a few 10-4 T, so that the precession about the RF-

field, using the 1H example again, is typically at a cyclic frequency of 10 kHz.  

The behavior described above regards the on resonance case. When 𝜔𝑅𝐹 ≠ 𝜔0 

(the so called ‘off-resonance’ case) in the rotating frame in addition to B1 there 

is a residual longitudinal component 𝑩𝟎
′ = 𝐵0 − 𝜔𝑅𝐹/𝛾, thus M precesses about 

an effective magnetic field, Beff, which is the vector sum of the transversal and 

longitudinal contributes, as illustrated in Figure 1.4c. The off-resonant 

behavior is important in NMR because it is exploited for selective excitation of 

spins in the sample.  

Considering the rotating frame, it is clear that the use of a resonant RF-field B1 

(or RF-pulse) allows to rotate M by the desired angle, which depends on the 

intensity and duration of the pulse:  

𝜃 = 𝜔1∆𝑡 = 𝛾𝐵1∆𝑡                                            (1.23) 
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In most imaging experiments the parameters are chosen in order to get 

multiples of 90°. The two most used excitation RF-pulses derived their names 

from the desired angles, which respectively are θ = 90° for RFπ/2, and θ = 180° 

for RFπ.  

 

 

1.2.3 The Bloch equation and relaxation phenomena   

 

The Bloch equation is a milestone in the semi-classical description of NMR 

signal. This phenomenological equation describes the evolution of the 

magnetization components, taking into account the relaxation phenomena. 

After the RF-pulse excitation the spins populations gradually drift towards their 

thermal equilibrium values, losing coherences, and the thermal equilibrium 

state is gradually re-established, over a sufficiently long time. Macroscopically 

this turns into the restoration of the longitudinal component and the complete 

decay of the transversal ones. 

Shall we consider an RFπ/2-pulse. After its action the magnetization has been 

transferred into the xy-plane, where it precesses at 𝜔0. We may use a complex 

vector to describe this motion:  

 

𝑴𝒙𝒚 = 𝑴𝒙 + 𝑖𝑴𝒚                                                  (1.24) 

 

which will evolve following an exponential decay: 

 

𝑀𝑥𝑦(𝑡) = 𝑀0𝑒−𝑖𝜔0𝑡 = 𝑀0 𝑐𝑜𝑠 𝜔0𝑡 − 𝑖𝑀0 𝑠𝑖𝑛 𝜔0𝑡                 (1.25) 

 

Notice that it is a compact form of the magnetization components reported in 

(1.11) and presented in Par. 1.2.1, except for the multiplicative attenuation 

factor 𝑒
−

𝑡

𝑇2. This factor cannot be neglected since we deal with a real system of 

spins, and we cannot avoid spins interactions and the effect of the thermal bath 

they exchange energy with.  
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The Bloch equation treats separately the evolution of longitudinal and 

transversal M components, influenced respectively by the spin-lattice 

relaxation, due to the energy exchanges with the thermal bath, and by the spin-

spin relaxation (see Par. 1.2.1), that is an adiabatic process, associating their 

relative longitudinal (T1) and transversal (T2) time constants: 

 

 
𝑑𝑴

𝑑𝑡
= 𝑴×𝛾𝑩𝟎 −

𝒊̂𝑀𝑥+𝒋̂𝑀𝑦

𝑇2
−

𝒌̂(𝑀𝑧−𝑀0)

𝑇1
                              (1.26) 

 

Considering the contribute of relaxation processes the evolution of transverse 

magnetization corrects as follows:  

 

𝑀𝑥𝑦(𝑡) = 𝑀0𝑒−𝑖𝜔0𝑡𝑒
−

𝑡

𝑇2                                           (1.27) 

 

that is nothing but (1.11). T2 represents the time during which the transversal 

magnetization reduces to about 37% of the initial value. The interactions 

between adjacent spins provoke fluctuations of the Larmor frequency, that turn 

into the loss of phase coherence among spins, which does not involve any 

energy exchange with the surroundings, but increases the entropy of the 

system in a non-reversible way.  

The spin-lattice relaxation (or T1-relaxation) instead has an effect on the 

longitudinal component of M, restoring it to the initial equilibrium value of M0: 

 

 𝑀𝑧(𝑡) = 𝑀0(1 − 𝑒
−

𝑡

𝑇1)                                          (1.28) 

 

with T1 representing the time necessary for the restoration of about 63% of the 

equilibrium value.  The term ‘lattice’ was inherited from the first NMR studies 

on solids with a crystalline structure, and represents the ensemble of other 

nuclei in the sample interacting with the spins of interest. The technique that 

measures T1 and T2 relaxation time constant is known in the field of MRI as 

T1/T2-relaxometry. An example of the derived parametric maps is reported in 

Figure 1.5 for an axial slice of human brain. The intensity of the pixels is 

proportional to the constant, so that these maps are also named T1/T2-

weighted.     
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In order to restore Mz is necessary to elicit the return of spins at the ground 

state, a process known as stimulated emission8. In fact the RF-pulse excitation 

cause them to jump at the excited state, but the inverse process needs some 

energy release because at the RF regime the spontaneous emission is not likely. 

This energy is exchanged with the thermal bath, which employs the gained 

energy to jump at the excited state (a transition that is very frequent for the 

thermal bath).  

Either the relaxation processes here described are strictly influenced by the 

molecular dynamics, and reflects the chemical structure of the molecules. The 

molecular dynamics causes the emergence of a spectrum of radiofrequencies, 

rather than a single Larmor frequency. An opportune choice of the 

experimental parameters in the NMR experiment allows to highlight some 

particular characteristics of the ensemble of spins.  

 

 

1.2.4 Signal detection and spin manipulation 

 

In the previous paragraph the spin were presented as capable of both receiving 

and emitting and RF signal at the same time. The NMR device is equipped with 

an RF-emitter and an RF-receiver, which works by mixing the weak 

electromagnetic force (e.m.f.), in the order of µV, with the output from a 

reference RF oscillator [46]. This process is known as heterodyning. It consists 

in mixing the e.m.f. with two heterodyne references signals with a phase shift of 

90°, in order to obtain separate in-phase and quadrature phase output signals 

which are proportional to the magnetization in x- and y-planes and thus able to 

detect Mx and My. NMR experiments can also be performed using a single phase 

of detection, but the use of dual phase detection presents numerous advantages, 

and actually this method is very commonly employed. For reference mixing 

frequencies 𝜔𝑟𝑒𝑓 different from the Larmor frequency the signal oscillates at 

the offset frequency  𝛺0 = 𝜔0 − 𝜔𝑟𝑒𝑓. The heterodyne signal is proportional 

                                                           
8 The stimulated emission is the process by which an incoming photon of a specific frequency can 
interact with an excited atomic electron (or other excited molecular state), causing it to drop to a 
lower energy level. The liberated energy transfers to the electromagnetic field, creating a new photon 
with a phase, frequency, polarization, and direction identical to the photons of the incident wave. This 
is in contrast to spontaneous emission, which occurs at random intervals without regard to the 
ambient electromagnetic field.  
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through S0 to the magnetization at the thermal equilibrium M0, and has a total 

phase that is the sum of 3 contributions: the absolute receiver phase Ф, the 

oscillating pulse at the offset frequency Ω, and the factor which accounts for the 

decay of coherences which scales as the inverse of T2: 

 

𝑆(𝑡) = 𝑆0𝑒𝑖Ф𝑒
𝑖𝛺0𝑡−

𝑡

𝑇2                                            (1.29) 

 

This signal is commonly addressed as the Free Induction Decay (FID, see Par. 

1.2.1), and it is clearly acquired in the time domain. By means of the Fourier 

Transform the FID is converted into the frequency domain to get absorption 

and dispersion spectra, which have the form of Lorentzian curves9.  

Let us consider for the sake of simplicity, Ф = 0, and use the rate of relaxation R2 

= 1/T2. The Fourier Transform (indicated with the symbol 𝔉) of the signal in 

(1.29) has thus the form: 

 

𝔉[𝑆(𝑡)] = 𝑆(𝛺) = ∫ 𝑆(𝑡)
∞

0
𝑒−𝑖𝛺𝑡𝑑𝑡                               (1.30) 

 

The result in the real part of the domain is a Lorentzian lineshape centered in 

𝛺0 and with a Full Width at Half Maximum (FWHM) equal to R2/𝜋: 

 

𝑆(𝛺) =
1

𝑅2+𝑖(𝛺−𝛺0)
                                              (1.31) 

 

which has Real and Imaginary parts respectively equal to: 

 

𝑅𝑒[𝑆(𝛺)] =
𝑅2

𝑅2
2+(𝛺−𝛺0)2  

𝐼𝑚[𝑆(𝛺)] = −
𝛺−𝛺0

𝑅2
2+(𝛺−𝛺0)2                                       (1.32) 

 

representing an absorption curve (see Figure 1.6b) and a dispersion curve. 

The imaginary dispersion spectrum exists because the signal is acquired for 
                                                           
9 This is a simplification of the actual processing of signal acquired in the time domain, since the NMR 
spectrometer employs the Fast Fourier Transform instead, with the requirement of a number of 
discrete time points that is a power of 2 (generally 210 = 1024, 211 = 2048, 212 = 4096). 
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positive time only [46]. The width of the absorption curve depends on the rate 

of relaxation, meaning that for substances where spins quickly lose phase 

coherence there will be a broad peak in the absorption spectrum, whereas a 

slower decay will result in a narrow peak.  

In order to gain information about the structure of the investigated sample it is 

necessary to project ad hoc pulse sequences in order to manipulate the spin 

system under the influence of the Zeeman Hamiltonian and the T1 and T2 

relaxation processes. Among the sequences first introduced (and still most used 

in practice) there are the Spin Echo (or Hahn echo), and the Stimulated Echo 

sequence, which are described in the next sections and represent the basis to 

build acquisition sequences for the imaging of 1H in diffusing water molecules.   

 

 

1.2.4.1 The Spin Echo sequence  

 

The Spin Echo (SE, or Hahn echo) is one of the most widely diffused sequences 

and it represents the starting point for obtaining diffusion-weighted images 

(DWIs), i.e. images which take into account the diffusive motion of spins. The 

inhomogeneity of the external static magnetic field, B0, and of local internal 

gradients (due to χm inhomogeneity) will result in a field spread across the 

sample. 

This loss of coherence is more rapid than the spin-spin relaxation, and it occurs 

in a time T2’ < T2, where T2 represents the spin-spin relaxation time constant. 

The time constant associated to the decay of the transversal component (or the 

dephasing of spins) that takes into account the two effects is T2*, and its inverse 

scales as: 

 
1

𝑇2
∗ =

1

𝑇2
′ +

1

𝑇2
                                                    (1.33) 

 

The loss of coherence due to magnetic field inhomogeneity is a reversible 

process. Following a 90x RF-pulse, i.e. a magnetic field pulse in which the 

parameters had been set to rotate the magnetization of 90° around the x-axis, 

the transverse magnetization Mxy will be progressively dephased by such a 

spread. The application of a second 180y RF-pulse after a time delay TE/2 will 

cause refocusing at t = TE, reversing the phase of the spins and generating an 
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‘echo’ of the signal as showed in Figure 1.7. The intensity of the echo relative to 

the initial signal is given by: 

 

𝑀𝑦(𝑇𝐸) = 𝑀0𝑒
−

𝑇𝐸

𝑇2                                                (1.34) 

 

The formation of the echo is predicated on the assumption that nuclei 

experience the same local Larmor frequency during the successive dephasing 

and rephasing parts of the cycle. In Figure 1.7 we can notice that the echo has a 

lower intensity compared to the initial signal: this is due to the irreversible and 

unavoidable loss of phase coherence among spins, owing to the spin-spin 

interactions. By acquiring several FIDs (varying the TE) it is possible to fit the 

signal decay to derive T2.  

Since there is a correspondence between the nuclear position and the local 

magnetic field (which will be clarified later in the manuscript, see Par. 1.3.1), 

this assumption is equivalent to requiring that the nuclei do not move in 

translation along the gradient direction. But since the molecular diffusion 

cannot be removed, it is possible to take advantage of this phenomenon to 

quantify the molecular displacement spectrum, as it will be shown in Par. 2.3.2.  

 

 

1.2.4.2 The Stimulated Echo sequence 

 

In many materials the transverse relaxation time T2 is considerably shorter 

than the longitudinal relaxation time T1. Ideally, if we change the polarization of 

the magnetization vector from the xy-plane to the longitudinal direction, we 

would be able to preserve it from the attenuation due to the transversal 

dephasing. It would be useful to employ this magnetization at a later time, for 

example to analyze the motion of molecules containing NMR nuclei. The 

stimulated echo sequence is designed to satisfy this request (see Figure 1.8). 

The first 90x pulse rotates the magnetization into the y-axis. The second 90x-

pulse, applied after an interval time of 𝜏, has the effect of rotating the y-

component of magnetization into longitudinal polarization along the z-axis, 

where only T1 relaxation will occur. Obviously the x-component of the 

magnetization will be unaffected, so that only half the transverse magnetization 

can be stored in this way. Applying a third 90x-pulse, after an interval time of T 
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from the second one, leads to the formation of an echo (that has been 

stimulated) at time 𝜏 after the last RF-pulse [46].  

This sequence generates two additional spin echoes apart from the stimulated 

echo, originated respectively by the second 90x-pulse (echo of the initial FID), 

and by the third 90x-pulse (echo of the intermediate FID). These additional 

echoes may interfere with the stimulated echo, and in order to minimize their 

effect a homogeneity-spoiling magnetic field gradient pulse is usually placed in 

between the second and the third 90x-pulses. This spoiling gradient destroys 

the unwanted transverse magnetization, without affecting the magnetization 

stored along the z-axis.  
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Figure 1.2 - Sketch of NMR signal detected from a longitudinal and a transversal coil. a) Three 
different coils and the respective recorded signal from the precession of a magnetic dipole, occurring 
in the xy-plane: the coil centered in the z-axis measures a constant magnetic flux, hence no induced 
current is registered; the coils centered in the x-axis and y-axis measure an oscillating magnetic flux, 
thus two signals with a phase shift of 90° are registered. b) Mx and My components of transversal 
magnetization follow an exponential decay, occurring on timescale in the order of µs for solids to s 
for liquids. Their intensity follows the behavior of amplitude in a damped oscillator. 

 

 

 

 

 
Figure 1.3 – The emerging of transversal magnetization. a) The bulk magnetic moment is 
longitudinal, and given by the residual magnetization of spins distributed parallel (mI=1/2) and 
anti-parallel (mI=-1/2) to the B0-field. b) When the field B1 in the x’-direction is turned on, the spin 
transition from the ground state to the excited state occurs, and the magnetization is transferred 
into the transverse plane. c) After the action of RF-pulse the magnetization has only a transversal 
component (along the y’-axis).  
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Figure 1.4 – Macroscopic magnetization in different reference frames. a) The magnetization view in 
the laboratory (fixed) reference frame, is precessing simultaneously about B0 at 𝜔0 and about B1 at 
𝜔1, at the on resonance condition. b) The same situation described in (a) is depicted here in a 
rotating reference frame where B1 is stationary. The effective longitudinal field is zero on resonance, 
and only the precession about B1 is apparent. c) The same situation described in (b), but when the 
RF field is off-resonant. In this case the magnetization precesses about an effective B-field (Beff), 
determined by the RF-field and the offset frequency. (Images adapted from Callaghan’s book, [46]).  

 

 

Figure 1.5 – Axial human brain maps of T1 and T2 relaxation time. a) Axial T1-weighted image 
from a multiple sclerosis (MS) patient (an MS lesion is recognizable in the enhanced ring on the left 
hemisphere). The brighter the pixels, the higher the T1 constant, meaning that the spins interact 
more with the lattice: for this reason the myelinated axons which compose the white matter appear 
lighter, while the ventricles containing cerebro-spinal fluid appear darker. b) Axial T2-weighted 
image from a healthy control. The brighter the pixels, the higher the T2 constant. The image 
contrast is inverted compared to (a): here the white matter appears darker than the other two 
tissues. The gray matter, comprising the body of neurons, has an intermediate tone, while the 
ventricles are hyperintense.    
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Figure 1.6 – Free Induction Decay (FID) and the absorption spectrum. a) FID following a single 
RF90° pulse. Only the real part of the signal, corresponding to the in-phase receiver output, is shown. 
The receiver phase is set to 0. b) Real part of the spectrum obtained by Fourier Transforming the 
FID in (a). The FWHM and the center of the absorption spectrum are indicated. (Images adapted 
from Callaghan’s book, [46]).  

    

 

Figure 1.7 – Sketch of a Spin echo sequence. Following the RF90°-pulse the magnetization is 
transferred into the y-axis. During the first interval time TE/2 the spins lose phase coherence 
because of the inhomogeneity of the magnetic field. The RF180°-pulse inverts the My component, so 
that the spins experience a rephasing. When t = TE the complete refocusing of the spin phases 
generates a signal echo. A certain irreversible phase loss occurs during TE, which results in a lower 
signal intensity of the echo compared to the initial signal.  
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Figure 1.8 – Sketch of a stimulated echo sequence. Following the RF90°-pulse the magnetization is 
transferred into the y-axis. During the first interval time 𝜏 the spins lose phase coherence because of 
the inhomogeneity of the magnetic field. The second RF90° rotates these components into 
longitudinal polarization along the z-axis, storing in this way the transversal magnetization. A 
spoiling gradient is applied during this storage period to destroy the unwanted transverse 
magnetization. The final RF90°, applied after T, refocuses all the spins causing the formation of an 
echo at T+ 𝜏. (Images adapted from Callaghan’s book, [46]).  

 

 

 

1.3 How to perform 3D imaging?  
 

MRI, or NMR microscopy, differs from NMR spectroscopy because it provides 

images of the investigated samples, where the intensity of each volumetric 

element, or voxel, is proportional to a determined NMR parameter, rather than 

measuring an average value over the entire volume of the sample. Since the 

first introduction of gradients by Paul Lauterbur in 1973 [47], and the 

contemporary introduction of the reciprocal space vector and approach by 

Peter Mansfield [48] this powerful resource made NMR so popular, because it 

was shown how to encode the spatial information using a signal sampled over 

time, with the possibility of highlighting different characteristics depending on 

the chosen contrast. Furthermore, a dynamic analogue of NMR microscopy was 

developed, to perform imaging in samples characterized by moving molecules, 

for example molecules interested by diffusion processes. In MRI the NMR signal 

is acquired in the presence of a magnetic field linear gradient, i.e. a magnetic 
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field changing linearly with the position across the sample, introducing a spatial 

dependence in the Larmor frequency of spins. In the following, the basic 

principles of the imaging technique will be reviewed. 

 

1.3.1 Magnetic field gradients and k-space  

 

Magnetic field gradients are magnetic fields which vary with the position. In 

MRI we make use of linear gradients, which cause the static field B0 to increase 

linearly with the position on a selected direction: 

 

𝑮 = (𝐺𝑥, 𝐺𝑦,𝐺𝑧) = (
𝑑𝑩

𝑑𝑥
,
𝑑𝑩

𝑑𝑦
,
𝑑𝑩

𝑑𝑧
)                                     (1.35) 

 

Since the gradient causes additional fields much smaller than the polarizing 

field magnitude, B0, the Larmor frequency is affected only by any components 

parallel to 𝑩 = (0, 0, 𝐵0), while orthogonal components only have the effect of 

slightly tilting the net field direction [46].  

When a magnetic field gradient parallel to B0 is applied, a i.e. 𝑑𝑩/𝑑𝑧 ≠ 0, the 

local Larmor frequency becomes: 

 

𝜔(𝒓) = 𝛾𝐵0 + 𝛾𝑮 ∙ 𝒓                                              (1.36) 

  

where G is defined as the gradient of the field component parallel to B. Consider 

now the nuclear spins at position r in the sample, occupying an element of 

volume dV. Assuming that T2 relaxation is much slower than the transversal 

dephasing due to the spread in frequencies, then the signal arising from a 

volume element is: 

 

𝑑𝑆(𝒓, 𝑮, 𝑡) = 𝜌(𝒓)𝑑𝑉𝑒𝑖𝜔(𝒓)𝑡 = 𝜌(𝒓)𝑑𝑉𝑒𝑖(𝛾𝐵0+𝛾𝑮∙𝒓)𝑡                 (1.37) 

 

If we choose the reference frequency to be 𝛾𝐵0 (the on-resonance condition), 

the signal obtained oscillates at 𝛾𝑮 ∙ 𝒓, and so the integral becomes: 

 

𝑆(𝑮, 𝑡) = ∫ 𝜌(𝒓)𝑒𝑖(𝛾𝑮∙𝒓)𝑡𝑑𝒓
𝑉

                                        (1.38) 



 

52 
 

where dr represents integration over the volume element. Now we use the 

reciprocal space vector k introduced by P. Mansfield in 1973 [48]: 

 

𝒌 =
𝛾𝑮𝑡

2𝜋
                                                           (1.39) 

 

The reciprocal k-space may be traversed by moving either in time or in 

gradient magnitude, that means in fact moving either using a gradient in x- or y-

direction (see Par. 1.3.3). In practice, the sampling of k-space takes place as we 

sample the FID at successive time intervals in the presence of a gradient. This 

technique of acquisition, where the k-space is associated to a Cartesian raster, 

is known as two-dimensional Fourier Imaging10. The signal 𝑆(𝒌) is measured in 

the time domain, while the spin density 𝜌(𝒓) expressed in the formalism of k-

space is measured in the frequency domain. In fact the signal and the spin 

density in k-space formalism are linked by a couple of mutually conjugate 

Fourier Transforms:  

𝑆(𝒌) = ∫ 𝜌(𝒓)𝑒𝑖2𝜋𝒌∙𝒓𝑑𝒓
𝑉

 

𝜌(𝒓) = 𝔉[𝑆(𝒌)] = ∫ 𝑆(𝒌)𝑒−𝑖2𝜋𝒌∙𝒓𝑑𝒌
𝑉′

                  (1.40) 

 

This is the fundamental relationship of MRI. To derive such equation, we 

assumed that the signal was simply proportional to the spin density (as shown 

in (1.37)). Nevertheless, as seen previously, there are many physical 

parameters which can affect the NMR signal, so that what is actually imaged is a 

contrasted spin density, rather than the simple spin density. This issue can be 

easily addressed introducing a contrast factor C(r) in (1.37), which means that 

what is imaged will be the term C(r)ρ(r) rather than ρ(r). Clearly, by 

normalizing images obtained with and without the contrast effect, a map of C(r) 

can be obtained. This normalization is applied in Diffusion Weighted Imaging 

(DWI), where the images acquired with a diffusion weight are divided by the 

intensity of the image acquired with no diffusion weight (see Par. 2.3.3).   

                                                           
10 Another approach consists in the so called two-dimensional projection reconstruction. In this case 
the imaging gradient G is applied in some arbitrary direction, and a series of signal points are obtained 
along a radial line in k-space, which is sampled in a polar raster. The main advantage of this technique 
towards the two-dimensional Fourier Imaging is a slightly higher signal-to-noise ratio; the main 
drawback is that the distortions due to magnetic susceptibility inhomogeneity are more widespread.   
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1.3.2 Selective excitation 

 

MRI in a sample is practically performed by spatially selecting a voxel of that 

sample, which is achieved by using a selective excitation. This type of excitation 

involves applying an RF-pulse which affects only a specific region of the NMR 

frequency spectrum. In the presence of a magnetic field gradient, the selective 

RF-pulse may be used to excite only those spins within some specified layers of 

the sample. This phenomenon is based on the principle that the frequency 

bandwidth of an RF-pulse is inversely proportional to the pulse duration T, 

given that the turn angle is determined by the product 𝛾𝐵1𝑇 (as was shown in 

(1.23)). To understand what happens to the magnetization, we write the Bloch 

equations for a field gradient applied along z (neglecting the relaxation): 

 
𝑑𝑀𝑥

𝑑𝑡
= 𝛾𝑀𝑦𝐺𝑧𝑧         

                             
𝑑𝑀𝑦

𝑑𝑡
= 𝛾(−𝑀𝑥𝐺𝑧𝑧 + 𝑀𝑧𝐵1(𝑡))  

𝑑𝑀𝑧

𝑑𝑡
= −𝛾𝑀𝑦𝐵1(𝑡)                                            (1.41) 

 

Now let us consider the situation from the frame of reference that rotates about 

the z-axis at an angular frequency of 𝛾𝐺𝑧𝑧 , x′y′z′. Under the linearity 

assumption, i.e. z-component of magnetization changing only slightly so that 

dMz′/dt = 0 and Mz′ = M0: 

 

   
𝑑𝑀𝑥′

𝑑𝑡
= −𝛾𝑀0𝐵1(𝑡)sin [𝛾𝐺𝑧𝑧(𝑡 + 𝑇)]  

𝑑𝑀𝑦′

𝑑𝑡
= 𝛾𝑀0𝐵1(𝑡)cos [𝛾𝐺𝑧𝑧(𝑡 + 𝑇)]  

 
𝑑𝑀𝑧′

𝑑𝑡
= 0                                                                                  (1.42) 

 

If we treat Mx′ and My′ as real and imaginary part of a complex number, M+’, 

(1.42) becomes: 

 
𝑑𝑀+′

𝑑𝑡
= 𝑖𝛾𝑀0𝐵1(𝑡)𝑒𝑖𝛾𝐺𝑧𝑧(𝑡+𝑇)                                     (1.43) 

 

Integrating and returning to the laboratory frame 𝑀+(𝑇) = 𝑀+′(𝑇)𝑒−𝑖𝛾𝐺𝑧𝑧2𝑇 

gives: 
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𝑀+ = 𝑖𝛾𝑀0𝑒−𝑖𝛾𝐺𝑧𝑧𝑇 ∫ 𝐵1(𝑡)𝑒𝑖𝛾𝐺𝑧𝑧𝑡𝑑𝑡
𝑇

−𝑇
                               (1.44) 

 

Thus, the equation states that the FID signal is proportional to the amplitude of 

the RF spectrum at z. If we want to excite a rectangular slice, then we will need 

a rectangular spectrum. Besides, (1.44) contains a net phase shift, 𝛾𝐺𝑧𝑧𝑇, which 

is a nuisance in a plane normal to z and which will be removed by applying an 

opposite sign z-gradient of magnitude −𝐺𝑧 for a time T. Since the Fourier 

Transform of a rectangular function is a sinc function, where 𝑠𝑖𝑛𝑐(𝑥) =
sin (x)

𝑥
, 

the RF-pulse will have the form of: 

 

𝑩𝟏(𝑡) = 𝐵1(𝑡)(𝒊̂ 𝑐𝑜𝑠 𝜔0𝑡 − 𝒋̂ 𝑠𝑖𝑛 𝜔0𝑡)                            (1.45) 

 

that is the same expression as (1.19) with a variable amplitude over time.  

 

 

1.3.3 Image reconstruction 

 

To perform the in-plane reconstruction, we need to sample the signal in 

presence of a gradient, obtaining points along a single line in k-space. With the 

use of a Gx-gradient, or read gradient (Gr), we move in the read direction, and 

we sample a line in the k-space. The intercept of this line along the orthogonal 

axis can be changed by imposing a Gy-gradient, or phase gradient (GФ) for a 

fixed period before the sampling begins. This term phase gradient is due to the 

fact that it imparts a phase modulation to the signal, dependent on the position 

of the volume elements along the y-axis. With the use of a phase gradient we 

can sample a column in the k-space, as shown in Figure 1.9.  

Let us imagine that we have chosen an axial slice (i.e. a slice cut orthogonally to 

the polarizing field). This slice has thickness = a, and we want to obtain the spin 

density distribution across that slice. In order to ‘chose’ the slice we adopt a Gz-

gradient, or slice gradient (Gs), and integrating the signal over a we are able to 

derive an expression depending on the other two components of k-vector (kx 

and ky).  

The signal will be then: 
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𝑆(𝑘𝑥 , 𝑘𝑦) = ∫ (∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝑒𝑖2𝜋(𝑘𝑥𝑥+𝑘𝑦𝑦)𝑑𝑥𝑑𝑦
∞

−∞

∞

−∞
)

𝑎/2

−𝑎/2
𝑑𝑧          (1.46) 

 

To obtain the density 𝜌(𝑥, 𝑦, 𝑧) or, more interestingly, the contrast factor 

defined in Par. 1.3.1, one needs to calculate the inverse Fourier transform of 

(1.46): 

 

𝜌(𝑥, 𝑦) = ∫ ∫ 𝑆(𝑘𝑥 , 𝑘𝑦)𝑒−𝑖2𝜋(𝑘𝑥𝑥+𝑘𝑦𝑦)𝑑𝑘𝑥𝑑𝑘𝑦
∞

−∞

∞

−∞
                (1.47) 

 

where the outer integral, which simply represents the process of averaging 

across the slice, was neglected. Since the density is a real quantity, the signal is 

subject to hermitian symmetry11 𝑆(−𝑘𝑥, −𝑘𝑦) = 𝑆∗(𝑘𝑥, 𝑘𝑦), with * indicating 

the complex conjugate, so in principle, only two out of four quadrants of the 

𝑘𝑥𝑘𝑦-plane must be sampled. 

 

1.3.3.1   An example of k-space sampling: Echo Planar Imaging 

 

Echo Planar Imaging (EPI) is an example of fast imaging sequences that are 

fundamental for MRI experiments, because it allows to sample the entire k-

space with just one initial RF-pulse. While the duration of a sequence illustrated 

in Figure 1.9a is  N × TR (with TR the repetition time, that is the interval time 

between two successive repetition of the main RF90°-pulse, and N the lines in 

k-space) because each k-space row is filled after a selective pulse, the total 

duration of an EPI acquisition is about a TR. The Figure 1.10b shows a typical 

sampling of k-space with an EPI sequence. The k-space sampling starts in the 

point indicated by 1, and when Gr is turned on, the first gradient-echo is 

acquired along the first k-space line. A so called blip phase encoding gradient 

changes the position in k-space till the point indicated by 2. After another 

refocusing (-Gr) the second acquisition starts. Iterating this process the k-space 

is completely sampled. Maximum echo formation is achieved in k-space origin 

                                                           
11 In mathematical analysis, a Hermitian symmetry is the characteristic property of a Hermitian 
function, that consists in the fact that the complex conjugate is equal to the original function with the 
variable changed in sign. Generally speaking, f is a Hermitian function if and only if the real part of f is 
an even function, and the imaginary part of f is an odd function. 
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where the initial negative phase encoding gradient is completely refocused by 

the sum of all blip gradient. 

While the most important EPI advance is the shortness of the acquisition time, 

it suffers for a main drawback. The fact that the magnetic field inhomogeneities 

are not refocused because of the absence of a RF180°-pulse (as in the Spin Echo 

sequence, see Par. 1.2.4.1). For this reason the images are distorted and, since 

T2* is smaller, the signal intensity is lower because it decays faster. The use of a 

Spin-Echo (SE) EPI sequence permits to overcome this inconvenience (see 

Figure 1.10a).  

 
 

1.3.4 Image parameters 

 

As we have seen in the previous sections, the images are formed by means of 

the Fourier transform. In this section the most important image parameters, 

such as the Nyquist rate, the field of view, the spatial resolution, and the signal 

and contrast to noise ratio are briefly presented. Finally, a synthetic description 

of the anatomical planes considered in animal and human imaging will be 

provided.   

 

 

1.3.4.1   The sampling rate  

 

In MRI we are concerned primarily with the sampling in the frequency domain. 

We define the sampling period ∆𝑘𝑥, as the interval between two successive 

acquisitions along the x-direction of k-space, and the rate of sampling as its 

inverse: ∆𝑘𝑥
−1. Defining with F(kx) the sampled version of a function f(x), we 

may represent it by a string of delta functions of amplitude given by the 

sampled values, equally spaced of ∆𝑘𝑥. Fourier transforming F(kx) we obtain 

replicated versions of f(x), separated by the rate of sampling ∆𝑘𝑥
−1. If f(x) has a 

finite extent, and the rate of sampling is too low, the replications of f(x) may 

overlap, resulting in a condition known as aliasing [49]. The minimum sampling 

rate that avoids aliasing is called the Nyquist rate, and it is equal to the total 

extent of f(x) sampled in k-space, which can be expressed as a function of the 
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sampling period and the maximum frequency acquired, or as a function of the 

number of acquired points, N: 

 

𝑊𝑘𝑥
= 2 (𝑘𝑥𝑚𝑎𝑥

+
∆𝑘𝑥

2
) = ∆𝑘𝑥 ∙ 𝑁𝑥                               (1.48) 

 

 

1.3.4.2   The Field of View  

 

Considering now the formation of a 2D image: we have that during the k-space 

sampling the magnetization is acquired with sampling rate of ∆𝑘𝑥
−1 along x-

axis and of ∆𝑘𝑦
−1  along y-axis. The imaging periods are proportional, 

respectively, to the intensity of the read-gradient and the acquisition time of the 

analog-to-digital converter, in case of ∆𝑘𝑥, and to the intensity of the phase-

gradient and its duration in case of ∆𝑘𝑦. We define the effective Field Of View 

(FOV) in one spatial direction as the length corresponding to the relative 

sampling rate, which has dimensions of the inverse of a spatial frequency: 

 

𝐹𝑂𝑉𝑥 = ∆𝑘𝑥
−1 

𝐹𝑂𝑉𝑦 = ∆𝑘𝑦
−1                                                   (1.49) 

 

 

1.3.4.3   The spatial resolution 

 

We use the FOV to define another important characteristic of images, which 

determines how ‘sharp’ the images look like, that is the (in-plane) spatial 

resolution. This feature represents the capability of distinguishing two close 

objects, and in MRI it depends on the FOV and the number of pixels in which we 

divide the image. Indicating with N the number of pixels (or sampled points) in 

each direction, we define the spatial resolution as:  

 

 

𝛿𝑥 =
𝐹𝑂𝑉𝑥

𝑁𝑥
=

1

∆𝑘𝑥𝑁𝑥
=

1

𝑊𝑘𝑥
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𝛿𝑦 =
𝐹𝑂𝑉𝑦

𝑁𝑦
=

1

∆𝑘𝑦𝑁𝑦
=

1

𝑊𝑘𝑦

                                         (1.50) 

 

Given the in-plane resolution and the slice thickness, the dimension of a 

volumetric element of the sample, namely the voxel, can be retrieved. Given a 

slice thickness of ∆𝑧, the voxel volume will be: 

 

 

𝑉𝑣𝑜𝑥𝑒𝑙 = 𝛿𝑥 ∙ 𝛿𝑦 ∙ ∆𝑧                                               (1.51) 

 

A typical voxel volume in MRI is comprised between a minimum value of  order 

10-3 mm3 (considering an in-plane resolution of 30 µm x 30 µm and a slice 

thickness of 500 µm) in spectrometers for small samples, to a maximum value 

of order 10 mm3 (considering an in-plane resolution of 1.8 mm x 1.8 mm and a 

slice thickness of 3 mm) in spectrometers for in vivo human imaging.   

 

 

1.3.4.4   The Signal to Noise Ratio and the Contrast to Noise Ratio  

 

The parameter which quantifies image quality is the signal-to-noise ratio 

(SNR), which roughly represents the ratio between the signal acquired in a 

particular region of interest (ROI), divided by the standard deviation of the 

background intensity: 

 

𝑆𝑁𝑅 =
𝜇𝑆

𝜎𝑁
                                                       (1.52) 

 

SNR is influenced by the particular MRI sequence, beyond the instrumental 

characteristics of the NMR spectrometer. In particular, NMR signal is affected 

by thermal noise, an electronic noise generated by the thermal agitation of the 

charge carriers (mainly electrons) both in the sample and in the receiver coil. 

The signal and the noise are distinguished by their statistical properties: the 

signal attenuation increases with time, and it presents reproducibility; the 

noise is independent of time, and it is not reproducible, but random. Thanks to 

these distinct properties it is possible to increase SNR by performing signal 
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averaging. Repeating the same sequence N times, the SNR will be improved as 

𝑆𝑁𝑅~√𝑁, with the only drawback of increasing the total acquisition time (that 

is roughly ∆𝑡𝑎𝑐𝑞~𝑇𝑅 ∙ 𝑁. In fact, if we consider a simple case with 2 averages, 

considering that the product between two random noise mediates to zero: 

 

𝑆𝑁𝑅′ = 
𝜇𝑆𝑡𝑜𝑡

𝜎𝑁𝑡𝑜𝑡

=

=
𝜇𝑆1

+ 𝜇𝑆2

〈(𝜎𝑁1
+ 𝜎𝑁2

)
2
〉1/2

 ~ 
2𝜇𝑆

〈𝜎𝑁1
2 + 𝜎𝑁2

2 + 2𝜎𝑁1
𝜎𝑁2

〉1/2
 ~ 

2𝜇𝑆

√2𝜎𝑁

 ~ √2𝑆𝑁𝑅 

 

And this can be generalized to N averages.  

Finally, using the formula of SNR we may define the contrast-to-noise ratio 

(CNR), which is the relationship of signal intensity differences between two 

regions, scaled to image noise. Improving CNR increases perception of the 

distinct differences between two areas of interest, and in fact this is a relevant 

parameter to establish the quality of clinical images. In short, a CNR is a 

summary of SNR and contrast, and may be derived by the difference in SNR 

between two relevant ROIs: 

 

𝐶𝑁𝑅 = 𝑆𝑁𝑅1 − 𝑆𝑁𝑅2~
𝜇𝑆1−𝜇𝑆2

𝜎𝑁
                                    (1.53) 

 

 

1.3.4.5   Spatial coordinates and imaging planes  

 

The NMR spectrometers make use of a reference frame which is distinct from 

that one of the laboratory, which can be associated to the Cartesian axes XYZ. 

These peculiar coordinates are important to consider when we are dealing with 

clinical MRI, because they represent a universally known codex in this field. The 

spatial coordinates used instead of XYZ are defined with regard to the human 

(or animal) body: 

- the X axis is replaced by the left-right (L/R) direction, going from the left to 

the right side of the body; 

- the Y axis is replaced by the anterior-posterior (A/P) direction, going from the 

frontal part of the body to the back; 
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- the Z axis is replaced by the superior-inferior (S/I) direction, going from the 

top of the body to the bottom. 

The verse of these three orthogonal axes (L/R vs R/L, A/P vs P/A, S/I vs I/S) 

depends on the convention used. For example, in the radiologic convention12 

(RAS, R/L, A/P, S/I), the axis corresponding to the X-direction is oriented from 

right to left, and this results in an inversion of the right and left part of the 

image with respect to the real anatomy, as if we were looking at the imaging 

plane from the point of view of the patient’s feet. This convention is adopted by 

some software for the pre-processing and analysis of DWIs, such as FMRIB 

Software Library (FSL, see Materials and Methods of Chapter 5 for further 

details).  

The new spatial axes define the imaging planes, shown in Figure 1.11: 

- the axial plane, generated by R/L and P/A axes, is orthogonal to an ideal 

vertical axis crossing the body; 

- the coronal plane, generated by R/L and S/I axes divides the body into 

anterior and posterior part; 

- the sagittal (sometimes named ‘trasversal’) plane, generated by P/A and S/I 

axes divides the body into left and right side.  

 

 

 

 

 

 

 

 

 

 

 

                                                           
12 Conversely, the neurologic convention (LAS, L/R, A/P, S/I) does not invert the right and left side of 
the body, thus the lateralization of the image corresponds to the real anatomy of the subject.   
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Figure 1.9 – Sampling of k-space or reciprocal-space. a) An imaging sequence is shown, with the use 
of slice, frequency (read) and phase encoding gradients, from top to bottom. b) The k-space 
sampling is achieved by moving along the y-direction through the use of phase gradient, and by 
sampling along a horizontal line through the use of the frequency gradient, which corresponds to 
acquiring a FID.  

 

 

 

Figure 1.10 – Spin Echo-Echo Planar Imaging sequence and EPI sampling of k-space. a) A Spin 
Echo-EPI sequence is shown, with the use of slice, phase, and frequency (read) encoding gradients, 
from top to bottom. The amplitude of the FID and its echoes decreases over time and scales as 𝑒−𝑡/𝑇2. 
Blip phase gradients allow to move along the y-direction of k-space. b) EPI sampling of k-space. The 
first movement (1) is provided by the first phase gradient; then the acquisition proceeds along the x-
direction, corresponding to the read gradient (2); the blip phase gradient makes the sampling jump 
a step further along the y-direction of k-space (3).  



 

62 
 

 

 

Figure 1.11 – Imaging planes commonly used in MRI. These planes are generated by the set of three 
orthogonal axes, indicated in the figure (R/L = right/left; P/A = posterior/anterior; I/S = 
inferior/superior), which are referred to an ideal origin placed in the center of gravity of the human 
(or animal) body. 
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Chapter 2 Diffusion Weighted Imaging: imaging matter 

exploiting molecular diffusion 
 

 

 

 

 

NMR is one of the most powerful tools to investigate diffusion non-invasively. 

With the term diffusion we refer to a spontaneous random phenomenon 

occurring in any fluid where molecules possess a thermal or kinetic energy, 

being at temperature greater than zero Kelvin degrees. Classically, the process 

of diffusion is often connected to the flattening of concentration gradients, but 

the principle is equally applicable to the movement of molecules within a fluid 

composed of a single type of molecule: in this case we name the process self-

diffusion. The Scottish botanist R. Brown was the first documented observer of 

diffusion, which is also known as Brownian motion for this reason. In 1827 he 

observed under microscope the random movement of pollen particles 

suspended in water.  A formal, classical theory of diffusion was introduced by A. 

Fick in 1855, but it was only in 1905 that a microscopic description of 

molecular diffusion was provided by A. Einstein. He demonstrated that, 

provided that the number of particles is large enough, there is a particular 

linear relation between the mean squared displacement of molecules from the 

starting point and the observation time during which the diffusion takes place.  

This chapter deals with the basic principles of diffusion process, and describes 

the techniques that allow to analyze diffusion by means of MRI, the so-called 

Diffusion-Weighted Imaging (DWI) and Diffusion Tensor Imaging (DTI). 

According to these techniques, diffusion is modeled as an ideal process 

happening in a homogeneous environment.  
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2.1 Molecular diffusion examined at a macroscopic scale: 

classic description 
 

The molecules constituting the fluid at T > 0 K possess kinetic energy and are 

therefore constantly moving: the greater the energy, the faster the movement. 

Their motion can be considered random due to the fact that their trajectories 

are continuously deviated by collisions with other solvent particles. Diffusion 

plays a role in the chemical reactions, because reactions needs the collisions 

between reagents to take place. Generally we may consider the diffusion of 

solute particles in a solvent, but the focus of this thesis work is the water self-

diffusion, by which we indicate the motion of solvent particles in the solvent 

itself.  

At a macroscopic level molecular diffusion manifests itself as a net flux of 

molecules under the concentration gradient, that is from a more concentrated 

compartment to a less concentrated one. It is indeed a spontaneous process, 

involving the solute particles which drift from higher to lower concentrations 

so as to equalize the concentration gradients, and sometimes this process is 

known as mutual diffusion, referring to the two phases of solute and solvent.  

A. Fick introduced two phenomenological laws describing the flux of molecules 

across a permeable membrane with a not null concentration gradient. For the 

sake of simplicity, let us consider an isotropic fluid, and begin to treat the 

mono-dimensional case.  

 

 

2.1.1 The first Fick’s law  

 

The first Fick’s law states that the flux density of molecules, J across a surface, 

i.e. the number of diffusing particles per unitary time and surface, is 

proportional to the concentration gradient C of the diffusing species: 

 

 

𝐽(𝑥, 𝑡) = −𝐷
𝜕𝑐(𝑥,𝑡)

𝜕𝑥
                                                   (2.1) 
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which extends to the 3D case: 

 

 

𝐽(𝒓, 𝑡) = −𝐷𝜵𝑐(𝒓, 𝑡)                                                 (2.2) 

 

The sign of the equation ensures that the particles move from a higher 

concentrated region to a lower concentrated one. In homogeneous 

environments, the factor of proportionality, D, is the diffusion coefficient and 

depends on the characteristics of the diffusing particle and on those of the 

solvent. It is described by the Sutherland-Einstein equation13 [5]): 

 

𝐷 =
𝑘𝐵𝑇

6𝜋𝜂𝑟
                                                              (2.3) 

 

with 𝜂 the fluid viscosity, and r the size (radius) of the solute particle, or the 

solvent particle in case of self-diffusion.   

 

 

2.1.2 The second Fick’s law 

 

The second Fick’s law predicts the behavior of concentration over time, linking 

it to the local variation of the diffusion flux. Considering the mono-dimensional 

case, this means: 

 
𝜕𝑐(𝑥,𝑡)

𝜕𝑡
= −

𝜕𝐽(𝑥,𝑡)

𝜕𝑥
                                                   (2.4) 

 

which is a form of continuity equation, or total mass conservation law inside a 

liquid, obtained by considering the flux variation in a parallelepiped of volume 

𝑉 = 𝑆 ∙ ∆𝑥 across the surface S, between two positions at a distance ∆𝑥 (see 

Figure 2.1): 

 

                                                           
13 The Sutherland-Einstein equation is derived combining the Stokes-law, which describes the viscous 
friction Fa of a particle of radius r moving at a speed v in a medium with viscosity 𝜂, (Fa=-6𝜋𝜂𝑟𝑣) and 
the Einstein-Smoluchowski relation, which predicts the diffusivity D of particles with mobility v/Fa at a 

temperature T (D = |
𝑣

𝐹𝑎
| 𝑘𝐵𝑇).  
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∆𝐽(𝑥, 𝑡) = 𝐽(𝑥, 𝑡) − 𝐽(𝑥 + ∆𝑥, 𝑡)                                        (2.5) 

 

The flux is the number of diffusing particles per unitary time and surface, and 

expressing the number of particles as a function of concentration we have: 

 

∆𝐽(𝑥, 𝑡) =  
𝜕𝑁

𝑆𝜕𝑡
=

𝑉∙𝜕𝑐(𝑥,𝑡)

𝑆𝜕𝑡
=

𝑆∙∆𝑥∙𝜕𝑐(𝑥,𝑡)

𝑆𝜕𝑡
=

∆𝑥 𝜕𝑐(𝑥,𝑡)

𝜕𝑡
                       (2.6) 

 

By combining (2.5) and (2.6), and substituting the first Fick’s law into (2.4) we 

get the diffusion equation for concentration c(x,t): 

 
𝜕𝑐(𝑥,𝑡)

𝜕𝑡
= 𝐷

𝜕2𝑐(𝑥,𝑡)

𝜕𝑥2                                                    (2.7) 

 

which, in the 3D-case, becomes: 

 
𝜕𝑐(𝒓,𝑡)

𝜕𝑡
= 𝐷𝜵2𝑐(𝒓, 𝑡)                                                 (2.8) 

 

This is a partial differential equation (PDE). It is possible to show [50] that the 

solution is given by a Gaussian function centered in μ = 0 and with variance 

σ2 = 2Dt:  

 

𝑐(𝑡) =
𝐴

√4𝜋𝐷𝑇
𝑒−

𝑥2

4𝐷𝑡                                                 (2.9) 

 

It is important to underline the hypotheses of homogeneity and isotropy of the 

fluid, which lead to the Fick’s laws. If the former (homogeneous fluid) is 

violated, i.e. we are dealing with heterogeneous environments, then the 

diffusion coefficient will vary as a function of position, thus 𝐷 = 𝐷(𝒓). If instead 

the latter hypothesis (isotropic fluid) is violated, then the behavior will be 

direction-dependent and a single diffusion coefficient will not be able to 

characterize the diffusion, thus a tensor 𝐷 = 𝑫⃡   will be more appropriate. The 

attention of the NMR community in the last 20 years has been focused on the 

latter violation, since anisotropy proved to be a powerful contrast tool to 

discriminate between different tissues. 
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2.1.3 Anisotropic diffusion and the diffusion tensor 

 

The random motion of molecules in a homogeneous and isotropic medium, in 

the hypothesis of an unlimited space (or a space which extends more widely 

than the distance covered by molecules during a given time period), is called 

‘free diffusion’. In biological tissues the diffusion of water molecules is rather 

hindered by cellular membranes, macromolecules, organelles, and other 

structural elements, and in such cases the term ‘restricted diffusion’ is more 

appropriate. Another hypothesis that does not hold in biological tissues is the 

isotropy of the space explored by water molecules. At a microscopic level in 

fact, the spatial organization of certain structures such as fibers, barriers, cells, 

makes the space ‘anisotropic’, that means varying depending on the direction of 

observation. In this case we name the diffusion ‘anisotropic diffusion’, and the 

use of a tensor describing the diffusive motion in each direction is more correct. 

An example is provided by the so called white matter (WM), which in MRI 

jargon is the part of brain parenchyma comprising axonal fibers covered with 

myelin. Both the axonal membrane and the myelin14 sheath [8] provide a 

barrier to water diffusion in the radial direction, and at the same time trace a 

guideline for the diffusion in the longitudinal direction, that will be facilitated.  

The diffusion tensor 𝑫⃡   describes the mobility of particles along each direction, 

and the eventual correlations between couples of directions, and it is a second 

rank symmetric tensor:  

 

𝑫⃡  = (

𝐷𝑥𝑥 𝐷𝑥𝑦 𝐷𝑥𝑧

𝐷𝑦𝑥 𝐷𝑦𝑦 𝐷𝑦𝑧

𝐷𝑧𝑥 𝐷𝑧𝑦 𝐷𝑧𝑧

)                                            (2.10) 

 

where each element is defined positive for the physical meaning of diffusivity, 

𝐷𝑖𝑗 > 0 ∀𝑖, 𝑗, and the symmetry is guaranteed by the Onsager’s reversibility 

principle and supported by the reasonable hypothesis that the diffusion 

occurring in direction 𝑖 → 𝑗 is the same as the one in the opposite direction 𝑗 →

                                                           
14 The myelin sheath is a multilayered membrane deriving from the Schwann cells in the peripheral 
nervous system, and from the oligodendrocytes in the central nervous system (composed of brain and 
spinal cord). This membrane enrolls the axons and acts as an insulating membrane, ensuring the 
passage of electric currents and speeding the transmission of nervous spikes. The myelin sheath 
shows a periodic structure, with an alternation of phospholipid bilayers and cytoplasmic rings, 
enriched with membrane proteins.  
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𝑖 , so that 𝐷𝑖𝑗 = 𝐷𝑗𝑖 ∀𝑖, 𝑗 . The diagonal elements 𝐷𝑖𝑗 𝑡. 𝑐. 𝑖 = 𝑗  describe the 

diffusion along 3 orthogonal directions; the off-diagonal elements describe the 

correlations between them.  

Considering the first Fick’s law, the new formulation in case of a diffusion 

tensor 𝑫⃡   is:  

 

{
 
 

 
 −𝐽𝑥 = 𝐷𝑥𝑥

𝜕𝑐

𝜕𝑥
+ 𝐷𝑥𝑦

𝜕𝑐

𝜕𝑦
+ 𝐷𝑥𝑧

𝜕𝑐

𝜕𝑧

−𝐽𝑦 = 𝐷𝑦𝑥
𝜕𝑐

𝜕𝑥
+ 𝐷𝑦𝑦

𝜕𝑐

𝜕𝑦
+ 𝐷𝑦𝑧

𝜕𝑐

𝜕𝑧

−𝐽𝑧 = 𝐷𝑧𝑥
𝜕𝑐

𝜕𝑥
+ 𝐷𝑧𝑦

𝜕𝑐

𝜕𝑦
+ 𝐷𝑧𝑧

𝜕𝑐

𝜕𝑧

                                (2.11) 

 

where the coefficients 𝐷𝑖𝑗  indicate the contribution of the concentration 

gradient along j-direction to the diffusion in the i-direction. The second Fick’s 

law will assume the form: 

 

𝜕𝑐(𝒓, 𝑡)

𝜕𝑡
= 𝑫⃡  (

𝜕2𝑐

𝜕𝑥2
+

𝜕2𝑐

𝜕𝑦2
+

𝜕2𝑐

𝜕𝑧2) = 

= 𝐷𝑥𝑥
𝜕2𝑐

𝜕𝑥2 + 𝐷𝑦𝑦
𝜕2𝑐

𝜕𝑦2 + 𝐷𝑧𝑧
𝜕2𝑐

𝜕𝑧2 + 2𝐷𝑥𝑦
𝜕2𝑐

𝜕𝑥𝜕𝑦
+ 2𝐷𝑦𝑧

𝜕2𝑐

𝜕𝑦𝜕𝑧
+ 2𝐷𝑧𝑥

𝜕2𝑐

𝜕𝑧𝜕𝑥
      (2.12) 

 

Now the tensor is defined in the laboratory reference frame, associated to the 

set of axes XYZ. We can apply a coordinate transform, so that the equation 

(2.12) takes the form: 

 
𝜕𝑐

𝜕𝑡
= 𝜆1

𝜕2𝑐

𝜕𝑢2 + 𝜆2
𝜕2𝑐

𝜕𝑣2 + 𝜆3
𝜕2𝑐

𝜕𝑤2                                     (2.13) 

 

that is the same transform by which one derives from the equation: 

 

𝐷𝑥𝑥𝑥2 + 𝐷𝑦𝑦𝑦2 + 𝐷𝑧𝑧𝑧2 + 2𝐷𝑥𝑦𝑥𝑦 + 2𝐷𝑦𝑧𝑦𝑧 + 2𝐷𝑧𝑥𝑧𝑥 = 𝑐𝑜𝑠𝑡      (2.14) 

 

the canonic ellissoid equation [51]: 

1

2𝜆1𝑡
𝑢2 +

1

2𝜆2𝑡
𝑣2 +

1

2𝜆3𝑡
𝑤2 = 1                                (2.15) 
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The transform that links the laboratory reference frame individuated by XYZ to 

the diffusion reference frame individuated by UVW is equivalent to the rotation 

matrix which diagonalizes 𝑫⃡  , providing the diffusion tensor eigenvalues and 

eigenvectors, by solving [52]: 

 

(𝑫⃡  − 𝜆𝑖𝑰⃡)𝜀𝑖 = 0                                            (2.16) 

 

where 𝐼⃡ is the identity matrix, thus: 

 

(

𝐷𝑥𝑥 − 𝜆𝑖 𝐷𝑥𝑦 𝐷𝑥𝑧

𝐷𝑦𝑥 𝐷𝑦𝑦 − 𝜆𝑖 𝐷𝑦𝑧

𝐷𝑧𝑥 𝐷𝑧𝑦 𝐷𝑧𝑧 − 𝜆𝑖

) (

  𝜀𝑖𝑥   
𝜀𝑖𝑦

𝜀𝑖𝑧

) = (
  0  
  0  
  0  

)                 (2.17) 

 

where 𝜀𝑖  (or 𝑽𝒊 = 𝑉𝑖𝜀𝑖̂ ) represent the eigenvectors, and 𝜆𝑖  represent the 

eigenvalues (with i = 1,2,3). The matricial relation (2.17) is equivalent to the 

homogeneous linear equation system: 

 

{

 (𝐷𝑥𝑥 − 𝜆𝑖)𝜀𝑖𝑥 + 𝐷𝑥𝑦𝜀𝑖𝑦 + 𝐷𝑥𝑧𝜀𝑖𝑧 = 0

 𝐷𝑦𝑥𝜀𝑖𝑥 + (𝐷𝑦𝑦 − 𝜆𝑖)𝜀𝑖𝑦 + 𝐷𝑦𝑧𝜀𝑖𝑧 = 0

 𝐷𝑥𝑧𝜀𝑖𝑥 + 𝐷𝑧𝑦𝜀𝑖𝑦 + (𝐷𝑧𝑧 − 𝜆𝑖)𝜀𝑖𝑧 = 0

                          (2.18) 

 

which has a non trivial solution if 𝑑𝑒𝑡(𝑫⃡  − 𝜆𝑖𝑰⃡)𝜀𝑖 = 0 [52]. 𝑫⃡   in its diagonal 

form has the eigenvalues on its diagonal: 

 

𝑫⃡  𝒅𝒊𝒂𝒈 = (

𝜆1

𝜆2

𝜆3

)                                        (2.19) 

 

This diagonal matrix represents 𝑫⃡   estimated in the diffusion reference frame. 

The ellissoid representation shown in Figure 2.2a is useful to attribute a 

physical meaning to the tensor eigenvalues and eigenvectors: 

- the ellissoid semiaxes lay on UVW, the three orthogonal axes individuated by 

the versors (𝜀1̂, 𝜀2̂, 𝜀3̂), and known as the main diffusion axes; 
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- the spatial orientation of these semiaxes is encoded in the three diffusion 

eigenvectors, (𝑽𝟏, 𝑽𝟐, 𝑽𝟑) = (𝑉1𝜀1̂, 𝑉2𝜀2̂ , 𝑉3𝜀3̂ ), which are parallel respectively to 

UVW; 

- the eigenvectors are biunivocally linked with the three eigenvalues 𝜆1, 𝜆2, 𝜆3, 

or eigen-diffusivities, and the semiaxes of the ellissoid scale as the square roots 

of the eigen-diffusivities.  

The diffusion ellissoid is thus a 3D representation of the diffusion distance (or 

the square root of MSD) covered by the molecules in a given diffusion time, 𝑡. 

The ellipsoid shape can be either prolate, showing the existence of one 

prevalent diffusion direction (see Figure 2.2b), oblate, suggesting instead the 

presence of different enhanced diffusivities which lie in a plane, or isotropic, 

indicating the lack of a specific privileged path for water diffusion. 

By performing DWI it is possible to associate a diffusion ellipsoid to each voxel, 

which describes the water diffusive motion occurring in that volume element. 

From an experimental point of view 𝑫⃡   is estimated by collecting a number of 

samples of the DW signal, along the direction in which a particular diffusion 

sensitization gradient is applied (see Par. 2.3.3), using multivariate regression 

methods.  

The concept that in anisotropic environments the diffusive dynamics may be 

expressed by a tensor is at the basis of the development of Diffusion Tensor 

Imaging (DTI). DTI is based on the evaluation of scalar invariants of the 

diffusion tensor, which are tissue-specific and can furnish important pieces of 

information about the local microstructure (see Par. 2.4). 

 

 
Figure 2.1 – Sketch representing a parallelepiped where molecules of solute are diffusing inside a 
solvent, when there is a concentration gradient between two compartments. The interface between 
the compartments has surface S, and represents a surface at constant concentration. The arrow 
indicates the density flux J, which is calculated between two positions separated by the length ∆𝑥. 
Molecules spontaneously move from the more concentrated compartment to the less concentrated 
one.  
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Figure 2.2 – Diffusion ellipsoids. a) The diffusion ellipsoid has semiaxes laying on the main diffusivity 
axes u,v,w, which define the internal diffusion reference frame. The semiaxes are proportional to the 
diffusion tensor eigenvalues. b) A representation of an oblate diffusion ellipsoid (left), where the 
diffusion is facilitated along the vertical direction, and of a prolate diffusion ellipsoid (right), where 
the diffusion is enhanced in a plane. (Image adapted from Jones’s paper [2]).  

 

 

2.2 Molecular diffusion examined at a microscopic scale: 

probabilistic description 
 

The Fick’s laws describe the diffusion of solute particles dispersed in a solvent, 

i.e. we are dealing with a biphasic system, where at least two different species 

must be present. Nevertheless, also the particles inside a mono-phasic solution 

are interested by a translational motion, due to their kinetic energy. This 

phenomenon is commonly known as self-diffusion, and it is the physical basis of 

any technique of Diffusion Weighted-MRI (DW-MRI), the focus of which is the 

movement of water molecules in water solutions. In DW-MRI the detected 

signal is a coherent superimposition of signals from a very large number of 

spins (an ensemble of spins, see Par. 1.1.1), thus we need a description that 

deals with single molecules but is able to depict the overall behavior. It is 

hardly feasible to predict the pathway that any one of these molecules will take, 

and we cannot for sure determine any single molecule’s position at a given 

time. In a milestone paper published in 1905 [53], Einstein derived the 

diffusion equation for self-diffusion using Fick’s law, and he showed that, 

provided the number of particles is sufficiently large, at least one aspect of the 

behavior could be characterized, the so called mean squared displacement 
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(MSD), that is the squared displacement of molecules from their starting point 

over a time, t, averaged over all the molecules in the sample.   

 

 

2.2.1 Self-diffusion and self-correlation function  

 

Self-diffusion takes place without any net concentration gradient, nonetheless it 

can be described by the Fick’s law, replacing the concentration 𝑐(𝒓, 𝑡) with the 

probability 𝛹(𝒓, 𝑡) of finding a particle in a certain place, at a given time, as 

showed by Einstein [53]. We introduce the self-correlation function 𝑃𝑠(𝒓𝟎|𝒓, 𝑡), a 

conditional probability which gives the likelihood that a molecule initially at 

position r0 will have moved to r after a time t. 

The initial condition for which the molecule occupied the position r0 at t = 0 is 

represented by a Dirac delta function of the position r: 

 

𝑃𝑠(𝒓𝟎|𝒓, 0) = 𝛿(𝒓 − 𝒓𝟎)                                        (2.20) 

 

For 𝑃𝑠(𝒓𝟎|𝒓, 𝑡) the normalization relation holds: 

 

∫ 𝑃𝑠(𝒓𝟎|𝒓, 𝑡)𝑑𝒓 = 1                                            (2.21) 

 

Then the total probability of finding a particle at position 𝒓 at time t is given by: 

 

𝛹(𝒓, 𝑡) = ∫ 𝛹(𝒓𝟎, 0) 𝑃𝑠(𝒓𝟎|𝒓, 𝑡)𝑑𝒓                               (2.22) 

 

where 𝛹(𝒓𝟎, 0) is just the particle density, 𝛹(𝒓𝟎, 0) = 𝜌(𝒓𝟎), since 𝛹(𝒓, 𝑡) is a 

probability describing an ensemble behavior. Thus, the first Fick’s law 

represented by (2.2) may be expressed as: 

 

𝑱(𝒓, 𝑡) = −𝐷𝜵𝑃𝑠(𝒓𝟎|𝒓, 𝑡)                                       (2.23) 

 

with J the conditional probability flux. Since the total conditional probability is 

conserved, the continuity theorem applies, and: 
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𝛻 ∙ 𝑱 = −
𝜕𝑃𝑠(𝒓𝟎|𝒓,𝑡)

𝜕𝑡
                                            (2.24) 

Finally, combining the last two equations, we obtain the diffusion equation for  

Ps(𝐫𝟎|𝐫, t): 

 
𝜕𝑃𝑠(𝒓𝟎|𝒓,𝑡)

𝜕𝑡
= 𝐷𝜵2𝑃𝑠(𝒓𝟎|𝒓, 𝑡)                                     (2.25) 

 

with D the molecular self-diffusion coefficient, or diffusivity. It is possible to 

show that if the self-diffusion holds in a homogeneous, isotropic and infinite 

medium, the solution of (2.25) is a normalized Gaussian function: 

 

𝑃𝑠(𝒓𝟎|𝒓, 𝑡) =
1

(4𝜋𝐷𝑇)−3/2 𝑒−
(𝒓−𝒓𝟎)2

4𝐷𝑡                                (2.26) 

 

as in case of the concentration of solute in the diffusion equation (see (2.7) and 

(2.9)). This is true if the special boundary condition which applies for 

unrestricted diffusion holds, i.e. lim
𝑟→∞

𝑃𝑠(𝒓𝟎|𝒓, 𝑡) = 0. Furthermore, we notice 

that the self-correlation function depends only on the net displacement R = r – 

r0, and not on the initial position, r0. This characteristic reflects the Markov 

nature15 of Brownian motion statistics. Using the net displacement we define a 

function, known as the average motion propagator (MP), that gives the average 

probability for any particle to perform a dynamic displacement R over a time t, 

and it is proportional to the particle density:  

 

𝑃𝑠̅(𝑹, 𝑡) = ∫ 𝜌(𝒓𝟎). 𝑃𝑠(𝒓𝟎|𝒓𝟎 + 𝑹, 𝑡)𝑑𝒓                         (2.27) 

 

The average MP is in common with all the particles in the ensemble, thus we 

may drop the bar. The solution of the PDE in 3D is simply a Gaussian 

distribution centered in 0 (see Figure 2.3):  

 

                                                           
15 A motion may be considered a stochastic process, and we can say that it shows a Markov nature 
when the Markov property holds. This property lends its name from the Russian mathematician 
Andrey Markov. A stochastic process has the Markov property if the conditional probability 
distribution of future states of the process (conditional on both past and present states) depends only 
upon the present state, not on the sequence of events that preceded it. 



 

74 
 

𝑃𝑠(𝑹, 𝑡) =
1

(4𝜋𝐷𝑇)−3/2 𝑒−
𝑹2

4𝐷𝑡                                      (2.28) 

 

The second moment of the Gaussian probability density function (PDF), that is 

the variance of the distribution, is given by the integral: 

 

〈(𝒓 − 𝒓𝟎)2〉 = ∫ (𝒓 − 𝒓𝟎)2∞

−∞
𝜌(𝒓𝟎)𝑃𝑠(𝒓𝟎|𝒓, 𝑡)𝑑𝒓                 (2.29) 

 

In the hypothesis of unrestricted, free self-diffusion in a homogeneous, isotropic 

and infinite medium the variance of the PDF grows linearly with the time t 

during which diffusion occurs, and it gives a measure of the mean squared 

displacement (MSD) performed on average by each water molecule, given a 

particular diffusivity, D: 

 

𝑀𝑆𝐷 = 〈(𝒓(𝑡) − 𝒓𝟎)2〉 = 〈(𝑹(𝑡))2〉 = 6𝐷𝑡                     (2.30) 

 

which in one dimension becomes: 

 

𝑀𝑆𝐷 = 〈(𝑥(𝑡) − 𝑥0)2〉 = 2𝐷𝑡                                 (2.31) 

 

and, generalizing to N dimension: 

 

𝑀𝑆𝐷 = 〈(𝑟(𝑡) − 𝑟0)2〉 = 2𝑁𝐷𝑡                               (2.32) 

 

In order to make the concept of MSD more concrete, let us consider a cube of 

water at body temperature (𝑇𝑏𝑜𝑑𝑦 = 37°𝐶). If we observe water molecules, 

after 30 ms they will have displaced, on average, √𝑀𝑆𝐷~23 𝜇𝑚, considering 

that the water diffusion coefficient at that temperature is 𝐷 = 3 ∙ 10−3𝑚𝑚2/𝑠 

[2].  

When the linearity relation (2.32) holds, the self-diffusion process (which 

henceforth will be named diffusion for the sake of simplicity), is defined as 

Gaussian.  
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Figure 2.3 – Gaussian distribution of displacements and a random walk trajectory. a) Behavior of 

the conditional probability for an ensemble of particles undergoing Brownian motion in one-

dimension. The width of the Gaussian distribution grows linearly with the diffusion time t. A 

trajectory of a diffusive particle, with the displacement along the x-direction and the displacement 

vector, R, in 3D, is depicted in the top right (Image adapted from Callaghan’s book [5]).  

 

 

2.3 How to exploit molecular diffusion in MRI? 
 

NMR is the most versatile non-invasive technique to investigate diffusion 

dynamics, providing information about a wide range of specimens going from 

liquid solutions to biological material. The idea that lies at the basis of the DW-

MRI is the possibility to impress a molecular label via the characteristic Larmor 

frequencies of the nuclei. This label is the phase of the transverse 

magnetization: if a spatial label is given to nuclei at one instant of time, the 

motion can be in principle deduced by checking this label at a later time. 

Moreover, by choosing a specific time spacing, faster or lower dynamics 

contribution can be in turn exalted or depressed. 

In Pars. 1.2.4.1 and 1.2.4.2 the Spin-Echo (SE) sequence and the Stimulated 

Echo sequence (STE) were introduced as methods to measure phase 

differences.  

By adding a couple of magnetic field gradients to the basic acquisition sequence, 

a spatial label can be impressed to the spins, leading respectively to the Pulse-

Gradient Spin-Echo (PGSE) and to the Pulsed-Gradient Stimulated Echo (PGSTE) 

sequences, which are widely used to measure diffusion.  
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The following explanation is borrowed from Callaghan’s book, the milestone 

book regarding DW-MRI [46]  

 

 

2.3.1 Spin labeling with the use of diffusion gradients 

 

The most convenient way to depict molecular self-diffusion is to model it as a 

succession of discrete hops with motion resolved in one dimension, i.e. the 

direction of the field gradient. Let the main time between steps be 𝜏𝑠 and the 

root mean square displacement (RMSD) in one dimension (along the z-

direction) be 𝜉. The distance travelled by the molecule after n jumps at time 𝑡 =

𝑛𝜏𝑠 is given by: 

 

𝑍(𝑡) = 𝑍(𝑛𝜏𝑠) = ∑ 𝜉𝑚𝑖
𝑛
𝑖=1                                       (2.33) 

 

where 𝑚𝑖 is a random sign to 𝑚𝑖 ± 1, corresponding to the equal probability of 

going back and forth. The MSD can be retrieved from: 

 

𝑍2(𝑡)̅̅ ̅̅ ̅̅ ̅ = ∑ ∑ 𝜉2𝑚𝑖𝑗
2̅̅ ̅̅̅𝑛

𝑗=1
𝑛
𝑖=1                                       (2.34) 

 

with 𝑚𝑖𝑗 = 0 except for 𝑖 = 𝑗, so all the cross-terms cancel out. The diffusion 

coefficient may be defined as: 

 

𝐷 =
𝜉2

2𝜏𝑠
                                                        (2.35) 

 

we obtain again the expression: 

 

𝑍2(𝑡)̅̅ ̅̅ ̅̅ ̅ = 2𝐷𝑡                                                   (2.36) 

 

that is the same as (2.32) in one dimension.  

Now let us consider the influence of diffusion along z-direction on the 

transverse magnetization of spins originating at z = 0. The local Larmor 

frequency is: 
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𝜔(𝑡) =  𝛾𝐵 = 𝛾𝑔 ∙ 𝑍(𝑡) = 𝛾𝑔 ∙ 𝑍(𝑛𝜏𝑠) = 𝛾𝑔 ∑ 𝜉𝑚𝑖
𝑛
𝑖=1              (2.37) 

 

so that the cumulative phase angle after time 𝑡 = 𝑛𝜏𝑠 is: 

 

Ф(𝑡) = 𝜔(𝑡)𝑡 = 𝛾𝑔 ∑ 𝜉𝑚𝑖
𝑛
𝑖=1 ∙ 𝑡 = ∑ 𝛾𝑔𝜏𝑠 ∑ 𝜉𝑚𝑖

𝑘
𝑖=1

𝑛
𝑘=1              (2.38) 

 

The first term is just the Larmor precession, while the second one is more 

interesting since it contains the phase deviation, and varies randomly across 

the ensemble causing the dephasing. As explained graphically in Figure 2.4 it is 

possible to write the total dephasing as: 

 

∆Ф(𝑡) =  𝛾𝑔𝜏𝑠𝜉 ∑ (𝑛 + 1 − 𝑖)𝑚𝑖
𝑛
𝑖=1                              (2.39) 

 

What one needs to calculate is the term 𝑒𝑖∆Ф̅̅ ̅̅ ̅̅ , the coefficient by which the 
ensemble-averaged transverse magnetization will be phase modulated as a 
result of the diffusional motion in the presence of a gradient: 
 

𝑒𝑖∆Ф̅̅ ̅̅ ̅̅ = ∫ 𝑃(∆Ф)
∞

−∞
𝑒𝑖∆Ф𝑑(∆Ф)                                  (2.40) 

 

where P(∆Ф) is given by the normalized Gaussian function with mean value 0 

and variance ∆Ф2̅̅ ̅̅ ̅̅ : 
 

𝑃(∆Ф) =
1

√2𝜋∆Ф2̅̅ ̅̅ ̅̅
𝑒

−
∆Ф2

2∆Ф2̅̅ ̅̅ ̅̅                                           (2.41) 

 

so that: 𝑒𝑖∆Ф̅̅ ̅̅ ̅̅ ~𝑒−
∆Ф2̅̅ ̅̅ ̅̅

2 .  

The term ∆Ф2̅̅ ̅̅ ̅̅  is obtained by squaring equation (2.39) and taking the ensemble 

average: 

 

∆Ф2̅̅ ̅̅ ̅̅ = 𝛾2𝑔2𝜏𝑠
2𝜉2 ∑ (𝑛 + 1 − 𝑖)2 = 𝛾2𝑔2𝜏𝑠

2𝜉2 ∑ 𝑗2𝑛
𝑗=1  𝑛

𝑖=1 =
1

3
𝛾2𝑔2𝜏𝑠

2𝜉2𝑛3    (2.42) 

assuming that n is large. This expression represents also the mean-squared 

phase shift for a triangular section of cumulative phase diagram for spin echo 

(SE) formation. In a SE sequence the net phase shift is the sum of the phase shift 
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occurring before and after the RF180° pulse, and corresponds to the enclosed 

region in Figure 2.4. By substituting in (2.42) the expression of D found in 

(2.35) one obtains another expression for ∆Ф2̅̅ ̅̅ ̅̅ : 

 

∆Ф2̅̅ ̅̅ ̅̅ =
2

3
𝛾2𝑔2𝐷𝑡3                                              (2.43) 

 

and, finally: 

 

𝑒𝑖∆Ф̅̅ ̅̅ ̅̅ = 𝑒−
1

3
𝛾2𝑔2𝐷𝑡3

                                              (2.44) 

 

The dependence of the averaged signal attenuation on the cube of diffusion 

time is a characteristic of self-diffusion in the presence of a steady gradient16.  

In the presence of internal gradients, i.e. local perturbations of the magnetic 

field due mostly to differences in magnetic susceptibility at the interface 

between different regions within the sample, spin relaxation is influenced and 

the local Larmor frequency is altered by a factor: 

 

∆𝜔0~𝛾∆𝜒𝐵0                                                  (2.45) 

 

In presence of internal gradients, due to their dephasing effects the signal 

(proportional to the magnetization) at t = TE is different from the SE signal 

predicted by (1.34), thus: S(TE) = S0e
−

TE

T2eff
−

1

12
𝛾2𝑔2𝐷𝑇𝐸3

where T2eff is the 

effective spin-spin relaxation time, due only to spins interactions because the 

effects of diffusion and field inhomogeneities are averaged out. It is possible to 

obtain T2eff by employing a specific sequence called Carr-Purcell-Meiboom-Gill, 

which is able to average out the effects of diffusion by means of an echo train, 

repeating the application of RF180° pulse several times.  

 
 
 
 
 

                                                           
16 A gradient is defined steady when its magnitude does not change over a fixed interval of time, thus 
it has a constant value.  
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2.3.2 Pulsed Gradient Spin Echo and Stimulated Echo sequences 

 

The dephasing of the transversal magnetization in presence of magnetic field 

gradients is used to measure diffusion by inserting on purpose a couple of 

rectangular gradients in the dephasing and rephasing part of the echo sequence. 

The obtained scheme is called Pulse Gradient Spin Echo (PGSE) sequence (see 

Figure 2.5a), also known as Stejskal and Tanner’s sequence, introduced by 

them in 1965 [54]. Each gradient is characterized by an amplitude, g, and a 

duration, 𝛿. The two gradients are applied before and after the RF180° pulse, 

and are separated by a time interval of ∆. Let us be 𝜏 the time elapsing between 

the RF90° and the RF180°, and 2𝜏 the time elapsing between the RF90° and the 

formation of a SE, as shown in Figure 2.5a. The attenuation of the SE in the 

presence of a steady diffusion gradient g will be given by: 

 

𝑙𝑛 (
𝑀(𝑔)

𝑀0
) =  −

2𝜏

𝑇2
−

2

3
𝛾2𝑔2𝜏3𝐷                                 (2.46) 

 

where the first term pertains to the attenuation due to T2-relaxation, while the 

second one pertains to the attenuation due to diffusion.  

Following the previous arguments, from Figure 2.6 it is apparent that the 

phase shifts associated with the gray areas cancel and the net phase shift is 

obtained by summing two uncorrelated triangular regions, each with mean 

square phase shift ∆Ф2̅̅ ̅̅ ̅̅ =
1

3
𝛾2𝑔2𝜏𝑠

2𝜉2𝑛3 , along with one uncorrelated 

rectangular region with ∆Ф2̅̅ ̅̅ ̅̅ =
1

3
𝛾2𝑔2𝜏𝑠

2𝜉2𝑛2(𝑝 − 𝑛). The net mean square 

shift is therefore: 

 

∆Ф2̅̅ ̅̅ ̅̅ = 𝛾2𝑔2𝜏𝑠
2𝜉2𝑛2 (𝑝 − 𝑛 +

2

3
𝑛) = 𝛾2𝑔2𝛿2 (∆ −

𝛿

3
) 𝐷         (2.47) 

 

Where the product of factors other than D is known as the b-factor or b-value, a 

characteristic parameter of the diffusion sequence, measured in s/mm2: 

 

𝑏 = 𝛾2𝑔2𝛿2 (∆ −
𝛿

3
)                                             (2.48) 

 

In absence of diffusion gradient b = 0. 
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The attenuation of the signal in the presence of a couple of magnetic field 

gradients is then described by the well known Stejskal-Tanner equation [54]: 

 

𝑆(𝑏) = 𝑆(0)𝑒−𝑏𝐷                                              (2.49) 

 

Where S stands for the signal provided by the magnetization M in a given 

volume element. This equation provides a precise description of the influence 

of self-diffusion in the PGSE experiment and is the basis of a considerable 

literature pertaining to this technique. 

In DW experiments the usefulness of adopting stimulated echo instead of 

simple spin echoes has been shown since 1970. In fact, as stated in Tanner’s 

paper [55] the use of a three-RF-pulse sequence may extend the range of 

measurement of diffusion coefficients to more viscous substances or the 

measurement of barrier separations to wider spacings, with the only condition 

that the diffusing substance has  T1 > T2 (which is the case of water in self-

diffusion). In this case the use of the Pulsed Gradient Stimulated Echo Sequence 

shown in Figure 2.5b,c confers an advantage allowing the storage of 

magnetization owing to T1-relaxation (see Par. 1.2.3), and thus increasing the 

signal with respect to a simple PGSE sequence. Let us be 𝜏1 the time elapsing 

between the first RF90° and the second RF90°, and 𝜏2 the time elapsing 

between the second RF90° and the third RF90°. The sequence allows the 

formation of a Stimulated Echo (STE) at 𝑡 = 𝜏1 + 𝜏2, as shown in Figure 2.5b. 

The attenuation of the STE in the presence of a steady diffusion gradient g will 

be given by: 

 

𝑙𝑛 (
𝑀(𝑔)

𝑀0
) = − 

(𝜏2−𝜏1)

𝑇1
−

2𝜏1

𝑇2
— 𝑙𝑛2 − 𝛾2𝑔2𝜏1

2(𝜏2 −
1

3
𝜏1)𝐷          (2.50) 

 

where the first term pertains to the T1-relaxation, the second term pertains to 

the T2-relaxation, and the last term pertains to the attenuation due to diffusion. 

It is possible to optimize the sequence in such a way to obtain the minimum 

non-diffusional attenuation at some fixed diffusional attenuation, selecting 𝜏1 

and 𝜏2 so that 
𝜏2

𝜏1
=

𝑇1

𝑇2
 , as shown in Tanner’s paper [55].  
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2.3.3 Diffusion Weighting Imaging and Diffusion Tensor Imaging  

 

When dealing with homogeneous and isotropic media, the diffusive motion can 

be described by a single scalar value D and the PGSE sequence allow for its 

evaluation by means of Stejskal and Tanner’s equation (2.49). When the media 

exhibit organizational anisotropy, the measurements with gradients applied 

along different directions can give very different results. In such cases, as seen 

in Par. 2.1.3, the diffusive motion should be described by the diffusion tensor 𝑫⃡  . 

Diagonal and off-diagonal elements of 𝑫⃡   can be related to the measured echo 

intensity in a PGSE experiment [56]. In fact, eq. (2.49) can be generalized for 

the diffusion tensor 𝑫⃡   in the following way: 

 

𝑆(𝑏) = 𝑆(0)𝑒−∑ ∑ 𝑏𝑖𝑗𝐷𝑖𝑗
3
𝑗=1

3
𝑖=1                               (2.51) 

 

where the b-matrix substitutes the scalar b-factor defined in Par.2.3. Since 𝑫⃡   is 

symmetric (see in Par. 2.1.3), it has only 6 independent elements, then at least 6 

different measurements are necessary to reconstruct it. This means that at least 

6 PGSE experiment have to be realized with a set of 6 non-collinear gradient 

directions. Generally, the magnitude of the diffusion weighting which is 

impressed along the different gradient directions is the same for each direction 

and is optimized to match with the expected diffusivity value, as previously 

demonstrated [57]. Moreover, a b0 image, i.e. an image with no diffusion 

weighting, is also acquired for normalization. 

By normalizing the DW-signal with respect to the SE signal (i.e. the signal 

acquired with b = 0 s/mm2) and taking the natural logarithm on both sides of 

(2.49) for each sampled i-direction, there will be as many linear equations as 

the i-diffusion gradient directions: 

 

𝑙𝑛 (
𝑆(𝑏)

𝑆(0)
) = −𝑏𝐷𝑖                                              (2.52) 

 

By extracting 𝐷𝑖, or apparent diffusion coefficient (ADC), one has a partial view 

of water self-diffusion: this is the basis of the so called Diffusion Weighting 

Imaging (DWI). The ADC is named ‘apparent’ because the value of diffusivity 

depends on the experimental set-up, in particular it varies depending on the 

chosen gradient directions and ∆ [3].  
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However, once collected the apparent diffusivities, it is possible to diagonalize 

𝑫⃡   to derive its eigenvalues and eigenvectors. These parameters are used to 

derive three important quantitative meta-parameters [3], which provide 

features of the environment where water molecules diffuse: 

- the mean diffusivity (MD), defined using the trace of 𝑫⃡  , that characterizes the 

overall MSD of molecules, representing the average diffusion ellipsoid size (see 

Par. 2.1.3), and the overall presence of obstacles to diffusion. It is defined by: 

 

𝑀𝐷 =
𝑇𝑟𝑫⃡  

3
=

∑ 𝜆𝑖
3
𝑖=1

3
                                            (2.53) 

 

The experimental values for self-diffusion coefficients of pure water have been 

measured to be between (2.26 ÷ 2.29) ∙ 10−9𝑚2/𝑠  or (2.26 ÷ 2.29) ∙

10−3𝑚𝑚2/𝑠 at 𝑇𝑟𝑜𝑜𝑚 = 298.15 𝐾 [58]. At a fixed temperature, the lower the 

MD value, the higher the barriers which are encountered during the diffusive 

motion. 

- the fractional anisotropy (FA), a sort of standard deviation of MD, that 

quantifies the degree of anisotropy, and it is related to the presence of oriented 

structures. It is defined by: 

 

𝐹𝐴 =  √
3

2

∑ (𝜆𝑖−𝑀𝐷)23
𝑖=1

∑ 𝜆𝑖
23

𝑖=1

                                           (2.54) 

 

FA is a dimensionless parameter that ranges from 0, which means isotropic 

diffusion, to 1, which means complete anisotropy. 

- the main direction of diffusivities provided by the 3 eigenvectors (𝑽𝟏, 𝑽𝟐, 𝑽𝟑), 

that are linked to the orientation in space of the structures.  

 

Furthermore, considering the first eigenvalue, which is the highest in modulus, 

we derive a quantity named axial-diffusivity 𝐷// = 𝜆1, that represents the 

diffusivity in the direction along which the diffusion is the most facilitated, 

while considering the other two eigenvalues we derive the radial-diffusivity 

𝐷 = (𝜆2 + 𝜆3)/2, that is the diffusivity in the orthogonal plane. Both 𝐷// and 

𝐷 are measured in m2/s or mm2/s. Henceforth, the set of MD, FA, 𝐷// and 𝐷 

will be referred to as the DTI-metrics. Figure 2.7a shows the maps of DTI-

metrics for a slice of a representative healthy human brain, while in Figure 

2.7b a map of the first eigenvector is reported in RGB-colored encoding (see 
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Jones and References within [2]). The preferential direction of WM fibers in a 

given voxel is given by V1. The RGB-encoding system associates a red color to 

the WM fibers oriented in L/R direction, a green color to the ones oriented in 

A/P direction, and a blue color to the ones oriented in S/I direction (for more 

information on the spatial coordinate system used in MRI jump back to section 

1.3.4.5).  

The importance of the first two parameters is that they are scalar invariant, 

thus they are independent from the orientation of the laboratory reference 

frame, allowing the extrapolation of structural features of the analyzed sample. 

Furthermore, it is worth to stress that, even though the image resolution 

depends on the reconstruction procedure, i.e. the k-space imaging, and its 

lower bound is about 1 mm so far, in each voxel the DTI parameters are usually 

selected to focus on molecular displacements, which are of the order of few μm 

in liquid systems. Experimental parameters can be tuned through the choice of 

the diffusion time ∆ and the gradient strength g, which determine the b-value as 

shown in the previous section. It is useful to anticipate here that by changing 

those parameters, different dynamics can indeed be highlighted, leading to 

different characterizations of the same system and thus to a deeper 

understanding of its dynamical properties. 
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Figure 2.4 – Cumulative phase diagram relative to the formation of a spin echo in the presence of a 
steady magnetic field gradient. The net phase shift is the sum of two components: the phase shift 
accumulated before the RF180°-pulse, and the phase shift accumulated after the RF-pulse. The net 
phase shift is indicated by the thick arrow. (Image edited from Callaghan’s book [46]).  
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Figure 2.5 – Pulsed Gradient Spin Echo (PGSE) sequence and the Stimulated Echo version. a) The 
sequence employs a couple of diffusion gradients of amplitude g and duration 𝛿, separated by a time 
interval of ∆, with ∆ > 𝛿. The spin echo forms at t = 2𝜏=TE. b) Stimulated Echo (STE) version of 
PGSE sequence, where the single RF180° is substituted by a couple of RF90°. The numbers indicate 
the different phases of the RF-pulse cycle, corresponding to the magnetizazion vectors depicted in (c) 
(Images adapted from Callaghan’s book [46]). c) Formation of a stimulated echo by three 90°-pulses. 
After the second pulse we consider the z-components of the spins that do not precess but grow in the 
+z-direction by T1 relaxation. These stored longitudinal components are flipped back into the 
transverse plane by the 3rd RF-pulse, then rephase and form an STE.  
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Figure 2.6 - Cumulative phase diagram for spin echo formation in the PGSE experiment. The net 
phase shift is the sum of two components: the phase shift accumulated before the RF180°-pulse, and 
the phase shift accumulated after the RF-pulse. The net phase shift is indicated by the thick arrow: 
the phase shifts of the gray areas cancel out. The time interval 𝑛𝜏𝑠 = 𝛿, the duration of the diffusion 
gradient, while 𝑝𝜏𝑠 = ∆, the separation between the couple of diffusion gradients (Image edited 
from Callaghan’s book [46]).  
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Figure 2.7 – DTI parametric maps of healthy human brain. a) Axial parametric maps of MD, 𝐷//, 𝐷, 

FA extracted from the diffusion tensor in a slice of human brain of a representative young male 
subject (age 25 years). Notice the different contrast provided by each parameter. In particular, in FA 
map the WM fibers are enhanced with respect to the rest of the brain parenchyma (original images, 
see Chapter 5). b) Axial parametric map of the first eigenvector colored according to the RGB 
encoding. Notice the red fibers representing the corpus callosum, a WM structures that connects the 
two hemispheres; the green fibers are oriented in the anterior/posterior direction; the blue fibers 
are oriented in the superior/inferior direction, i.e. they are orthogonal to the page plane. (Image 
adapted from Jones’s paper [2] ).  

 

 

2.4 DWI based on the Gaussian assumption: state of the art 
 

In the hypothesis of unrestricted, free self-diffusion of water in a homogeneous, 

isotropic (and infinite) media the average MP of the ensemble of diffusing spins 

is represented by a Gaussian distribution, with a variance representing the MSD 

of particles and growing linearly with the diffusive time. When this linearity 

relation holds, the diffusion process is defined Gaussian. Considering this 

assumption, as seen in Par. 2.3.3, the signal decays as a mono-exponential 

function of the b-value, and it is well modeled by the Stejskal-Tanner equation. 

The introduction of the PGSE, or Stejskal-Tanner sequence, provided a strategy 

to turn the drawback of reduced spatial resolution in MRI due to the Brownian 

motion of protons into a benefit. In particular, with the development of DWI 
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and DTI it was possible to reveal the microstructure of tissues in vivo and 

without the use of exogenous contrast agents, in a totally non invasive way.   

 

 

2.4.1 Clinical applications of Gaussian-DWI and DTI 

 

DWI is nowadays a well-established method implemented as part of a routine 

protocol. The most successful application of DWI since the early 1990s has 

been brain ischemia (Figure 2.8a), following the discovery in cat brain by 

Moseley et al., that water diffusion drops at a very early stage of the ischemic 

event [13]. In the last 10 years the investigation of ADC was used as a tool for 

discriminating cancerous tissue from healthy tissue in different organs such as 

the brain (Figure 2.8c), the breast , the prostate, the liver, the lymph nodes (see 

Padhani et al. and references within [15]). Malignant tumor in fact present 

lower ADC values compared to the healthy tissue, and this was explained 

considering an increase of cellularity, tissue disorganization, and extracellular 

space tortuosity in the cancerous lesion (see Figure 2.8d).  

Improvements in the imaging of water diffusion have been made by the 

development of the more complex DTI, which allows a direct examination, in 

vivo, of some aspects of normal and pathological tissue microstructure (Figure 

2.8b-d). DTI, as shown in Par. 2.3.3, yields quantitative measures reflecting the 

integrity of white-matter fiber tracts, by taking advantage of the intrinsic 

directionality of water diffusion in human brain [8]. For this reason DTI became 

a suitable tool for the follow-up of brain maturation [10] and the assessment of 

pathological neurodegeneration [7, 9] and physiological alterations due to 

aging [4, 6]. For example, higher ADC and lower FA have been found in 

neonates compared to adults. The main changes in ADC occur within the first 6 

months of life, and are connected to the formation of myelinated structures, 

whereas a decrease in FA has been shown to occur after 20 years of age, and 

significant age-related declines in median FA have been demonstrated in 

densely packed white matter fiber areas, especially the genu of the corpus 

callosum [6, 52].  

The combination of DWI and DTI gives the chance to assess the severity of 

stroke at its early stages and characterizes the ischemic process better than T2-

relaxometry, because of peculiar changes of ADC and DTI-metrics (Figure2.8a). 

In fact, in the acute phase, ADC are initially reduced by 30-50% within the first 

hour of the onset of focal ischemia, more markedly in white matter (WM) 
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compared to gray matter (GM). This reduction in the ADC is due to the influx of 

water into cells from the extracellular compartment, producing a cytotoxic 

edema. After a transition period, during which ADC values are comparable to 

the healthy tissue, there is an increase in the ADC, within 10 days from the 

onset of the ischemia, and finally a stabilization of ADC at higher values in the 

chronic phase of injury. On the other hand, FA is interested by an acute 

elevation in ischemic WM, followed by a marked reduction, compared to the 

healthy tissue, during the chronic phase, which last months after the stroke, 

and it is compatible with the loss of organization and cytoarchitecture 

disruption [3, 4, 13].   

Recently, with the aim of gaining for more specific information about tissue 

structure, the use of high b-values has spread. At high b-values, thus strong 

diffusion gradients, the slow dynamics of water molecules is highlighted, and 

more detailed information is gained. The in vivo evaluation of diffusion with the 

use of strong diffusion gradients, for example, allowed a more specific 

assessment of cancer aggressiveness in human prostate [11, 12]. 

 

 

 

 
Figure 2.8 – DWI and DTI applications. a) ADC parametric map showing a left hemisphere ischemia. 
ADC values are decreased in the area indicated by the arrow, and increased in the area of chronic 
ischemia, indicated by the arrowhead (image extracted from Sundgren et al. [4]). b) MD map 
showing a multiple sclerosis lesion in the left hemisphere, which appears hyperintense compared 
with the surrounding tissue, due to the loss of structural barriers to water motion (image extracted 
from Filippi et al.[9]). c) ADC map of human brain with a lymphoma, indicated by the white arrow. 
The diffusion in the tumour is restricted due to the increased cellularity (image extracted from 
Padhani et al. [15]). d) MD map of a human prostate, with the contours of the peripheral cancerous 
lesion highlighted (image extracted from Reischauer et al. [59]).    
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Chapter 3 Anomalous diffusion: when water diffuses in 

complex media 
 

 

 

 

 

This Chapter deals with the description of Anomalous Diffusion processes, from 

the rigorous mathematical framework of Continuous Time Random Walk 

(CTRW) to the introduction of a motion propagator, which allows to link the 

theory to the experimentally measured signal from diffusing spins in DW-MRI. 

The concept of Anomalous Diffusion will be introduced, as well as its 

implications in the properties of water dynamics, the mathematical theory 

underneath it, and its applications in DWI.  

 

 

3.1 When the Gaussian assumption is not enough 
 

The term ‘anomalous’ denotes the fact that the random motion of water 

molecules in certain conditions does not lead to the statistical conclusion of a 

Gaussian PDF of distances travelled. Imaging techniques that allow for the 

quantification of diffusive properties in tissues, such as DWI and DTI, have been 

based for ages on the Gaussian assumption, and in fact they are commonly 

addressed to as ‘Gaussian’ techniques. The Gaussian assumption is related to 

the occurrence of Brownian motion in a homogeneous, isotropic and infinite 

environment, so that the squared displacements of water molecules distribute 

on a Gaussian curve, and a peculiar linear relation between of their MSD (or the 

PDF variance) and the diffusive time holds. The particular way in which the 

DWI acquisition sequence (that makes MRI sensitive to this diffusive motion) is 

built offers the possibility to tune its sensitivity to faster dynamics, 

characterized by a high value of D, and slower dynamics, where the diffusivity 
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is lower. In order to move from one regime to the other it is sufficient to 

opportunely set the b-value, a parameter depending on the strength of the 

diffusion sensitizing gradient, and on the time interval between two successive 

diffusion gradients at inverted polarity. The experimental attenuation of the 

NMR signal due to diffusion in these Gaussian techniques is modeled with a 

mono-exponential decay as a function of b-value.  

However, experimental evidences in inert samples, scaffolds, animal tissues, 

human tissues, and in vivo animal and human DW-data showed that when the 

water molecules diffuse in highly heterogeneous or anisotropic milieux, or 

when they move in tortuous, fractal and complex geometries, the attenuation of 

the signal due to their dephasing is not fully described by a mono-exponential 

decay. In this scenario, which is more realistic if we bear in mind the complexity 

of the living matter, staying anchored to the Gaussian assumption is misleading, 

a fortiori considering that the MSD effectively grows as a power of time. The 

unsuitability of the Gaussian assumption stimulated the need to find new 

mathematical treatments, and to develop novel techniques, aimed at describing 

the so called ‘Anomalous Diffusion’.   

 

 

3.2 From random walk to Continuous Time Random Walk  
 

Anomalous dynamics is known to characterize a variety of fields, from the 

transport of charges in amorphous semiconductors, to the foraging of 

albatrosses and marine predators, quantum optics, and diffusometry of 

particles in complex, porous systems and systems near the percolation 

threshold. In particular, water molecules diffusing17  in biological tissues exhibit 

a bulk behavior that is not fully explicable by Brownian motion. In the following 

the random walk model and its generalization to anomalous dynamics through 

the Continuous Time Random Walk (CTRW) model are presented. The 

theoretical framework of CTRW is well established and has been corroborated 

by huge amounts of Monte Carlo simulations together with several 

experimental studies, mainly obtained by using fluorescent spectroscopy (see 

[25] and references within).  

                                                           
17 Specifically, here we refer to the self-diffusion of water molecules, where the solute and solvent 
particles belong to the same species, and no net concentration gradient is needed.  
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3.2.1 Brownian diffusion and the random walk 

 

Solute particles in suspension are interested by Brownian motion, that is 

unavoidable at temperature higher than absolute zero. Because of this, particles 

change their position over time, travelling roughly homogeneous steps along 

the directions determined randomly by the collisions. In the hypothesis of 

undistinguishable particles and negligible reciprocal interactions, this 

phenomenon can be modeled as a random walk (see Figure 3.1a), where the 

walker jumps at each time step towards a neighbor site. The following master 

equation describes the probability for the walker to get to position k after ∆t in 

case of mono-dimensional motion, starting from either k-1 or k+1 site: 

 

𝑃𝑘(𝑡 + ∆𝑡) =
1

2
𝑃𝑘−1(𝑡) +

1

2
𝑃𝑘+1(𝑡)                                (3.1) 

 

Indicating the distance travelled with ∆𝑥 , in the continuous limit and 

considering Taylor expansions in x and t we have: 

 

lim
∆t → 0

𝑃𝑘(𝑥, 𝑡 + ∆𝑡) = 𝑃𝑘(𝑥, 𝑡) + ∆𝑡
𝜕𝑃𝑘(𝑥,𝑡)

𝜕𝑡
+ 𝑜(∆𝑡2)  

𝑙𝑖𝑚
∆𝑥 → 0

𝑃𝑘(𝑥 + ∆𝑥, 𝑡) = 𝑃𝑘(𝑥, 𝑡) ± ∆𝑥
𝜕𝑃𝑘

𝜕𝑥
+

∆𝑥2

2

𝜕2𝑃𝑘(𝑥,𝑡)

𝜕𝑥2 + 𝑜(∆𝑥2)          (3.2) 

 

which, considering the lowest orders in ∆𝑥 and ∆𝑡 (and dropping the subscript 

k), lead to the differential diffusion equation: 

 
𝜕𝑃(𝑥,𝑡)

𝜕𝑡
= 𝐷 ∙

𝜕2𝑃(𝑥,𝑡)

𝜕𝑥2                                               (3.3) 

 

where 𝐷 =
(∆𝑥)2

2∆𝑡
  is the diffusion constant, with physical dimensions [𝐷] =

𝑚𝑚2/𝑠. The diffusion equation (3.3) is a direct consequence of the central limit 

theorem. For a large number of steps, or a long diffusing time, the probability 

density function (PDF) of being at a given site x and time t has a Gaussian 

shape: 

 

𝑃(𝑥, 𝑡) =
1

√2𝜋∙2𝐷𝑡
𝑒−

𝑥2

4𝐷𝑡                                            (3.4) 
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that is a normal distribution, given the initial condition lim
𝑡→0

𝑃(𝑥, 𝑡) = 𝛿(𝑥), and 

with a variance (representing the mean squared displacement) 𝜎2 = 𝑀𝑆𝐷 =

2𝐷𝑡. This Gaussian PDF that solves the diffusion equation (3.3) is called the 

motion propagator (MP). Notice that the independence of the MP on the initial 

position reveals the markovian nature18 of Brownian motion.  

 

 

3.2.2 Anomalous diffusion and the Continuous Time Random Walk 

 

Let us modify the random walk model to make it more realistic, preserving the 

2D-lattice sketch. Now the walker may spend a certain waiting time on a given 

site, or in addition it may perform longer or shorter jumps (see Figure 3.1b,c). 

Let 𝛹(𝑥, 𝑡) be the PDF to perform a jump, and  𝜆(𝑥) = ∫ 𝛹(𝑥, 𝑡)𝑑𝑡
∞

0
 and 𝑤(𝑡) =

∫ 𝛹(𝑥, 𝑡)𝑑𝑡
∞

−∞
 respectively, the jump length and the waiting time PDFs, so that 

𝜆(𝑥)𝑑𝑥 produces the probability of having a jump in (x, x+dx), and 𝑤(𝑡)𝑑𝑡 

produces the probability of having a waiting time in (t, t+dt). In the CTRW 

model proposed by Metzler and Klafter [31, 32] 𝜆(𝑥) and 𝑤(𝑡) are supposed to 

be independent random variables, so that the PDF of a jump is given by their 

product. Under these conditions the CTRW processes can be categorized by the 

finiteness of these two quantities, the jump lengths variance, 𝛴2: 

 

𝛴2 = ∫ 𝑥2∞

−∞
∙  𝜆(𝑥)𝑑𝑥                                                (3.5) 

 

and the characteristic waiting time, 𝑇:  

 

𝑇 = ∫ 𝑡
∞

0
∙ 𝑤(𝑡)𝑑𝑡                                                    (3.6) 

 

A CTRW process is described by the generalized diffusion equation: 

 

                                                           
18 A stochastic process is considered markovian if the conditional probability distribution of future 
states of the process (conditional on both past and present states) depends only upon the present 
state, not on the sequence of events that preceded it. 
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𝜂(𝑥, 𝑡) =  ∫ ∫ 𝜂(𝑥′, 𝑡′)𝛹(𝑥 − 𝑥 ′, 𝑡 − 𝑡′)𝑑𝑡′𝑑𝑥 ′ + 𝛿(𝑥)𝛿(𝑡)
∞

0

∞

−∞
         (3.7) 

 

which relates the PDF of having arrived at position x, at time t (𝜂(𝑥, 𝑡)) to the 

previous event of having arrived at position x’, at time t’. The second summand 

in (3.7) denotes the initial condition of the random walk. The PDF for a particle 

of getting at position x at time t is finally given by: 

 

𝑃(𝑥, 𝑡) = ∫ 𝜂(𝑥, 𝑡′)
𝑡

0
[1 − ∫ 𝑤(𝑡′)𝑑𝑡′

𝑡

0
] 𝑑𝑡                        (3.8) 

 

i.e. of arrival on that site x at time t’, not having moved since. Note that here the 

PDF describing the motion depends on the previous history, suggesting the 

non-markovian nature of anomalous diffusion. By using Fourier Transform in 

space (𝑥 → 𝑘) and Laplace transform in time (𝑡 → 𝑢), we obtain the following 

expression for the MP:  

 

𝑃′(𝑘, 𝑢) =
1−𝑤(𝑢)

𝑢
∙

𝑃′0(𝑘)

1−𝛹(𝑘,𝑢)
                                          (3.9) 

 

where 𝑃′0(𝑘) corresponds to the Fourier Transform of the initial condition.  
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Figure 3.1 – Sketch representing random motion and its generalizations. a) 2D lattice 
representative of a random walk motion. The walker moves at each time step to a randomly selected 
direction. The steps are equal in space and time. b) 2D lattice representative of a sub-diffusive 
motion. Here the walker is free of staying for a certain waiting time (proportional to the radius of 
the circles in the drawing) in a given position. c) 2D lattice representative of a mixture of sub-
diffusive and super-diffusive motion. Here the walker may also perform longer jumps in space.  

 

 

3.3 CTRW: particular cases  
 

By considering equations (3.5), (3.6), we may derive the special case of 

Brownian motion, characterized by the finiteness of both 𝛴2  and 𝑇 . By 

considering a Poissonian PDF of waiting time, 𝑤(𝑡)~
1

𝜏
𝑒−𝑡/𝜏 and a Gaussian PDF 

of jump length 𝜆(𝑥), taking the respective Laplace and Fourier transform, and 

substituting in the MP we obtain the Fourier-Laplace transform of the MP: 

 

𝑃′(𝑘, 𝑢) =
1

𝑢+𝐷𝑘2                                                (3.10) 
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which, back-transformed to the (x, t) coordinates provides the Gaussian MP 

previously described. This approach allows to describe also super-diffusion and 

sub-diffusion processes.  

 

 

3.3.1 The super-diffusion or Lévy walks 

 

The super-diffusion is characterized by a diverging 𝛴2 and a finite 𝑇. Due to the 

finiteness of T super-diffusion is a markovian process. It is possible to model 

the process with a Poissonian 𝑤(𝑡) and a jump length PDF that behaves as a 

Lévy distribution:  𝜆(𝑥)~𝐴𝜇
1

𝜎𝜇|𝑥|1+𝜇 in the hypothesis of |𝑥| ≫ 𝜎 and with 0 <

𝜇 < 2. By considering Laplace and Fourier transforms we obtain the Fourier-

Laplace transform of the MP in case of super-diffusion: 

 

𝑃′(𝑘, 𝑢) =
1

𝑢+𝐾𝜇|𝑘|𝜇
                                              (3.11) 

 

for which, upon Fourier-Transform inversion, the following fractional 

differential equation (FDE) is inferred: 

 
𝜕𝑃(𝑥,𝑡)

𝜕𝑡
= 𝐾𝜇 𝐷−∞ 𝑥

𝜇
𝑃(𝑥, 𝑡)                                       (3.12) 

 

where, analogously to (3.3), 𝐾𝜇 =
𝜎𝜇

𝜏
  is the generalized diffusion constant, with 

physical dimensions [𝐾𝜇] = 𝑚𝑚𝜇/𝑠, and the 𝜇-parameter represents the order 

of fractional derivative in space [28]. Notice that here 𝐷−∞ 𝑥
𝜇

 denotes the 

Riesz/Weyl fractional operator19, which applied to any function f(x) has the 

property: 

 

𝔉[ 𝐷−∞ 𝑥
𝜇
𝑓(𝑥)] ≡ −|𝑘|𝜇𝔉[𝑓(𝑥)] = −|𝑘|𝜇𝑓(𝑘)                  (3.13) 

                                                           
19  Following the treatment reported in Metzler and Klafter’s review, and according to the 

contemporary convention, we dropped the imaginary unit in the expression 𝔉[ 𝐷−∞ 𝑥
𝜇
𝑓(𝑥)] ≡

−|𝑖𝑘|𝜇𝔉[𝑓(𝑥)].  
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where 𝔉 indicates the Fourier Transform. Thus, by Fourier-transforming the 

whole FDE associated to super-diffusion and considering the inverse Laplace 

transform, we get the following expression for the super-diffusive MP: 

 

𝑃′(𝑘, 𝑡)~𝑒−𝐾𝜇|𝑘|𝜇𝑡                                              (3.14) 

 

which is the characteristic function of a symmetric Lévy distribution. The 

conceptual difficulty of a diverging 𝛴2, leading consequently to a diverging MSD, 

may be overcome considering that the walker moves at finite speed [31].  

 

 

3.3.2 The sub-diffusion 

 

The sub-diffusion is characterized by a finite 𝛴2 and a diverging 𝑇. Due to the 

limitlessness of T sub-diffusion is a non-markovian process. Again it is possible 

to model the motion with a long tailed waiting time PDF that has an asymptotic 

behavior 𝑤(𝑡)~𝐴𝛼 (
𝜏

𝑡
)

1+𝛼
, with 0 < 𝛼 < 1, and a Gaussian jump length PDF. 

The Laplace space asymptotic of 𝑤(𝑡) is 𝑤(𝑢)~1 − (𝑢𝜏)𝛼. As usual, we obtain 

the Fourier-Laplace transform of the MP in case of sub-diffusion: 

 

𝑃′(𝑘, 𝑢) =
𝑃′

0(𝑘)/𝑢

1+𝐾𝛼𝑢−𝛼𝑘2                                           (3.15) 

 

for which, upon Fourier-Transform inversion, and following the rules for the 

fractional integrals, the following FDE is inferred: 

 
𝜕𝑃(𝑥,𝑡)

𝜕𝑡
= 𝐾𝛼 𝐷0 𝑡

1−𝛼 𝜕2𝑃(𝑥,𝑡)

𝜕𝑥2                                       (3.16) 

 

where, analogously to (3.3), 𝐾𝛼 =
𝜎2

𝜏𝛼 is the generalized diffusion constant, with 

physical dimensions [𝐾𝛼] = 𝑚𝑚2/𝑠𝛼 , and the 𝛼-parameter represents the 

order of fractional derivative in time [28]. Notice that here 𝐷0 𝑡
1−𝛼 denotes the 

Riemann/Liouville operator, which applied to any function f(t) has the property: 
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𝔏[ 𝐷0 𝑡
−𝛼𝑓(𝑡)] ≡ 𝑢−𝛼𝔏[𝑓(𝑡)] = 𝑢−𝛼𝑓(𝑢)                          (3.17) 

 

where 𝔏 indicates the Laplace Transform. Because of the presence of fractional 

powers of u in the MP in (3.15), the Laplace inversion is not immediate. In this 

case it is useful to identify the MP with its correspondent Fox function, 

exploiting the rules for the inversion of Fourier and Laplace transform of Fox 

functions, as clearly illustrated in [31]. However, for our treatment it is 

sufficient to know that the single modes of the FDE describing sub-diffusion 

present a well-known Mittag-Leffler decay in the asymptotic limit, i.e.: 

 

𝑃′(𝑘, 𝑡)~𝐸𝛼[−𝐾𝛼𝑘2𝑡]                                         (3.18) 

 

or, more precisely: 

 

𝑃′(𝑘, 𝑡)~ {

𝑒−𝐾𝛼𝑘2𝑡𝛼       𝑖𝑓    𝑘2 ≪
1

𝐾𝛼𝑡𝛼

                         
1

𝐾𝛼𝑘2𝑡𝛼        𝑖𝑓    𝑘2 ≫
1

𝐾𝛼𝑡𝛼

                            (3.19) 

 

with 0 < 𝛼 < 1. The sub-diffusive MP as a function of position is shown in 

Figure 3.2 and compared with the Gaussian MP.  

 

 

3.3.3 Anomalous diffusion phase diagram  

 

In the CTRW framework it is possible to define FDE describing the evolution of 

PDF in super-diffusive and sub-diffusive processes. These are represented 

respectively by equations (3.12) and (3.16). In this way the diffusion equation 

with integer order space and time derivatives for Brownian motion is 

generalized through the use of fractional order space and time derivatives. The 

situation could be composed in the following FDE: 
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𝜕𝑃(𝑥,𝑡)

𝜕𝑡
= 𝐷−∞ 𝑥

𝜇
𝐷0 𝑡

1−𝛼𝐾𝛼
𝜇 𝜕2𝑃(𝑥,𝑡)

𝜕𝑥2                                (3.20) 

 

or, as some authors suggested [24, 28], using the Caputo fractional derivative in 

time with 0 < 𝛼 ≤ 1 and the Riesz fractional derivative in space with 1 < 𝛽 ≤ 2: 

𝜕𝛼𝑃(𝑥,𝑡)

𝜕𝑡𝛼 = 𝐾𝛼,𝛽
𝜕𝛽𝑃(𝑥,𝑡)

𝜕|𝑥|𝛽
                                           (3.21) 

 

Here the parameter 𝛽 is the same as 𝜇, indicating the fractional order in space. 

By considering the interplay between the two fractional orders a phase 

diagram of AD may be drawn. The Brownian diffusion holds for α = 1, 𝛽 = 2 , 

as well as for α = 𝛽/2 (see Figure 3.3a); when 0 < 𝛼 < 1 we are in the sub-

diffusion regime, for every value of α < 𝛽/2; when 0 < 𝛽 < 2 we are in the 

super-diffusion regime, for every value of α > 𝛽/2.  

The generalization of MSD in one dimension for normal and anomalous 

dynamic is represented by the power law 〈𝑥2(𝑡)〉 ~ 𝑡
2𝛼

𝛽 , which for 𝛼 = 1, 𝛽 = 2 

retrieves the linear relation that holds for Brownian motion. In sub-diffusion  
2𝛼

𝛽
< 1 and in fact the MSD increases more slowly with time, the opposite 

situation of super-diffusion, for which  
2𝛼

𝛽
> 1.  The different behaviors of MSD 

vs diffusion time are shown in Figure 3.3b.  
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Figure 3.2 – Propagator probability density functions. a) Propagator P(x, t) for Brownian diffusion 
(𝛼 =1) for the times t = 0.05, 0.2 and 1 with an increasing width. The curve shape is smooth.  b) 
Propagator P(x, t) for sub-diffusion with anomalous diffusion exponent 𝛼 =1/2, drawn for the 
consecutive times t = 0.1, 1, 10. The cusp shape of the PDF is distinct.  

 

 

Figure 3.3 – Anomalous Diffusion phase diagram and the MSD. a) Phase diagram of the FDE 
depending on the two fractional order exponents, 𝛼 and 𝜇 (also known as 𝛽). The Brownian 
diffusion holds in the green region. b) Behavior of the mean squared displacement (MSD) of water 
molecules as a function of the diffusing time (or observation time). The sub-diffusion is 
characterized by an MSD that grows slower than the Gaussian case; the super-diffusion presents an 
MSD that grows faster than the Gaussian one.  
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3.4 Relationship between the NMR signal and the motion 

propagator 
 

In Chapter 2 it has been shown how to impose a label on the phase of the 

transverse magnetization, codifying thus the spin position. The Stejskal-Tanner 

equation was derived modelling the spin trajectories as a succession of discrete 

hops resolved in one dimension. Here, we derive the signal attenuation 

adopting a more analytical approach, showing how the PGSE method can be 

used to give information about the self-correlation function 𝑃𝑠(𝒓𝟎|𝒓, 𝑡) defined 

in section 2.2. In the so called narrow-pulse approximation, i.e. 𝛿 ≪ ∆, the effect 

of the gradient pulse is to impart a phase shift ∆Ф1 =  𝛾𝛿𝒈 ∙ 𝒓𝟏 to a spin located 

in a position 𝒓𝟏  at the instant of the pulse. In the PGSE sequence, this phase 

shift is subsequently inverted by the RF180° pulse. If the spin has moved to 𝒓𝟐 

at the time of the second pulse 𝑡 = ∆, the net phase shift will be ∆Ф2 =  𝛾𝛿𝒈 ∙

(𝒓𝟐 − 𝒓𝟏).  

The total signal is given by the superimposition of transverse magnetizations, 

an ensemble average in which each phase term 𝑒𝑖∆Ф2 is weighted by the 

probability for a spin to begin at 𝒓𝟏 and to move to 𝒓𝟐, i.e. 𝜌(𝒓𝟏)𝑃𝑠(𝒓𝟏|𝒓𝟐, ∆): 

 

𝑆∆(𝒈) = ∫ 𝜌(𝒓𝟏) ∫ 𝑃𝑠(𝒓𝟏|𝒓𝟐, ∆)𝑒𝑖𝛾𝛿𝒈∙(𝒓𝟐−𝒓𝟏)𝑑 𝒓𝟏𝑑𝒓𝟐             (3.22) 
 

 

We define a reciprocal vector q, where: 

 

𝒒 =
𝛾𝛿𝒈

2𝜋
                                                     (3.23) 

 

that is another form of the k-vector defined in Par. 1.3.1 (𝐤 =
γ𝐆t

2π
 where G 

represents the imaging gradient) and consider the relative displacement 𝑹 =

𝒓𝟐 − 𝒓𝟏, thus we rewrite equation (3.22) as: 

 

𝑆∆(𝒒) = ∫ 𝑃𝑠(𝑹, ∆)𝑒𝑖2𝜋𝒒∙𝑹𝑑 𝑹                                 (3.24) 
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Equation (3.24) states that 𝑆∆(𝒒) and 𝑃𝑠(𝑹, ∆) are linked by a simple Fourier 

relationship, that in the mono-dimensional case, dropping the un-necessary 

subscripts, will be: 

 

𝑆(𝑞) = ∫ 𝑃(𝑥, ∆)𝑒𝑖2𝜋𝑞∙𝑥𝑑𝑥                                      (3.25) 

 

This means that, through the use of NMR, one can measure the signal obtained 

after a diffusion sensitized sequence (PGSE or PGSTE, or some other variants) 

and get information about the characteristics of the diffusive regime.   

In the previous paragraphs, by considering the Fourier Transform of the 

generalized diffusion equation we obtained the expressions for the MP in case 

of normal diffusion, super-diffusion, and sub-diffusion at the asymptotic limit: 

 

𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑘, 𝑡)~𝑒−𝐷𝑘2𝑡        

𝑠𝑢𝑝𝑒𝑟𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑘, 𝑡)~𝑒−𝐾𝜇|𝑘|𝜇𝑡 

    𝑠𝑢𝑏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑘, 𝑡)~𝑒−𝐾𝛼𝑘2𝑡𝛼                                       (3.26) 

 

If we substitute the vectors 𝑘 → 𝑞 and the diffusive time 𝑡 → ∆, we obtain an 

expression where the connection between the MP and the DW-signal is more 

evident: 

 

       𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑞, ∆)~𝑒−𝐷𝑞2∆ ~𝑒−𝐷𝑏 

𝑠𝑢𝑝𝑒𝑟𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑞, ∆)~𝑒−𝐷𝑔𝑒𝑛|𝑞|𝜇∆ 

   𝑠𝑢𝑏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛: 𝑃′(𝑞, ∆)~𝑒−𝐷𝑔𝑒𝑛𝑞2∆𝛼                                    (3.27) 

 

where 𝐷𝑔𝑒𝑛 stands for a generalized version of the diffusion constant. The 

relations shown in (3.27) allow us to project a PGSE or PGSTE sequence ad hoc 

for the desired regime. In fact, in order to extract the μ parameter quantifying 

super-diffusion we will simply perform multiple measurements varying q, 

hence the diffusion gradient strengths g, and keeping the mixing time ∆ 

constant; instead, for extracting the 𝛼 parameter quantifying sub-diffusion we 

will simply repeat the sequence varying ∆, at fixed diffusion gradient strength.   
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3.5 Pseudo super-diffusion of water: state of the art 
 

 

Following this simple rule, Palombo et al. measured for the first time the time 

and space fractional derivatives or exponents 𝛼 and μ simultaneously by PGSE, 

in samples of micro-beads dispersed in aqueous solutions [25]. Palombo and 

co-workers showed that μ was strictly related to another parameter, the 

stretched exponent 𝛾. The stretched-exponent had been introduced previously 

through heuristic methods in in vivo animal experiments [60], as a method to 

quantify the deviation from the mono-exponential signal decay exhibited by 

NMR signal due to diffusion in complex systems (see Figure 3.4) for b-values 

higher than b = 2000 s/mm2. This evidence has been reported in a number of 

brain studies, both in animal model and in humans [61, 62].  However, neither 

the mathematical origin nor the biophysical nature of the stretched exponent 

had been clarified.  

Conversely Palombo et al. [25] established a connection between the stretched 

exponent 𝛾 and the CTRW derived parameter μ (μ = 2𝛾). 𝛾 is obtained by using 

DW data acquired as a function of b-values and collected by changing diffusion 

gradient (gdiff) strength at a constant value of , and quantifies, just as μ, the 

intravoxel diffusion heterogeneity in space. Some authors indicated this 

peculiar mechanism as ‘water jumping’ [24, 28]. Indeed, the 𝛾 parameter 

reflecting the multi-compartmentalization, showed significant correlations with 

the size of diffusive compartments in mono and poly-dispersed solutions [25]. 

An alternative analytical derivation for the stretched exponential model, using 

fractional order space derivatives, has been recently proposed by Magin et al. 

[28]. These authors emphasized that the potential utility of fractional order 𝛽 

parameter (which is, in practice, equal to γ parameter) to characterize the 

environment for molecular diffusion (as a complement to ADC) might lead to a 

new way to investigate tissue structural features.  However, the biophysical 

basis of the 𝛽 parameter remained elusive. 

Palombo and co-workers [26] revealed a significant correlation between 𝛾 and 

the internal gradients 𝐺𝑖𝑛𝑡 arising from magnetic susceptibility differences ∆𝜒𝑚 

at the interface between neighboring compartments, and suggested that this 

effect could be attenuated or eliminated by the use of bipolar gradients in the 

DW acquisition sequence, spoiling out the local magnetic field inhomogeneity 

(see Figure 3.5). This strong correlation can be explained considering the 

coupling between diffusion gradients (gdiff) and Gint which causes an 

irreversible DW signal loss. Specifically, local gradients induce a phase shift to 
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the spins within a space region strictly close to the interfaces, which adds up to 

the phase shift given by the gdiff pulse, namely originating an effective gradient 

Geff = Gint + gdiff. When Gint and gdiff are comparable, some spins contribute to 

increase the DW signal attenuation; other spins (that can be located far from 

the first ones) acquire a phase that will help to increase the signal. Due to 

indistinguishable spins associated with water molecules, this scenario mimics a 

super-diffusion regime. The water signal disappears in one spot and appears in 

another one, thus simulating long jumps of water molecules. Thus some authors 

referred to this mechanism with the expression ‘pseudo super-diffusion’ [20, 25, 

26] due to both water multi-compartmentalization and  at the interface 

between different compartments.  

 

The use of γ provides an interesting and novel source of contrast in MRI, and 

was soon tested in more complex systems, such as the human brain. By using a 

tensor representation of AD, scalar invariant indices such as the mean  (M) 

and the  anisotropy (A) were quantified by De Santis et al. [22, 23]. In De 

Santis’ work, the method used accounts for the dependence of the stretching 

exponent γ from the spatial direction. The approach here is similar to that for 

deriving the anisotropic diffusion from tensor calculation: the stretched 

exponential model is assumed to be valid along three principal directions (i.e., 

the main axes of diffusivity) only, rather than along n arbitrary directions. 

Indeed, in the three-dimensional space, the motion can always be expressed by 

a combination of three components, which depends on the local geometry. If 

the measurement is performed along one of these main directions, the decay 

can be expressed as a simple stretched exponential. Then the signal acquired 

along a generic direction may be modeled as the superimposition of the decays 

along each of the main directions, thus involving all the three main exponents. 

An AD-metrics was introduced, comparable with DTI-metrics, and comprising 

the mean-value of the stretched exponent, Mγ, and its anisotropy, Aγ, and it was 

shown to be more effective than DTI in the discrimination among brain regions 

(see Figure 3.6).  
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Figure 3.4 – a) Deviations from mono-exponential signal decay. Log of the acquired NMR signal (a.u.) 
versus the diffusion weighting or b-value, expressed in s/m2. The experimental points are plotted as 
empty circles, while the mono-exponential decay predicted by regular diffusion is shown in black 
(Image reproduced from De Santis work [23]). b) Normalized NMR signal with respect to the image 
without diffusion weight (b=0) plotted as a function of b-value, and its log plotted as a function of 
the exponential argument b∙DDC, with DDC defined as the distributed diffusion coefficient (image 
edited from Bennett’s paper [60]). 

 
Figure 3.5 - Mean γ values (Mγ), measured using PGSTE (black data points) and bipolar gradient 
PGSTE (gray data points), as a function of the internal magnetic field gradient strength (Gint) for 
samples of different suspensions of mono-dispersed beads, characterized by the sizes displayed in 
the left side insert. Black and gray solid line are the regression line. The linear correlations 
coefficient is higher than 0.9 in both cases, with the level of significance P < 0.0001 for single 
gradient PGSTE. Reproduced from [26].  
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Figure 3.6 - Discrimination among different brain regions: Mγ and MD. Correlation plot between 
MD and the mean value of γ (Mγ) in which each point represents the mean value extracted from 10 
healthy subjects and calculated for 12 WM and GM ROIs. Three different anatomical brain regions, 
which are not distinguishable on MD basis, turned out to be discriminated by their corresponding 
Mγ value (image source: De Santis et al. paper [22]).   
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Chapter 4 Pseudo super-diffusion of water in mouse 

spinal cord: in vitro study 
 

 

 

 

 

This Chapter describes the results obtained by performing AD γ-imaging on 

fixed mouse spinal cord in vitro. The experimental derivation of the γ exponent 

for a simple geometry is introduced, the outcomes regarding the correlation of 

γ with magnetic susceptibility inhomogeneity and microstructural features of 

spinal cord tracts are discussed [42], and inserted in a manuscript in 

preparation, at the state of the art [43].  

The choice of this particular sample studied at high field (9.4 T) was motivated 

by three main reasons: the simple geometry of the spinal cord, with its 

cylindrical symmetry and a preferential longitudinal orientation of myelinated 

axons allowed to quantifying γ exponent related to pseudo-superdiffusion along 

3 orthogonal directions; the use of high field was convenient for the 

enhancement of local internal gradients driven by magnetic susceptibility 

differences which are known to affect the γ-contrast; the mouse spinal cord is 

currently employed in studies of demyelination due to induced pathology that 

mimics Multiple Sclerosis alterations [63]. 

 

 

4.1 Rationale  
 

4.1.1 Anatomy of the spinal cord 

 

The spinal cord is the part of the central nervous system (CNS) that conducts 

sensory information from the peripheral nervous system to the brain, and 

motor information from the brain to muscular or glandular tissue. 
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It is thus the connection center for the reflexes as well as the afferent (sensory) 

and efferent (motor) pathways for most of the body below the head and neck. 

The spinal cord is protected by the vertebrae and the meninges, that are 

continuous with those of the brain. It is essentially a tubular bundle of nervous 

tissue that collects neurons and their axons departing from the medulla, 

passing through the brainstem, and reaching the second lumbar vertebra. The 

area within the vertebral column beyond the end of the spinal cord is called the 

cauda equina. Going from the head to the cauda equina the spinal cord is ideally 

divided in 5 areas: the cervical, thoracic lumbar, sacral and coccygeal segments, 

from which the spinal nerves depart.  

The ventral side of the cord is the one oriented towards the internal organs, and 

presents mainly motor neurons and motor fibers; the dorsal side of the cord 

presents mainly sensory fibers; the central part presents interneurons 

connecting distal parts within the same segment.  Furthermore, it is bilaterally 

symmetrical, incompletely divided into right and left halves by a ventral 

median fissure and a dorsal median septum.  

The spinal cord comprises 3 types of tissues, which occupy a specific position in 

the cross-section:  

- the innermost tissue, that is the central canal, is filled with cerebro-spinal 

fluid, CSF, and communicates with the IV cerebral ventricle;  

- around it there is a butterfly-shaped gray matter, GM, characterized by a high 

density of neuron cell bodies and gliocytes, and a high capillary density; 

- the outermost tissue is called white matter, WM, which comprises 

concentrated myelinated fibers, gliocytes, sensory and motor tracts, and 

presents a low capillary density and a variegated axonal density.   

 

 

4.1.1.1   Gross anatomy of mouse spinal cord  

 

The mouse spinal cord is made up of 34 segments: 8 cervical (C1 to C8), 13 

thoracic (T1 to T13), 6 lumbar (L1 to L6), 4 sacral (S1 to S4), and 3 coccygeal 

(Co1 to Co3). There are two enlargements, the cervical and lumbar 

(lumbosacral) enlargements, which involve the segments that the nerves of the 

limbs are connected with. The cervical enlargement (intumescentia cervicalis) 

extends from C5 to T1, and the lumbosacral enlargement (intumescentia 

lumbalis) extends from L2 to L6. The lumbosacral enlargement is a little 
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narrower than the cervical enlargement, and its dorso-ventral diameter is also 

slightly smaller [64]. 

Among the differences between the anatomy of human and mouse spinal cord 

(MSC) let us stress two major differences concerning the WM tracts, since they 

are the object of investigation of this analysis: 

- the corticospinal tract (CST), a descending tract, that is located in the lateral 

column in primates, in rodents and mice is placed in the dorsal column instead 

[64]; 

- in mice the organization of the vestibulo-spinal tract (VST), another 

descending pathway, is more similar to the cat’s one than to the human’s one 

[64].  

 

 

4.1.1.2   Motivations of the sample choice for the in vitro investigation 

 

The application of DW-MRI to the study of spinal cord (SC) has increased in the 

last ten years, however the literature regarding in vivo study is scarce 

compared to the one regarding brain investigation, despite the higher 

diffusional anisotropy exhibited in the system [65]. The in vivo investigation 

presents indeed some difficulties, mainly due to the fact that the bony 

structures that surround the SC contribute to significant susceptibility artifacts, 

and respiratory motion, cardiac pulsation, and other physiological and physical 

motions cause artifacts that are significantly more pronounced in the SC than in 

the brain [65].  

Here the study was conducted in vitro on a fixed mouse SC, thus in absence of 

motion-related artifacts. The decrease of signal due to fixation [66], which is 

known to cause significant decreases in the longitudinal diffusivity (leaving the 

relative anisotropy and radial diffusivity scarcely affected) was 

counterbalanced by the use of high magnetic field.  

SC from rodents, in particular from mice are currently employed in studies of 

demyelination [63, 65-67]. For example the Experimental Allergic 

Encephalomyelitis (EAE) may be induced in mice (generally the commonly 

used species is the C57 BL/6), allowing subsequent studies about the evolution 

of degeneration, particularly evident in the SC [63]. In fact myelin in the SC of 

EAE-affected mice is severely affected by the disease, and it is employed as a 

model of Multiple Sclerosis.   
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4.1.2 Multiple water pools 

 

With the expression multiple water pools we refer to the presence of a 

multiplicity of compartments available for water diffusion.  

Evidence for the presence of two or three distinct water compartments was 

provided by multi-exponential T2 measurements in brain, spinal cord and 

nerves [8, 68-70]: a fast-relaxing component was attributed to non-exchanging 

water closely associated with proteins and phospholipids, that is water within 

myelin, and a slow-relaxing component was attributed to water from both the 

extra- and intra-axonal spaces, with the longest T2 associated to the intra-

cellular space, presenting a higher concentration of macromolecules.  

These distinct water pools were found to exhibit distinct diffusivities as well, 

with a higher diffusivity assigned to the extra-cellular water, and a lower 

diffusivity assigned to the intra-cellular water, as shown by Chin et al. in the ex 

vivo study of rat SC at 9.4 T [67]. Thus it has been considered that the 

extracellular compartment corresponded to a fast diffusing pool, as water 

would be expected to diffuse more rapidly there than in the intracellular, more 

viscous compartment, or the slow diffusing pool. However, a mismatch between 

the expected volume fractions and fitted results from the DWI data [8, 71] 

together with diffusive studies showing multi-compartments in the intra-

cellular component alone [71], made this correspondence unfeasible.  

Finally, concerning multi-compartmentalization in WM tracts, a more restricted 

diffusion was revealed for the tracts characterized by higher axonal density 

[67].  

 

 

4.1.3 Rate of relaxation and magnetic field inhomogeneity 

 

The rate of relaxation is the inverse of the relaxation time constant. As 

illustrated in Chavhan et al. [72], transverse relaxation in specific sequences 

called Gradient Echo (GRE) sequences is a combination of intrinsic T2 

relaxation, and relaxation caused by magnetic field inhomogeneity. With the 

use of GRE sequences it is possible to collect phase and magnitude images. 

From the magnitude the rate of relaxation R2* may be extracted. This 

parameter is the sum of two terms:   
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𝑅2
∗ =

1

𝑇2
∗ =

1

𝑇2
+ 𝛾𝐵0∆𝜒                                                (4.1) 

 

where γ is the gyromagnetic ratio, that turns into R2* = R2 + R2’. The first term 

takes into account the spin-spin interactions, while the second term is sensitive 

to the field inhomogeneity due either to intrinsic defects in the magnet or to 

susceptibility-induced field distortions, produced by the tissue or other 

materials with magnetic susceptibility differences (∆𝜒).  

 

 

4.2 Materials and Methods  
 

4.2.1 Data acquisition 

 

The mouse spinal cord (MSC) was extracted after apposite treatment aimed at 

optimizing fixation, fully described in Ong et al. [73]. A C57 BL6 mouse, (8-9 

months, 25-30 mg, Charles River, Wilmington, MA) was anesthetized with an 

intraperitoneal injection of 10 mg ketamine/1 mg acepromazine per ml, and 

perfused through the heart with 20 ml of phosphate buffer solution, and 20 ml 

of fixing solution with 4% glutaraldehyde and 2% paraformaldehyde in 10 mM 

PBS. The combination of glutaraldehyde and paraformaldehyde should ensure a 

better fixation of intra-axonal cytoskeletal proteins, as reported in Schwartz et 

al. [74]  and thus a longer preservation of axonal ultra-structure. After fixation, 

the entire spinal cord was post-fixed with a different fixing solution for at least 

two weeks, and finally stored in PBS. 

The capillary containing the fixed spinal cord and the PBS (see Figure 4.1) was 

then inserted in the 10 mm-internal diameter bore of a Bruker Avance-400 high 

resolution spectrometer operating at a magnetic field strength of 9.4 T, and 

equipped with a gradient unit characterized by a maximum gradient strength of 

1.2 T/m and a rise time of 100 µs. ParaVision 3.0 software was employed for 

data acquisition. The slice package was placed in the cervical section (Figure 

4.2a), with slice thickness of 0.75 mm, FOV = 4.5 x 4.5 mm2, matrix size 128 x 

128, in-plane resolution 0.035 x 0.035 mm2. The extraction of the gamma-

exponent requires a set of increasing gradient strengths, which provide 

increasing diffusion weights, with a fixed observation time ∆: we chose different 
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values of gradient intensities, resulting in 10 b-values in the range (100, 4000) 

s/mm2, plus the b0. The DWIs were acquired by means of a PGSTE sequence 

along 3 orthogonal directions, one of which was parallel to the capillary walls, 

or to the main orientation of axons, with the following parameters: TR/TE = 

4000ms/12ms, 𝛥/𝛿= 40ms/2ms.  

The same acquisition parameters were used for the conventional DTI, 

performed along 6 directions, with b = 1500 s/mm2, to increase the accuracy on 

the diffusion coefficient estimate [3]. T2* relaxometry was performed by means 

of GRE with 13 values of TE varying in the interval (2, 40) ms. The acquisition 

time required for the anomalous-diffusion weighted experiment along 3 

directions was 38 hours per direction, due to the high number of sample 

averages (NSA=16). The same number of averages was used for the 

conventional DTI and T2* relaxometry. Axial, coronal and sagittal slices (Figure 

4.2b) were acquired with the same modality, and an in-plane resolution of 

0.047 x 0.047 mm2 for the latter two. The temperature of the specimen was 

monitored and kept constant at T = 20 °C, with oscillations of +/- 0.5 °C.  

 

 

4.2.2 Data analysis 

 

The NMR signal intensity of the investigated sample is stored in particular 

outputs called DICOM (Digital Image and COmmunication in Medicine). The 

DICOM contains two distinct files: the header (.hdr) file collects numeric 

information such as the matrix size of image, the resolution, the spatial 

coordinates, some acquisition parameters (for example echo time, repetition 

time), and the used b-values and gradient directions; the intensity of each voxel 

is stored instead inside the NIFTI (.nii) file. The conversion DICOM to NIFTI is 

achieved through the use of a dedicated software (dcm2nii). The extracted .nii 

file is a 4D-matrix: the first three dimensions are the spatial coordinates, while 

the fourth one represents a temporal dimension, hence in this case they will 

represent the DWIs at different gradient directions and b-values.  

The signal to noise ratio (SNR) was computed for DWIs by dividing the average 

intensity of a region placed in the WM to the background noise.  

Data were spatially smoothed by means of a Gaussian filter with full-width-half-

maximum (FWHM) of 0.06 mm. Conventional DTI analysis was performed by 

means of FSL 5.0 DTIFIT routine (FMRIB Software Library v5.0, FMRIB, Oxford, 

UK –[75]), which returns the maps of MD, FA, and the 3 eigenvalues (λ1, λ2, λ3) 
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and eigenvectors  (V1, V2, V3) of the diffusion tensor. The PGSTE data were fit to 

the theoretical model using a home-made MATLAB script (MATLAB R2012b), 

which employs a non-linear least square estimation procedure using trust-

region reflective algorithm for minimization, and exploits the advantage of 

parallel computing. The theoretical model used to quantify AD-γ exploits the 

relation between the Fourier transform of the MP of super-diffusion and the 

DW signal explained in section 3.4, using the b-value instead of q, without loss 

in generalization (since b~∆ ∙ 𝑞2). Since the particular device used provides the 

effective b-value, which due to the use of imaging gradients is different than 0 in 

the image without diffusion weight, the fitting expression used is the following:  

 
𝑆(𝑏)

𝑆(𝑏0)
=

𝑆(𝑏0)∙𝑒𝑥𝑝 (−𝐷𝑔𝑒𝑛𝑏𝛾)

𝑆(0)∙𝑒𝑥𝑝 (−𝐷0𝑏0)
=

𝑆(𝑏0)

𝑆(0)
∙ 𝑒𝑥𝑝 (−(𝐷𝑔𝑒𝑛𝑏𝛾 − 𝐷0𝑏0))         (4.2) 

 

and returns the generalized diffusion constant (Dgen) and the value of the γ-

exponent for each of the three orthogonal directions on a voxel by voxel basis, 

taking about 15 minutes for the whole slice package (5 slices) on a 2.66GHz 4-

cores machine with 16GB RAM. Once derived, the 3 values of the anomalous 

exponent were used to compute the mean-γ and its anisotropy: 

 

 𝑀𝛾 = ∑ 𝛾𝑖/33
𝑖=1                                                      (4.3) 

 𝐴𝛾 = √
3[(𝛾1−𝑀𝛾)

2
+(𝛾2−𝑀𝛾)

2
+(𝛾3−𝑀𝛾)

2
]

2(𝛾1
2+𝛾2

2+𝛾3
2)

                              (4.4) 

 

and the axial-γ, 𝛾// = 𝛾1 and radial-γ (𝛾┴ =
𝛾2+𝛾3

2
), coming from the average of 

the 2 orthogonal directions cutting the main axonal fibers orientation, which 

coincides with the B-field direction. T2* was derived using MATLAB by a mono-

exponential fit, considering the TE-weighted images. R2* was derived thereafter 

by considering the reciprocal of T2*. 
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4.2.2.1   Selection of Regions of Interest (ROIs)  

 

Mean values together with the intra-voxel standard deviation (SD) were 

obtained for each parameter of the DTI-metrics, AD-metrics and R2* in specific 

spinal cord Regions Of Interest (ROIs, see Figure 4.3) identified in three 

cervical slices by using histological reference images [73, 76]. The ROIs, 

manually drawn by three different operators and subsequently intersected, 

were chosen in distinct spinal cord tracts, with peculiar axonal size, axonal size 

distribution, axon density and myelin fraction, extracted from histological data 

by Ong et al. [73], and reported in Figure 4.4. The axon density was derived by 

dividing the axon counts to the cross-section of the optical image, and 

expressed in number of axons over mm2. Among the selected ROIs, only one 

included ascending-sensory fibers (funiculus gracilis, fg), while the others were 

placed in descending-motor tracts: dorsal Cortico-Spinal Tract, Rubro-Spinal 

Tract, Reticulo-Spinal Tract, medial Vestibulo-Spinal Tract, Spino-Thalamic 

Tract (respectively, dCST, RST, ReST, VST, STT). Other ROIs including the GM, the 

interface between the WM and GM, and the surrounding medium (fluid), were 

automatically selected through ad-hoc filters made on the basis of the MD-

maps.   

Homogeneity of variances was tested by using Levene’s test. Pairwise 

comparisons were made using a Welch ANOVA. Games-Howell corrections were 

performed to correct for multiple testing. Relationship between pairs of 

parameters were assessed with linear correlation analysis (Pearson’s r 

coefficient). P-values < 0.05 were considered statistically significant. 

 



Pseudo super-diffusion of water in mouse spinal cord: in vitro study 

117 
 

 

Figure 4.1 – In vitro study of mouse spinal cord. a) The fixed mouse spinal cord (MSC) is placed in a 
capillary filled with post-fixative solution (FV, frontal view; LV, lateral view). The tissue extends for 
about 2.6 cm in length and has maximum section of 4 mm x 2.5 mm at the level of the cervical and 
lumbar enlargements. b) The NMR spectrometer used for the acquisition provided a static field 
intensity of 9.4 T (corresponding to a Larmor frequency of 400 Hz). The orientation of the main 
static field is indicated.  
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Figure 4.2 – Directions and planes of acquisition. a) The signal was acquired along 3 orthogonal 
directions, indicated in the figure. The slice package, placed in the cervical section, is highlighted in 
black. b) The 3D acquisition was repeated in order to acquire axial, coronal and sagittal slices.  

 

 

Figure 4.3 – Optical microscopy of various white matter spinal cord tracts from the C6/C7 section. 
Reproduced from Ong et al.’s paper [73]. Each image has a pixel resolution of 0.1 x 0.1 µm. The 
dorsal tracts are the funiculus gracilis, fg (1) and the dorsal Cortico-Spinal Tract, dCST (2); the 
lateral tract considered is the right Rubro-Spinal Tract, rRST (3); the ventral tracts are the 
Vestibulo-Spinal Tract, VST (4), the Reticulo-Spinal Tract, ReST (5), and the Spino-Thalamic Tract, 
STT (6). The regions of interest (ROIs) are superimposed on a Mγ map on the left.   
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Figure 4.4 – Table of characteristics of the considered spinal cord tracts. These features were 
extrapolated by means of segmentation of optical images, and then mean values and SD were 
computed. Axon diameter and axon diameter SD are expressed in µm. From the axon count, 
considering the width of original microscopy images, the axon density was derived (as number of 
axons/mm2). Data reproduced from Ong et al.’s paper [73].  

 

 

4.3 Results  
 

The DWIs shown in Figure 4.5 show an inversion of contrast between WM and 

GM (lighter in the b0 image) with increasing diffusion gradient strength, g (thus 

with increasing b-value). The fluid surrounding the spinal cord, which exhibits 

free-diffusion, is attenuated to background intensity at the highest b-value. The 

SNR decreased in parallel to b-value increment, and it was higher for the 

central slices in the slice package, because of the lack of border effects. The SNR 

in the b0 image varied between a minimum of 27 to a maximum of 32, 

depending on the slice, and the SNR for the highest b-value (b=4000 s/mm2) 

was 4 for the z-direction, 13 for the x-direction, 14 for the y-direction of 

acquisition. The SNR was however higher for every g than the lowest 

acceptable value according to Jones et al. [77].  

The behavior of DW signal vs q-value expressed in m-1 is depicted in Figure 4.6 

for a selected voxel in a central slice, and it is distinct for WM and GM. The DW-

signal, normalized to the b0-image, was fit to the theoretical model expressed 

in (4.1), and provided a value of the γ-exponent for each direction. Parametric 

maps of the three γ-exponent are depicted in Figure 4.7 for a central axial slice.  
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A complete set of parametric maps of Mγ and Aγ for axial, coronal and sagittal 

slices of the cervical section of the spinal cord is shown in Figures 4.8-4.9. The 

AD-metrics provides a new contrast, highlighting the interfaces between tissues, 

as can be seen considering the external lamina of the spinal cord and the 

separation between WM and GM. For the same reason, a spinal root is easily 

detectable. The comparison between AD-metrics, DTI-metrics and T2* is 

provided in Figure 4.10.  While in MD and FA maps the WM and GM appear 

homogeneous, in Mγ and Aγ maps the WM shows a variegated grainy texture. 

Notice that T2* is particularly sensitive to magnetic impurities, such as air 

bubbles.  

The plots of AD-metrics as a function of R2* are shown in Figure 4.11 for axial 

and sagittal slices, considering different tissues. Negative linear trends were 

found between Mγ and R2* in coronal slices, though they were not significant. 

Conversely, significant strong linear correlations were found between Mγ and 

R2* in axial slices (r=-0.97, P<0.01) and in sagittal slices (r=-0.95, P=0.01). 

Moreover, 𝛾// showed a strong negative correlation with R2* in axial slices (r=-

0.99, P=0.001), whereas Aγ was positively correlated with R2* (r=0.97, P<0.01). 

No significant correlations were found neither for the 𝛾 nor for DTI-metrics.  

Considering the morphology of WM tracts, both DTI-metrics and R2* seemed to 

be uncorrelated with the histological features considered, whereas among the 

AD-metrics 𝛾 and Aγ showed significant correlations with all the features. In 

particular, 𝛾and Aγ decrease in parallel to axon diameters increase (𝛾: r=-

0.85, P<0.05; Aγ: r=-0.94; P<0.05) and axon diameter SD increase (𝛾: r=-0.86, 

P<0.05; Aγ: r=-0.94; P=0.005), and increase proportionally to axon density (𝛾: 

r=0.95, P<0.005; Aγ: r=0.85; P<0.05) and to the myelin fraction (𝛾: r=0.90, 

P<0.05; Aγ: r=0.88; P<0.05), as shown in Figures 4.12-4.13.  

Concerning the ANOVA tests, AD-metrics revealed to discriminate better than 

DTI-metrics and T2* in some regions, for example 𝛾// and 𝛾 can discriminate 

ReST from STT (respectively, with P<0.005, P<0.05), whereas T2* and R2* 

cannot; AD-metrics (except for Mγ) can discriminate dCST from VST (𝛾//: 

P<0.001; 𝛾: P<0.05; Aγ: P<0.0001), instead T2* cannot.  Finally, DTI-metrics 

was able to discriminate between RST and dCST better than AD-metrics and 

R2* (𝐷//: P<0.0001; MD: P<0.05). The other comparisons were not significant.  
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Figure 4.5 – Diffusion weighted images of an axial slice. The maps show the same slice of the spinal 
cord inside the capillary, with the dorsal part next to the capillary wall, acquired at increasing 
gradient strengths. The image on the left is acquired with an effective b-value of 154 s/mm2, 
because of the imaging gradients. The central canal containing CSF has an intensity comparable 
with the fluid surrounding the cord; the gray matter is slightly darker; the white matter is the most 
external tissue, and the darkest among the three. The intensity is indicated by the colorbar and 
expressed in arbitrary units.  

 

Figure 4.6 – Plot of the normalized DW-signal vs q-value for a selected voxel. The signal of DWIs was 
normalized with respect to the signal of the b0-image, for a selected voxel in white matter and gray 
matter of the same axial slice. The q-value is proportional to the diffusion gradient strength, and 
expressed in m-1. Experimental values are indicated by dots, the theoretical fit by the continuous 
curve. Notice the different behavior of signal depending on the tissue chosen.  
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Figure 4.7 – Parametric maps of AD γ exponent. The γ stretched exponent extracted along 3 
orthogonal directions is shown for an axial slice. From left to right, γ is acquired along x, y, and z 
direction, and ranges from 0 to 1 (the intensity scale is indicated by the colorbar).  

 

 

Figure 4.8 – Mean-γ (Mγ) parametric maps of axial, coronal and sagittal slices. A complete set of 
axial, coronal and sagittal slices of the cervical section of the spinal cord is shown. Horizontal lines 
indicate the localization of the considered axial slices along the length of the spinal cord. Dashed 
lines indicate the corresponding coronal and sagittal cut in the axial slices. The contrast provided by 
γ highlights all the interfaces, especially the external lamina and the separation between gray and 
white matter (as indicated by the pointers). A spinal root is also clearly visible (green circle).    
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Figure 4.9 – γ-Anisotropy (Aγ) parametric maps of axial, coronal and sagittal slices. The contrast 
between white and gray matter is inverted with respect to Mγ. See caption of Fig.4.8 for further 
details.  
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Figure 4.10 – Parametric maps of 3 successive axial slices. From left to right, AD-metrics, DTI-
metrics and T2* parametric maps of axial slices are shown. The comparison between the new 
derived parameters and MD and FA reveals the potentiality of γ contrast: the spinal roots are clearly 
visible, as well as the lamina detaching the cord from the surrounding PBS solution (black arrow); 
the white matter appears grainy compared to the homogeneous pattern of FA map (white arrow). 
Notice that T2* is particularly sensitive to magnetic impurities, such as the presence of air bubbles 
(black arrowhead).  
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Figure 4.11 – Plots of AD-metrics as a function of R2*. AD-metrics (Mγ, Aγ and longitudinal or γ//) 
plotted as a function of R2* in axial slices (a-c) and in sagittal slices (d). The tissue was divided in 
different regions by applying thresholds on MD map. The distinct regions are listed in the legend and 
comprise: the medium surrounding the spinal cord (fluid), two ROIs in the white matter (wm1, 
wm2), one in the gray matter (gm1), and one at the interface (gm-wm). The Pearson’s correlation 
coefficient is indicated in the box, together with the level of significance, p. The black line represents 
the linear fit.  
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Figure 4.12 – γ-anisotropy (Aγ) vs histological characteristics of spinal cord tracts. The ROIs are 
listed in the legend. Aγ showed significant strong correlations with all the considered features: axons 
diameter (a), axons diameter SD (b), axons density (c) and myelin fraction (d). Axons diameter and 
their SD are measured in µm (not indicated in the figure). The vertical errorbars are standard error 
of the means (SEM). The Pearson’s correlation coefficient is indicated in the box, together with the 
level of significance, p. The black line represents the linear fit.  
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Figure 4.13 Radial-γ (γ) vs histological characteristics of spinal cord tracts. The ROIs are listed in 
the legend. γ showed significant strong correlations with all the considered features: axons 
diameter (a), axons diameter SD (b), axons density (c) and myelin fraction (d). Axons diameter and 
their SD are measured in µm (not indicated in the figure). The vertical errorbars are standard error 
of the means (SEM). The Pearson’s correlation coefficient is indicated in the box, together with the 
level of significance, p. The black line represents the linear fit. 

 

 

 

4.4 Discussion 
 

The SNR for the highest b-value (b=4000 s/mm2) was 4 for the z-direction, 13 

for the x-direction, 14 for the y-direction of acquisition. This suggests that the 

DW signal is more attenuated in the z-direction, that is along the main 
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orientation of axonal fibers, meaning that in this direction the diffusion is 

facilitated compared to the orthogonal plane.  

The parametric maps reported in Figures 4.8-4.9 and in Figure 4.10 show that 

AD γ-exponent provides a new contrast, highlighting the interfaces between 

tissues, such as the external lamina of the spinal cord and the separation 

between WM and GM, as previously seen in inert phantoms and cerebral tissue 

at 9.4 T and in human brain at 3.0 T [20, 22, 26].  

Significant strong linear correlations were found between AD-metrics and R2* 

in axial slices and sagittal slices (Figure 4.11), whereas no correlations were 

found for DTI-metrics. As explained in Chavhan et al., [72], the rate of relaxation 

is constituted by two terms, one influenced by spin-spin interactions, and the 

other proportional to external and internal magnetic field distortions. The 

internal field distortions are generated by local magnetic susceptibility 

differences, ∆𝜒. In WM these ∆𝜒 exist between water and tissue, and are 

tipically in the order of 0.001-0.01 ppm. During its translational motion water 

experiences these inhomogeneities, mainly due to the presence of internodal 

myelin, astrocytes, glial cells. For example, as shown in Yablonskiy et al., the 

alternating proteo-lipid-protein in the presence of a static magnetic field 

determines susceptibility differences at the surface of myelin [40]. As suggested 

by Palombo et al. and by Capuani et al., the effect of ∆𝜒 impart an additional 

phase shift to the diffusing spins, resulting in a pseudo-superdiffusion process 

[20, 26]. The correlations between AD-metrics and R2* obtained in MSC 

suggests that γ is sensitive to ∆𝜒 in the order of 0.001-0.01 ppm, with the 

maximum effect on the axial-γ, probably because water from either inter-axonal 

space or intra-axonal space, diffusing in the preferential orientation parallel to 

the fibers, encounters several ∆𝜒 due to the presence of microglia (Figure 

4.14).  

Among the AD-metrics 𝛾 and Aγ showed significant correlations with all the 

histological features considered (Figures 4.12-4.13), whereas neither DTI-

metrics nor R2* seemed to be correlated with the morphology. In particular, 

the radial diffusivity did not show significant correlations with axon diameters, 

as found by Schwartz et al. [74]. WM in the spinal cord is organized in bundles 

of fibers which have peculiar axonal size, axonal density and myelin fraction. In 

particular, 𝛾 and Aγ were inversely related to axon diameters (confirming 

results from Palombo et al. in polystyrene microbeads suspensions [26]), and 

proportional to axonal density in WM tracts. This is probably connected to the 
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second factor affecting γ-contrast, the multi-compartmentalization. The 

possible implications of these results could be in the investigation of alterations 

of WM structure, for example in demyelinating diseases such as Multiple 

Sclerosis (MS). This pathology occurs principally in the WM of the central 

nervous system. The changes in WM structure are believed to be the result of 

either damage and removal of highly aligned cellular structures or replacement 

of axonal fibers with amorphous cells, and are correlated with the clinical 

outcome of the patient. In general, MS patients present an increased amount of 

radial water diffusion and a decreased anisotropy of diffusion direction in the 

region of the lesions, in the surrounding of the lesion tissue, and in the remote 

normal appearing WM [9]. Together with myelin disruption, axonal injuries and 

axonal loss affecting long tracts (such as the CST) relate closely to functional 

disability. In MS axonal loss is widespread in both brain and spinal cord, and its 

extent is tract specific and size selective [78], meaning that the smallest fibers 

are first dismantled. According to the results obtained, an MS patient would 

present an alteration in the AD-metrics compatible with a decreased radial-γ, 

and a decreased γ-anisotropy in the region of the lesions. In fact, we know that 

myelin is attacked and thus myelin fraction is reduced, but the size and 

morphology of the surroundings (glial cells, astrocytes) also changes, 

determining further differences in magnetic susceptibility.  

Finally, considering the results of ANOVA test, AD-metrics revealed to 

discriminate better than DTI-metrics and T2* ReST from STT and dCST from 

VST whereas did not differentiate dCST from RST, on the contrary of DTI-

metrics. The discrimination of dCST from VST may be justified by the size of the 

compartments: in fact, dCST is characterized by small and densely packed 

axons, whereas VST present larger and more dispersed axons. It is difficult to 

find a justification to the lack of significance for the other comparisons, but 

considering that γ is influenced also by local ∆𝜒 there could be an interplay of 

these two effects limiting the discriminative power on the basis of intensity 

value averaged over a macroscopic voxel.  
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Figure 4.14 – Myelin in the central nervous system. a) Palmgren-stained transverse section of 
corticospinal tract axons in the spinal cord in a control case and in a case of multiple sclerosis. There 
is a selective reduction in the density of small fibers compared with large fibers, which are relatively 
preserved (reproduced from De Luca et al.’s paper [14]). b) Sketch representing the heterogeneity of 
the environment experienced by water in central nervous system (CNS): a myelinated axon is 
depicted, with a perinodal process. The preferential direction is indicated by the arrow (edited from 
Salzer et al.’s paper [79] ).  

 

 

4.5 Conclusions 
 

In this work I used AD γ-imaging technique to investigate cervical sections of a 

fixed mouse spinal cord. In order to highlight the new additional information 

provided by AD approach I compared AD images with results obtained by using 

conventional DTI and relaxometry, and I investigated the relation between AD-

metrics and the rate of relaxation R2*, which is known to be influenced by 

magnetic susceptibility. Finally, I compared AD-metrics with histological 

characteristics of the considered white matter tracts.  

The results of this investigation confirm previous results obtained performing   
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AD γ-imaging in phantoms, in excised human tissue and in human brain, 

concerning the contrast provided by pseudo-superdiffusion. In fact, parametric 

maps of γ seem to highlight the interfaces between compartments with distinct 

magnetic properties, and the significant correlation found between γ and local 

magnetic inhomogeneity in inert phantoms was here replicated, through the 

strong correlation between γ and R2*.  

Moreover, differently from previous works, the peculiar anisotropic structure of 

spinal cord investigated at high magnetic field (9.4 T) highlights new features of 

pseudo-superdiffusion analysis. Specifically, AD γ-imaging is potential able to 

detect microstructural information of white matter tracts in spinal cord more 

specific and complementary to those provided by DTI, and may be useful to 

monitor micrometric changes occuring in un-healthy neural tissue. 
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Chapter 5 Pseudo super-diffusion of water in healthy 

human brain: in vivo study 
 

 

 

 

 

This Chapter describes how to perform AD γ-imaging in in vivo experiments on 

human brain, characterized by a complex geometry. Some details on specific 

data-processing accounting for diffusion-related image artifacts are provided. 

The γ-tensor is extracted and its scalar invariants are derived. The relation 

between pseudo super-diffusion of water and magnetic susceptibility 

differences between regions with myelinated axons variously oriented in space, 

and between regions with distinct iron content is here investigated. Finally the 

implications of these results in the field of MRI-diagnostics are discussed [41, 

80].  

 

5.1 Rationale  
 

5.1.1 Anatomy of the human brain 

 

In the previous Chapter we introduced the spinal cord, one of the two main 

constituents of the CNS. Here a brief description of human brain anatomy is 

provided. For more details we address the reader to the book by Saladin [81]. 

The brain is protected by three layers of tissue called meninges (dura mater, 

arachnoid, pia mater), and located inside the skull. It is composed of three main 

structures:  

- the cerebrum, the largest part of the brain, is composed of right and left 

hemispheres. It performs higher functions like interpreting touch, vision and 
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hearing, as well as speech, reasoning, emotions, learning, and fine control of 

movement; 

- the cerebellum, located under the cerebrum, plays an important role in the 

coordination of muscle movements, and the maintenance of posture and 

balance; 

- the brainstem includes the midbrain, pons, and medulla, and acts as a relay 

center connecting the cerebrum and cerebellum to the spinal cord. It performs 

many automatic functions such as breathing, heart rate, body temperature, 

wake and sleep cycles, digestion, sneezing, coughing, vomiting, and swallowing.  

 

Considering a sagittal plane the cerebrum can be divided in two parts, the right 

and left hemispheres, joined by a bundle of fibers called the corpus callosum 

that delivers messages from one side to the other.  

The cerebral hemispheres have distinct fissures, which divide the brain into 

lobes. Each hemisphere has 4 lobes: frontal, temporal, parietal, and occipital 

Each lobe may be divided, once again, into areas that serve very specific 

functions. It’s important to understand that each lobe of the brain does not 

function alone. There are very complex relationships between the lobes of the 

brain and between the right and left hemispheres.  

Messages within the brain are carried along pathways. Messages can travel 

from one gyrus to another, from one lobe to another, from one side of the brain 

to the other, and to structures found deep in the brain, which are included in 

the GM. 

The surface of the cerebrum has a folded appearance called the cortex. The 

cortex contains about 70% of the 100 billion nerve cells. Their bodies make up 

the gray matter (GM). Beneath the cortex are long connecting fibers between 

neurons, called axons, which make up the white matter (WM). Other than WM 

and GM the brain has hollow fluid-filled cavities called ventricles. Inside the 

ventricles the cerebrospinal fluid (CSF) is poured by a ribbon-like structure 

called the choroid plexus. The CSF flows within and around the brain and spinal 

cord to help cushion it from injury. This circulating fluid is constantly being 

absorbed and replenished.  
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5.1.1.1    White Matter (WM) fibers  

 

The WM fibers of the cerebrum can be grouped in 3 main categories [82]: 

commissural fibers, association fibers, and projection fibers. The corpus 

callosum is a commissural fiber, comprised of three regions with characteristic 

axon diameter distributions and axonal density [83]:  the genu (gcc), the body 

(bcc) and the splenium (scc), going from the frontal lobe to the occipital lobe. 

An example of association fibers is provided by the sagittal stratum (ss), a 

sheet-like sagittal structure formed by the merging of fibers from the 

longitudinal fasciculus and reticulo-lenticular part of the internal capsule. 

Among the projection fibers we list here: the corona radiata, divided into 

anterior (acr), superior (scr) and posterior (pcr) regions; the posterior thalamic 

radiations (ptr) (thalamo-cortical and cortico-thalamic fibers); the anterior 

(alic) and posterior (plic) limb of the internal capsule, formed essentially by the 

anterior and superior thalamic radiations; the cerebral peduncle (cp) where 

long corticofugal pathways are concentrated, including the corticospinal, 

corticopontine, and corticobulbar tracts. 

 

 

5.1.1.2    Subcortical Gray Matter (GM) 

 

Here we mention some of the most important structures belonging to the 

subcortical GM [81]. The thalamus (thal) serves as a relay station for almost all 

information that comes and goes to the cortex, and plays a role in pain 

sensation, attention, alertness and memory. The limbic system, the center of 

emotions, learning, and memory, comprising the cingulate gyri, hypothalamus, 

amygdala and hippocampus. In particular, the hippocampus (hipp) plays an 

important role in the formation of memory and spatial orientation. The basal 

ganglia, including the caudate nucleus, putamen and globus pallidus, work with 

the cerebellum to coordinate fine motions, such as fingertip movements. In 

particular, the caudate nucleus (caud) forwards to pallidus the inputs coming 

from the cerebral cortex and from the limbic system; the globus pallidus (or 

pallidum, pall) delivers messages to thal and controls the posture and the 

manual dexterity; the putamen (put) regulates the movement and the motor 

learning.  
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5.1.2 Magnetic susceptibility differences in the brain and their 

evaluation 

 

The magnetic susceptibility 𝜒𝑚 quantifies the degree of attraction/repulsion 

experienced by a material when it is inserted in a magnetic field, and it 

corresponds to the ratio between the magnetization (M) and the magnetic field 

itself. The volumetric magnetic susceptibility is thus dimensionless, and 

considering the substances treated here (nervous tissues) is in the order of 10-6, 

and hence expressed conveniently in ppm. Considering that we used MRI, it is 

important to stress that the magnetization M depends on the orientation of the 

sample with respect to the static field, and may emerge in other directions. 

Generally in the field of MRI instead of a single value of 𝜒𝑚, a tensor of rank 2 is 

considered, 𝝌𝒎 ⃡    , where the ij-component is given by 𝜒𝑖𝑗 =
𝑀𝑖

𝐵𝑗
, representing the 

magnetization arising in i-direction, because of the magnetic field acting in the 

j-direction. According to the tendency that non-ferromagnetic materials show 

in attracting or repelling the magnetic field, the materials are divided into 

diamagnetic and paramagnetic, as seen in Par. 1.1.2. The diamagnetic materials 

have 𝜒𝑚 < 0  (such as the water molecule, with 𝜒𝐻2𝑂 ≅ −9.05 𝑝𝑝𝑚) will be 

repelled by the magnetic field, whereas the paramagnetic materials with 𝜒𝑚 >

0  (such as aluminum, with 𝜒𝐴𝑙 ≅ 22 𝑝𝑝𝑚 ) will be attracted.  

In general, microstructural tissue compartments have unique magnetic 

susceptibilities (henceforth indicated simply by )  driven by their chemical 

compositions and molecular arrangements. In the presence of B0, differences in 

magnetic susceptibility between adjacent compartments generate different 

amount of magnetization due to the relation: M=B0. As a consequence local 

magnetic inhomogeneity generated by B0 are found at the interface between 

different tissues.  inhomogeneity determines field shifts, or distortions (∆B0), 

which cause frequency shifts in the Larmor frequency (∆𝑓 = ∆𝜔/2𝜋).  

In the brain tissue  inhomogeneity arises from differences in non-heme iron20 

content and iron-storage proteins and from various degrees of myelin density 

and orientation. The contrast within distinct GM regions is motivated mainly by 

intrinsic differences in unbound iron concentrations ([Fe]). The subcortical GM 

presents intrinsically higher [Fe] compared to the cortical GM. Furthermore, 

                                                           
20 With the attribute non-heme we refer to free dispersed iron, that is iron not bound to transport or 
storage proteins.  
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iron accumulates preferentially in some subcortical GM structures, such as the 

thalamus, substantia nigra, the basal ganglia and the hippocampus. It is 

important to underline that the contrast between WM and GM is not originated 

by significant differences in [Fe]: in fact, both the concentration of non-heme 

and heme iron (especially bound to ferritin) are comparable in WM and cortical 

GM. Furthermore, the contrast persists even after iron extraction, as shown by 

some studies on mouse brains [84]. The main source of contrast in WM lies in 

the presence of myelin fibers. In fact, the contrast between WM and GM is 

considerably reduced in case of demyelination. The  inhomogeneity in WM is 

detectable at a microscopic [40] and macroscopic level, considering 

respectively the alternation of proteo-lipid-protein layers in the myelin sheath 

and the presence of elongated compartments. In fact, the frequency shift 

measured through a GRE sequence depends on the orientation angle of the 

myelinated fiber with respect to the magnetic field, according to the relation 

[39]: 

∆𝑓

𝑓0
=

4

3
𝜋𝜒𝑖𝑠𝑜 + 2𝜋𝜒𝐿𝑠𝑖𝑛2Ф                                       (5.1) 

 

where 𝜒𝑖𝑠𝑜  is a contribution to tissue magnetic susceptibility from isotropically 

distributed components of cellular structures (free floating organelles, proteins, 

and lipids), 𝜒𝐿  is a contribution to tissue magnetic susceptibility from 

longitudinally arranged components (neurofilaments and myelin sheath) and Ф 

is the angle between direction of the external magnetic field B0 and orientation 

of neuronal fibers.  

The quantification of magnetic susceptibility differences () due to various 

orientations in white matter is an issue well addressed  by a technique called 

Susceptibility Tensor Imaging (STI) that quantifies the amount of magnetic 

susceptibility anisotropy, due to the micro-architecture and chemical 

arrangement of the neural tissue being probed [85, 86]. However, in order to 

compute the susceptibility tensor it is necessary to acquire the signal along at 

least six different orientations of the sample with respect to the static magnetic 

field B0 [86]. This represents an intrinsic limitation of STI imaging, since the 

sample rotation is hardly practicable in the case of clinical applications in 

humans. 

The assessment of magnetic susceptibility inhomogeneity due to iron in the 

human brain is of paramount importance in the field of MRI diagnostics. Iron 

(as well as other redox metals, see [37]) plays a key role in the maintenance of 



 

138 
 

brain homeostasis. On the other hand, an inappropriate amount or availability 

of iron causes the onset of toxic reactions that produces free radicals. Indeed, 

an abnormal amount of iron and iron-storage proteins was found in 

Parkinson’s disease [17], Alzheimer’s disease [37], Multiple Sclerosis [87, 88], 

and other disabling disorders as migraine and chronic daily headache [89]. The 

evaluation of iron content in vivo is currently performed through the use of 

Quantitative Susceptibility Mapping methods (QSM) [90], for which a strong 

correlation between chemically determined iron concentration and bulk 

magnetic susceptibility was shown in deep gray matter structures. On the other 

hand, this technique is not as much accurate in the white matter, where the 

contribution from diamagnetic myelinated fibers causes misinterpretation of 

data [91]. Furthermore, there are some critical points in the use of QSM. QSM 

provides susceptibility maps from the background corrected phase images, 

using complex algorithms that present intrinsic problems (see Discussion for 

further details).  

Motivated by previous results obtained in vitro, I investigated here the 

dependence of the AD-γ parameter quantifying pseudo-superdiffusion of water, 

on local  driven by magnetic field inhomogeneity in human brains. 

 

 

5.2 Materials and Methods  
 

5.2.1 Data acquisition 

 

Eight healthy volunteers (4 men, 4 women; mean age +/- standard deviation 

[SD] = 25 +/- 1 years) participated in this study21, after providing informed 

written consent, according to the national laws and to the local ethics 

committee guidelines. None of the subjects had a history of stroke or head 

injury, nor of any other neurological or psychiatric disease. The volunteers 

underwent MRI examination using a 3.0 T Siemens Magnetom Allegra (Siemens 

Medical Solutions, Erlangen, Germany), with a circularly polarized transmit-

receive coil. The maximum gradient strength was 40 mT/m with a maximum 

slew rate of 400 T/m/s. The same MRI protocol was applied to all the subjects, 

                                                           
21 The study was approved by the Scientific Ethics Committee of Santa Lucia Foundation (Rome, Italy). 
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including T2*-weighted images (T2*WIs), and Diffusion Tensor Imaging (DTI) 

scanning. Particular care was taken to center the subject in the head coil and to 

restrain the subject’s movements with cushions and adhesive medical tape. 

T2*WIs were acquired using an Echo Planar Imaging sequence (EPI) with 

TR=5000 ms, flip-angle=90°, 4 different TEs=(10, 20, 35, 55)ms, matrix 

size=128x128, number of axial slices=32; slice thickness=3 mm, in-plane 

resolution=1.8x1.8mm2; Diffusion-Weighted Double Spin-Echo-Echo Planar 

Imaging (DW DSE-EPI) was acquired with TR/TE=6400ms/107ms; 

Δ/δ=72ms/35ms, and with the same geometry of T2*WIs. DW-Images (DWIs) 

were collected by using Diffusion-sensitizing gradients along 20 non-collinear 

directions sampled on a half sphere (see Figure 5.1) at 14 different b-values 

(100, 200, 300, 400, 500, 700, 800, 1000, 1500, 2000, 2500, 3000, 4000, 5000) 

s/mm2 plus the b=0 (b0) image with no diffusion weighting. The b-values were 

changed by varying the diffusion gradient strength and keeping  and  

constant. The number of sample averages (NSA) was 2 for each b-value, and the 

total acquisition time for the DW DSE-EPI protocol (applied without the use of 

parallel imaging) was approximately 52 minutes. An anterior-posterior phase 

encoding direction was used for all the scans. The axial slice package was 

positioned parallel to the anterior-posterior commissure axis and 

perpendicular to the mid-sagittal plane.  

 

 

5.2.2 Data analysis 

 

The pipeline of data acquisition, pre-processing and analysis is provided in 

Figure 5.2. The pre-processing of data was performed with the use of FMRIB 

Software Library, v5.0 (FSL, [75]). The T2*WIs were realigned to the image 

acquired with TE=10ms, in order to correct for head movements, via a 6 

degrees of freedom (DOF) transformation, using the FSL linear image 

registration tool (FLIRT) [92]. The T2*WI acquired with TE=10ms was then 

registered to the b0-image, via a 12 DOF affine transformation with 

Normalized-Correlation cost function and tri-linear interpolation. Finally, the 

combination of the two transformation matrices was applied to all T2*WIs. The 

DWIs were realigned with respect to the b0 and corrected for and subjects’ 

movements and eddy-current induced distortions adopting the b0-image as a 

reference image.  
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5.2.2.1   Correction of eddy current induced distortions 

 

While the eddy current correction is not necessary for in vitro experiments, 

because the inductive losses due to eddy currents are negligible for small 

samples, for large samples as the human head it is a mandatory step. In fact in 

this case the losses due to eddy currents dominate the resistance R of the coils 

that causes thermal noise [46], and much more noise is provoked by the 

induced distortions. The eddy currents are generated by the interference with 

conductive materials or most of all owing to the rapid switching of intense 

diffusion gradients. These electric induced currents possess an inductance, thus 

generate magnetic field that distort the main magnetic field and the diffusion 

gradients. The distortions effect is more evident with the use of strong diffusion 

gradients (or high b-values). Consequently, the DWIs appear distorted, with 

image scaling artifacts (such as compression), from gradients in phase-encode 

direction, global position shifts (from shifts in the B0 field), or shearing artifacts 

(from induced gradients in the frequency-encoding direction). 

The correction for eddy current distortions is a delicate passage in the analysis 

of DW-data. In previous works concerning the use of AD-γ imaging in the 

human brain, De Santis et al. and Palombo et al. [22, 29] addressed to this issue 

by using in FSL the function eddy_correct. The algorithm underneath this 

function allows to correct for eddy currents but in a generic way, since it is 

automated and does not consider neither the used b-values nor the chosen set 

of gradient directions.  

Here I implemented this step of data analysis by using the EDDY tool, that, 

according to recent results, has shown better performances compared to the 

FSL’s earlier eddy_correct function [93]. EDDY tool requires in input the set of 

gradient directions, the b-values and some acquisition parameters that take 

into account the acquisition direction and verse (A/P or P/A, R/L or L/R, S/I or 

I/S), the used TE, the EPI factor, the number of slices and the diffusion gradient 

duration. The procedure is a bit time-consuming with respect to eddy_correct, 

but it is an acceptable cost to pay in the pre-processing step, since it reduces 

significantly image artifacts even at the highest b-value used. A better 

correction would be obtained by performing the preliminary step of TOPUP, 

which starting from two b0-images acquired in opposite directions is able to 

reconstruct the map of magnetic field inhomogeneity (for example due to the 

presence of strong magnetic susceptibility differences at the interface between 

water and air in the frontal sinus). Owing to the lack of these acquisitions I 
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skipped this preliminary step, obtaining however a sensible reduction of eddy 

current distortions.  

 

 

5.2.2.2   Extraction of parametric maps  

 

The DTI maps were extracted using all the DWIs acquired up to b=1500 s/mm2 

with DTIFIT tool, which returns the maps of eigenvalues (λ1, λ2, λ3, with 

λ1>λ2>λ3), eigenvectors (v1, v2, v3), Mean Diffusivity (MD) and Fractional 

Anisotropy (FA). The axial (D//) and radial (D┴), diffusivities were computed 

as follows: D//= λ1, D┴=(λ2+λ3)/2. The T2*WIs and the DWIs were filtered using 

pixel-wise adaptive Wiener filtering (window size of 2x2 pixels) in MATLAB 

R2012b (MATLAB Release 2012b, The MathWorks, Inc., Natick, Massachusetts, 

United States). Custom-made MATLAB scripts were employed to extract R2* 

from the set of T2*WIs with a linear least-square fitting, and to extract the γ-

exponents (γ1, γ2, γ3, with γ1>γ2>γ3) projected along the three axes of DTI-

reference frame (DTI-rf) [22] from the set of DWIs acquired up to b=5000 

s/mm2, using trust-region-reflective least square algorithm for minimization 

with a non-linear fitting procedure and parallel computing [94]. The theoretical 

model used is an extension of the procedure adopted for the MSC experiment. 

Differently from the in vitro investigation, where the estimation of an apparent 

γ along 3 orthogonal directions was acceptable considering the simple 

geometry and the cylindrical symmetry, in the case of human brain we need to 

estimate a whole tensor. I adopted here the same approximation used in De 

Santis et al. [22], that consists in considering the scalar products between the 

DTI eigenvectors and the gradient vectors. This procedure is equivalent to 

project the 𝜸⃡ components in the DTI-reference frame. The theoretical model 

used in the fitting procedure is the following:  

 
𝑆(𝑏)𝑖

𝑆0
= 𝐴𝑒𝑥𝑝 [−𝐷𝑔𝑒𝑛1

(𝑏(𝑽𝟏 ∙ 𝒈𝒊))
𝛾1

− 𝐷𝑔𝑒𝑛2
(𝑏(𝑽𝟐 ∙ 𝒈𝒊))

𝛾2
− 𝐷𝑔𝑒𝑛3

(𝑏(𝑽𝟑 ∙ 𝒈𝒊))
𝛾3

] + 𝑐  (5.2) 

 

for the normalized DW signal acquired along the i-direction, as a function of b-

values. The AD occurring in the i-direction is considered as the linear 

combination of the AD occurring along 3 orthogonal directions, representing 

the main AD axes. Correspondingly 3 values of γ and the generalized diffusion 

constant Dgen are obtained as outputs on a voxel by voxel basis. The c constant 
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takes into account the noise floor, thus the fact that for infinite b-values the 

signal attenuates to a non zero value.  

The choice of projecting the stretched γ-exponents along the axes of DTI-rf is 

based on the assumption that, to a first approximation, the AD and Gaussian 

diffusion share the same rotationally invariant reference frame [22]. From a 

computational point of view, this assumption corresponds to inserting the 

computed diffusion eigenvectors as fixed inputs within the theoretical 

expression used to fit the experimental DW-data. The algorithm used in the 

fitting procedure requires an initialization of the parameters to be estimated. 

In order to test for the stability of the fit, we performed the fit by initializing the 

γ-exponents to 1.0, and to 0.75. The differences found in the estimated γ-

exponents were in the order of 10-4, thus we proved that the fit was quite stable. 

Therefore, we initialized the stretched exponents to 1.0, since this is the value 

corresponding to Gaussian diffusion, and we expected to compute slightly 

inferior values in the analyzed tissue [20]. Once estimated the projected γ-

exponents, the following AD-parameters were computed: mean-γ (𝑀𝛾 =
𝛾1+𝛾2+𝛾3

3
), axial-γ ( 𝛾// = 𝛾1 ), radial-γ ( 𝛾┴ =

𝛾2+𝛾3

2
), γ-anisotropy ( 𝐴𝛾 =

√
3[(𝛾1−𝑀𝛾)

2
+(𝛾2−𝑀𝛾)

2
+(𝛾3−𝑀𝛾)

2
]

2(𝛾1
2+𝛾2

2+𝛾3
2)

), where γ// represented the projection of the 

anomalous exponent in the direction described by the first eigenvector v1 of the 

Gaussian diffusion tensor, whereas γ┴ was derived by an average of the other 

two orthogonal projections. Parametric maps of each subject were produced 

for DTI-metrics, AD-metrics and R2*.  

 

 

5.2.2.3   Signal to Noise Ratio and its effect on AD-γ estimation 

 

Low Signal to Noise Ratio (SNR) of DWIs acquired at higher b-values is an 

obvious drawback for AD techniques. In fact, the higher the b-value, the higher 

the signal attenuation and the stronger the effect of eddy current distortions, 

that could be not accounted for completely with the application of EDDY tool 

without TOPUP.  SNR of each DW image acquired at a certain b-value was 

assessed and the consequences of a low SNR on the gamma parameter 

estimation were investigated in two distinct ways.  

In order to estimate the SNR of DWIs, the method recently proposed by 

Descoteaux and Jones was used [77, 95]. The signal was estimated in the 
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splenium of the corpus callosum, and the background noise was estimated 

considering an area placed outside the brain, then the SNR was computed 

taking the ratio between the mean of the signal and the SD of the noise. SNR 

was evaluated for each b-value and diffusion gradient direction. The splenium 

of the corpus callosum was chosen because of its stressed directionality, which 

is left-right oriented with respect to the laboratory frame. Since we expect the 

most attenuated DW signal along the direction of the facilitated diffusion, that 

is along the main axonal direction, the SNR in the left-right (x) direction 

represents a good indication of the quality of the DW-data [77, 95]. The SNR of 

the splenium of the corpus callosum could be considered as representative for 

the SNR in WM. An area placed in the right thalamus, was considered to 

estimate the SNR in the GM, operating similarly.   

The effect of DWIs SNR on AD  estimation was investigated extrapolating a 

relation between  and the SNR of the b0-image on the basis of the study by 

Jones and Basser [96]. Approximating the theoretical model proposed in (5.1) 

to the expression 𝑆(𝑏) =  𝑆0𝑒−𝑏𝛾𝐷(𝑏) the following expression is derived:  

 

             𝑏𝑚𝑎𝑥
𝛾

=
𝑙𝑛(√

2

𝜋
𝑆𝑁𝑅0)

𝐷(𝑏)𝑚𝑎𝑥
                                               (5.3) 

 

Where SNR0 is the signal to noise ratio of b0 image and D(b)max is the maximum 

reliable value of the generalized effective diffusion constant Deff obtainable by 

using bmax. The  values extracted from the splenium of the corpus callosum and 

the thalamus and the experimental SNR0 obtained from DW images were used 

to calculate all the D(b)max associated to each b-value. Then by inverting 

relation (5.3) theoretical γ-values were obtained, for a given simulated SNR0, 

and compared with the experimental values. 

Moreover, the effect of DWIs SNR on AD  estimation was investigated by 

adding Rician22 Noise to the DWIs. The simulated Rician Noise was added to the 

DWIs with the use of MATLAB, then the script for  extraction was run using 

the altered DWIs that were Gaussian filtered, as explained before. The 

procedure was repeated for increasing values of s, or the scale parameter, 

indicating increasing width of Rician distribution or, in other terms, 

exasperating noise. The behavior of SNR and Contrast to Noise Ratio (CNR) vs s 

                                                           
22 In probability theory, the Rice distribution, or Rician distribution is the probability distribution of the 
magnitude of a circular bivariate normal random variable with potentially non-zero mean. 
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was also examined considering two WM ROIs, one with orthogonal fibers one 

with parallel fibers with respect to B0.  

Finally, since AD-γ imaging technique requires the use of wide range of b-

values, which are known to be affected by low SNR, with the aim to investigate 

the commitment between the choice of b-values and the contrast of -maps  M 

in of different brain regions was evaluated considering different b-values 

ranges, spanning from 0-400 s/mm2, (i.e. b=0, 100, 200, 300, 400 s/mm2), to 0-

5000 s/mm2 (i.e. b=0, 100, 200, 300, 400, 500, 700, 800, 1000, 1500, 2000, 

2500, 3000, 4000, 5000 s/mm2). Specifically, the number of data points 

considered in the fit procedure, corresponding to the acquired DWIs volumes, 

varies as follows: 5 for the range 0-400 s/mm2; 8 for the range 0-800 s/mm2; 9 

for the range 0-1000 s/mm2; 10 for the range 0-1500 s/mm2; 11 for the range 

0-2000 s/mm2; 12 for the range 0-2500 s/mm2; 13 for the range 0-3000 s/mm2; 

14 for the range 0-4000 s/mm2; 15 for the range 0-5000 s/mm2. 

 

 

5.2.2.4   Automated selection of WM and GM regions and fibers orientation 

estimation 

 

In Figure 5.3 the selected Regions of Interest (ROIs) in GM and WM are shown 

for a representative axial, coronal and sagittal slice. The ROIs were extracted 

for each slice using a hybrid approach: standard WM and GM atlases were 

projected onto the subjects’ individual space, and the resulting masks of ROIs 

were eventually eroded to avoid partial volume effects. The FA individual maps 

were normalized to the FMRIB58_FA standard space template, using a full-

affine transformation. The calculated transformation matrix was subsequently 

inverted in order to map the ICBM DTI-81 Atlas [82] into native space of 

individual subjects, as described in Cherubini et al. [97]. Similarly, the Harvard-

Oxford subcortical Atlas [98] was normalized to MD maps with a 12 DOF affine 

transformation, returning personalized GM atlases.  

Finally, the ROIs selection was automatically performed by a customized 

MATLAB script: the cerebral-spinal fluid (CSF) and the ventricles were 

excluded by masking the R2* maps, zeroing all the pixels with R2* lower than 8 

s-1 and higher than 80 s-1; the resulting mask was combined with a mask 

obtained by the intersection of two thresholds: FA >= 0.6 and v1 >= 0.8, in order 

to select coherent WM fibers and avoiding partial volume effects at the 

contours of the WM-ROIs. The approximation of considering parallel axons in 
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each fiber bundle, neglecting the orientation dispersion, was reasonable 

considering the threshold applied to both FA and v1, which allowed to select 

coherent fibers bundles.  

If we consider a reference frame where the main direction of axonal fiber 

determines the x-direction, we might expect that the v1, representing the 

direction of preferential motion, adheres with the axon orientation. Sometimes 

this is not verified, because of the unavoidable tilting of the axonal frame with 

respect to B0. Thus a threshold of v1 >= 0.8 would be so high that only few 

voxels of WM ROIs would be considered. For this reason the v1 threshold was 

corrected for the orientation Ф of WM fibers with respect to the B0 field.  

The orientation angle Ф was estimated in a voxel considering the components 

of v1 as follows: Ф∗ = tan−1 (
𝑉1𝑧

√𝑉1𝑥
2+𝑉1𝑦

2
), and then computing Ф =

𝜋

2
− Ф∗.  

The effect of the employed v1 threshold on the correlation between AD-metrics 

and R2* in the WM was investigated and proved that, within certain limits, 

provided that the number of under-threshold voxels is sufficient, the 

significance of the linear correlation is barely affected (see Discussion for 

further details). Finally, ROIs masks were eroded by 2 pixels to avoid partial 

volume effects or contamination from adjacent structures. 

Among the selected GM ROIs I focused on the main components of the basal 

ganglia (putamen, put; globus pallidus, or pallidum, pall; caudate nucleus, caud), 

and the hippocampus (hipp), located in the medial temporal lobe, because of 

their high iron content with respect to the surrounding tissue [99]. 

Among the selected WM ROIs I considered bundles of fibers parallel and 

orthogonal to B0. The WM tracts perpendicular to B0 included (Figure 5.3) 

commissural fibers such as the genu, body and splenium of the corpus callosum 

(gcc, bcc, scc, respectively), oriented in the left-right direction, association 

fibers such as the sagittal stratum (ss) and the posterior thalamic radiations 

(ptr), and projection fibers such as the cerebral peduncle (cp), the anterior 

corona radiata (acr), oriented in anterior-posterior direction; the WM tracts 

parallel to B0 included the posterior limb of the internal capsule (plic), oriented 

in superior-inferior direction.  
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5.2.2.5   Iron content and magnetic susceptibility of selected ROIs 

 

In order to test the reliability of the acquired R2*, the correlation between R2* 

and iron content was tested in GM ROIs. Non-heme iron concentrations ([Fe]) 

of the basal ganglia (caud, put, pall) and thalamus (thal) were taken from the 

pivotal study by Hallgren and Sourander [99]. 

Magnetic susceptibility values of distinct WM and GM ROIs were taken from the 

work of W. Li et al. [100], for WM ROIs of gcc, scc, ss and GM ROIs of caud, put, 

pall. In the cited work QSM is performed at 3.0 T, in a cohort of healthy 

volunteers. Here the magnetic susceptibility χ-values are referred to the χ of 

CSF. Therefore they are negative for diamagnetic WM ROIs and positive for the 

paramagnetic GM ROIs.  

 

 

5.3 Statistical analysis  
 

DTI-metrics, AD-metrics and R2* were evaluated in each selected ROI, 

averaging over the pool of voxels, and computing the relative SD. Then mean 

values +/- SEM (standard error of the mean) were estimated; the presence of 

significant differences among means was investigated by using the Analysis of 

Variance (ANOVA), verifying the homogeneity of variances with a Levene’s test. 

Bonferroni’s correction was applied in the case of homogeneous variances, 

while Games-Howell correction was used in the case of non-homogeneous 

variances [101]. The correlation between diffusion metrics and χ-metrics and 

between diffusion metrics and R2* was assessed by means of Pearson’s 

correlation test. P-values < 0.05 were considered statistically significant.  
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Figure 5.1 – Gradient vectors scheme. 3D representation of the orientations of diffusion sensitizing 
gradients. The set of gradient directions is spread homogeneously over a hemisphere. The 3D plot 
was realized with MATLAB R2012b.  
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Figure 5.2 – Flow-chart illustrating the methods. a) Realignment of T2*WIs and DWIs, eddy current 
correction, coregistration of T2*WIs to b0 and the extraction of Diffusion Tensor Imaging (DTI)-
maps were performed with FSL (v5.0). b) The orientation of WM fibers Ф with respect to the 
magnetic field was estimated using trigonometric relations. R2*-maps and AD-maps were computed 
with MATLAB scripts (MATLAB R2012b), using non-linear least-square algorithms. AD-metrics 
(mean-γ, Mγ, axial-γ, γ//, radial-γ, 𝛾┴, γ-anisotropy, Aγ) were computed with formulas analogous to 
DTI-metrics (MD=Mean Diffusivity, FA=Fractional Anisotropy). c) A composition of thresholds on 
MD, FA and V1 maps and the use of standard atlases was adopted for WM and GM ROIs selection.  
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Figure 5.3 - Gray Matter (GM) and White Matter (WM) selected ROIs. a) Superimposition of GM ROIs 
selected from the Harvard-Oxford sub-cortical atlas adapted to the subject’s reference space over 
the respective MD map and of WM ROIs selected from the ICBM-DTI-81 atlas adapted to the 
individual subject’s reference space over the respective FA map. A representative subject in the 
cohort was chosen for the sake of clarity (put=putamen; pall=pallidum; hipp=hippocampus; 
caud=caudate nuclei; bcc=body of the corpus callosum; gcc=genu of the corpus callosum; 
scc=splenium of the corpus callosum; plic=posterior limb of the internal capsule; cp=cerebral 
peduncle; ss=sagittal stratum; ptr=posterior thalamic radiations; acr=anterior corona radiata).  

 

 

5.4 Results  
 

5.4.1 Signal to Noise Ratio and its effect on AD γ estimation 

 

The SNR of DWIs computed in the splenium and in the thalamus for each b-

value and direction of acquisition is shown in Figure 5.4. The highest SNR is 

obtained in the b0-image. The SNR in the splenium of the corpus callosum was 

approximately 32 in the b0-image, 18 in b=1000 s/mm2, and 5 in b=5000 

s/mm2 images, considering an average value over all 20 gradient directions. 

The lowest SNR in each b-value is obtained in correspondence of the left-right 

or x-direction for the splenium (Figure 5.4b). In fact the splenium is left-right 

oriented, and in the x-direction the diffusion is more facilitated and 

consequently, the signal is more attenuated. Specifically, in the x-direction at 
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b=1500 s/mm2 SNR was 6.5, while in the x-direction at b=5000 s/mm2 it was 

3.2. When considering the GM tissue, the SNR of a ROI placed in the right 

thalamus in the b0-image was approximately 44. It was approximately 15 in 

b=1000 s/mm2, and 4.5 in b=5000 s/mm2 images, considering an average value 

over the 20 gradient directions.  

In Figure 5.5, -values from the splenium of the corpus callosum and the 

thalamus of a single subject are displayed as a function of the simulated SNR0 of 

b0 images used to extract . The plot shows that  decreases proportionally 

with the SNR0. Moreover, it displays that experimental  values extracted 

(indicated by the arrows) are underestimated compared to the  values derived 

using an ideal SNR0=100. The decrease of  value becomes particularly critical 

for SNR0<20. For SNR0>20  is underestimated compared to the estimation 

obtained with the ideal SNR0=100. However, the difference between 

experimental  values and those derived using SNR0=100 is around 2%.  

The effect of artificial addition of Rician noise to the DWIs is shown in Figure 

5.6. The two extreme cases are here reported: s=0 corresponds to the set of 

rawdata, with the intrinsic original noise; s=50 corresponds to the worst-case 

scenario, where even at b=200 s/mm2 the DWI is really noisy. The comparison 

between the original DWI at b=200 s/mm2 and that one at b=5000 s/mm2 

evidences an inversion of contrast between WM and GM. The effect of Rician 

noise addition over SNR and the CNR between two WM ROIs is shown in Figure 

5.7. The scale parameters (s) of considered Rician PDFs are: s=0,10,15,30,50. In 

a first trial the same analysis was performed for values of s=0,2,4,6,8, but 

negligibly effects were reported for SNR, as well as for CNR. The values of Mγ 

evaluated in the two considered WM ROIs (acr, anterior corona radiata and plic, 

posterior limbs of internal capsule) do not vary remarkably within a wide range 

of s (0<s<15), but for extreme simulated noise levels (s=50) they are altered of 

more than 10%.  

In Figure 5.8 M values evaluated in the CSF, WM and GM of a cohort subject as 

a function of the b-value ranges are displayed. M values obtained by using b-

value ranges from 0-400 to 0-1500 s/mm2 are not reliable values because, as it 

has long been recognized [61, 62], a significant deviation of the experimental 

data from the mono exponential decay is observed beyond b=1500 s/mm2. On 

the other hand, the graph shows that the inclusion of b values higher than 2000 

s/mm2 improves the  parameter contrast. In particular, at b-value ranges 

around 0-4000 s/mm2 the maximum difference between CSF, GM and two 

different WM regions (characterized by fibers manly oriented perpendicular 

and parallel to B0 direction) can be obtained. 
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Figure 5.4 – Signal to Noise Ratio (SNR) of DWIs as a function of b-value and diffusion gradient 
direction. a) The SNR of a ROI in the splenium (red circles), and SNR of a ROI in the thalamus (blue 
circles), are plotted against the b-value (only some of the b-values are specified in the x-axis). The 
values of SNR corresponding to different gradient directions at the same b-value are plotted in a 
unique column, with the relative mean value indicated (solid squares for the splenium, solid circles 
for the thalamus). The SNR of the b0-image is indicated by the horizontal lines. The values of SNR 
for b-value b=1500 s/mm2 are indicated by the arrow, and are plotted in more details on the right. b) 
The SNR of DWIs at b=1500 s/mm2 varies depending on the diffusion gradient direction. The grey 
area in the plots indicates the inferior limit allowed for the reliability of DW data (SNR=3), 
according to Jones et al. [96].  Data are referred to a representative subject.    
 

 

Figure 5.5 - Mean values of  plotted against the simulated SNR of b0 image, for a ROI placed in the 
splenium and in the thalamus. The plot shows a decrease of  value proportional to SNRb0. The 
experimental  values are indicated by a red arrow for the splenium, and by a blue arrow for the 
thalamus and corresponds respectively to SNRb0=29 and SNRb0=49. Data are referred to a 
representative subject. The vertical gray rectangle excludes the values of SNR<3, and the horizontal 
gray rectangle denotes the unacceptable  values, because lower than 0.5.  
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Figure 5.6 – Effect of Rician Noise over DWIs appearance. Comparison between the original DWIs 
dataset, without any addition of Rician Noise (upper raw, s=0), and a set of DWIs with the addition 
of simulated Rician Noise, in the worst-case scenario (lower raw, s=50), for increasing b-values, 
measured in s/mm2. Data are referred to the same axial slice of a representative subject.  



Pseudo super-diffusion of water in healthy human brain: in vivo study 

153 
 

 

Figure 5.7 – Effect of Rician Noise over signal, contrast and Mγ estimation. a,b) Signal to Noise Ratio 
(SNR) and Contrast to Noise Ratio (CNR) of two WM ROIs (roi1=acr, roi2=plic), plotted against the 
b-value, for increasing values of Rician noise s, listed in the legend. The raw DWIs (without any 
Rician Noise addition) correspond to blue markers and lines. The DWIs with the highest noise (with 
a Rician distribution with s=50 correspond to purple markers and lines. c,d) Mγ evaluated in the two 
considered WM ROIs. 
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Figure 5.8 - Estimated Mγ values as a function of the b-values range. Mγ values with the relative 
standard deviations were estimated from DWIs, by considering different b-values ranges (reported 
in the x-axis) in WM ROIs with fibers parallel and orthogonal to the static magnetic field B0, in a GM 
ROI, and in a ROI placed in the CSF.  

 

 

5.4.2 Anomalous diffusion in WM vs free diffusion in CSF 

 

Using least squares minimization algorithms, the script extracting AD-γ with 

the relation expressed in (5.2) performs a curve fitting of the normalized signal 

vs b-value for each diffusion gradient direction. The use of a selected sensitizing 

gradient tunes the sensitivity of the diffusion investigation towards water 

diffusion along the specified direction. Figure 5.9 shows an anisotropic 

behavior of the DW signal decay in 3 orthogonal directions, depending on the 

cerebral tissue considered. The diffusion is isotropic in the CSF, where the 

signal decay is mono-exponential. Deviations from this behavior are found in 

the other two tissues, with a slight anisotropy in the thalamus and a remarkably 

anisotropy in the splenium. In particular, in the splenium the L/R direction 

corresponds to the direction in which the diffusion is facilitated, because it is 

oriented as WM fibers in corpus callosum. The other two directions show a 

signal compatible with restricted diffusion. Here the anisotropy considered is 
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that one of the signal decay, but it is a different concept compared to ‘fractional 

anisotropy’ derived in the DTI. 

 

 

Figure 5.9 – Anisotropic behavior of the DW signal vs b-value. DW signal acquired along 3 
orthogonal directions and normalized to the signal of the b0-image is plotted against b-value 
(measured in s/mm2) for a voxel placed in three different cerebral tissues (CSF, thalamus 
representative of GM, splenium representative of WM, from top to bottom).  

 

 

5.4.3 R2* reflects magnetic inhomogeneity in WM and GM ROIs 

 

The average orientation that an axon bundle forms with the B0 is provided by 

Ф=90°- Ф*, where Ф* is obtained using the components of the main diffusion 

eigenvector v1 (Figure 5.10a). By looking at the maps of FA and of fibers 

angles Ф, shown in Figure 5.10b, we may notice that ROIs with fibers 

differently oriented with respect to B0 show a similar contrast in FA maps, but 

a different contrast in the orientation Ф-map. The orientation is reference-

frame independent, being derived using the diffusion eigenvector. In Figure 

5.10c the value of R2* in selected WM ROIs is plotted vs Ф (i.e., the average 

orientation of WM fibers in a certain ROI). The plot shows that ROIs with a 
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prevalence of B0-parallel fibers (indicated with blue dots) are characterized by 

lower R2* values compared to those with a prevalence of B0-orthogonal fibers 

(indicated with red dots). The box in the plot shows that there is a significant, 

albeit moderate, linear correlation between R2* and Ф. Furthermore, a sine 

function fits well with R2* values vs Ф data (green curve). 

The behavior of R2* vs iron content is shown in Figure 5.10d. A strong linear 

correlation (r=-0.950) between R2* and [Fe] was found in GM ROIs. We 

considered only thal, caud, put and pall brain regions because of the lack of 

information about iron content extracted with uniform experimental methods 

in other sub-cortical GM ROIs.  

These results suggest that R2* obtained is affected by the orientation of 

myelinated fibers, and depends on the iron content in GM, and justify the study 

of AD-γ dependence on ∆𝜒 through its dependence on R2*.  
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Figure 5.10 – R2* dependence on magnetic inhomogeneity in WM and GM. a) Sketch indicating the 
main orientation of a WM tract. V1 is the main diffusion eigenvector. Here a single myelinated axon, 
represented by a succession of cylinders (internodal myelin), is depicted. The angle that the axon 
forms with the direction of the static magnetic field B0 is provided by Ф=90°-Ф*. b) FA map and the 
map of average Ф for a subject in the cohort. ROIs with a orthogonal fibers are colored in green (acr) 
and red (scc); ROIs with parallel fibers are colored in light blue (plic). c) R2* of WM ROIs with 
parallel fibers (blue dots) and orthogonal fibers (red dots), plotted against their orientation. The 
data are linearly fitted (black line), and fitted with a sine function (green curve). d) R2* of thalamus 
(thal), caudate nuclei (caud), putamen (put) and globus pallidus (pall), estimated from the 
parametric R2* maps and plotted vs non-heme iron contents taken from literature [99]. Pearson’s 
correlation coefficient r is reported in the box, together with the level of significance, P. 
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5.4.4 AD-metrics provide a peculiar contrast compared to DTI-

metrics 

 

The parametric maps of MD, FA, axial-D, radial-D (measured in mm2/s) 

constituting the DTI-metrics, the maps of Mγ, Aγ, axial-γ and radial-γ, 

(dimensionless) constituting the AD-metrics, and the maps of R2* are provided 

in Figure 5.11 for a representative subject. In Figure 5.12, M and MD maps of 

the same subject are illustrated to show the different image contrast provided 

by AD and DTI-metrics. Mγ provides a novel contrast compared to MD map, and 

in particular it highlights the interfaces between compartments with different 

magnetic susceptibility, for example in (1) the interface between the splenium 

and the CSF is enhanced (in the CSF γ = 1); the borders of thalamus are more 

evident in Mγ map compared to MD map (2), because of the high magnetic 

susceptibility inhomogeneity caused by its high iron content; the area 

surrounding the ventricles is more heterogeneous compared to MD map (3). 

These results underline the central role of the local  in providing  contrast. 

The ANOVA test revealed the presence of significant differences among 

parameters computed in different areas of brain parenchyma. Statistical 

analysis showed that the variation of the same parameter within the same 

anatomical fiber bundle or a sub-cortical area across individuals was 

remarkably limited. In regard to GM ROIs, caud was well discriminated from 

put by Mγ (P<0.005), γ┴ (P=0.001) and Aγ (P=0.001), R2* (P=0.001), D┴ (P<0.05) 

and FA (P<0.0001), and from pall by all the AD-metrics with P<0.0001 (for Aγ 

P<0.05), by R2* (P=0.005), D// (P<0.005) and FA (P<0.0001). On the other 

hand, MD, D// and D┴ could discriminate put from pall with a high level of 

significance (P<0.0001), whereas AD-metrics did not distinguish between them. 

γ// was the only parameter able to discriminate between caud and hipp 

(P=0.002). Finally, Aγ discriminated between put and hipp (P=0.001) and 

between pall and hipp (P<0.05), while FA differentiated all these structures 

(P<0.0001). Regarding WM ROIs ANOVA test showed that R2* was able to 

discriminate significantly only between gcc and ss (P<0.05), plic and acr 

(P<0.05), or plic and ss (P<0.01). Regarding the DTI-metrics, FA was the 

parameter with the highest number of significant comparisons, except for gcc-

bcc, gcc-scc (P>0.05). None of the DTI-metrics discriminated neither gcc from 

bcc, nor gcc from scc, which were instead discriminated by Aγ with P<0.0001. 

Mγ, γ┴ and Aγ were the only diffusion derived parameters able to distinguish 

plic from gcc (respectively, with P<0.05, P=0.01, P<0.0001). On the other hand, 
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AD-metrics did not discriminate between bcc and scc (except for Aγ, with 

P<0.026), while the DTI-metrics did (MD and D┴ with P<0.0001, FA with 

P=0.001, D// with P<0.05).  

 

 

Figure 5.11 – AD-metrics, DTI-metrics and R2* parametric maps in the subject’s native space, for the 
same axial slice (obtained from a single subject). The maps in the left show the AD-derived 
parameters: mean-γ (Mγ), axial-γ (γ//), radial-γ (γ┴), γ-anisotropy (Aγ); the maps on the right 
show the DTI-derived parameters: mean-diffusivity (MD), axial and radial diffusivity (D// and D┴), 
and fractional anisotropy (FA). The rate of relaxation (R2*) is illustrated in the middle. The color-
bar is reported next to each map with distinct contrast. 
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Figure 5.12 - Mean-γ (Mγ) and Mean Diffusivity (MD) parametric maps for a randomly chosen 
subject in the cohort, and magnification of the area containing the thalamus, the splenium of corpus 
callosum, and the ventricles. Several anatomical details are listed: (1) interface between the 
splenium and the CSF; (2) borders of the thalamus; (3) the surrounding of the ventricles.  

 

 

5.4.5 AD-metrics correlates with R2* in WM and GM ROIs 

 

In Figure 5.13 linear correlation plots between AD-metrics and R2* are shown, 

for WM ROIs and GM ROIs. The error bars indicate inter-subjects SD; only plots 

with a positive Pearson’s correlation test are shown (P<0.05). A strong 

negative correlation was found between Mγ, γ// and R2*, (respectively, r=-0.786, 

P=0.022; r=-0.822, P=0.012). On the other hand, γ┴ showed a moderate 

negative trend with R2* (r=-0.666, P=0.071, not shown in the figure), and no 

correlation was found between Aγ and R2*. In GM ROIs a strong negative 

correlation was found between Mγ and R2* (r=-0.997, P=0.003), γ┴ and R2* (r=-

0.989, P=0.011), while γ// exhibited a negative linear trend with R2*, and Aγ a 

positive one, not shown in the figure because they were both not significant. In 

WM ROIs no significant correlations were found between any of the DTI 

parameters and R2*. In Table 1 the mean values +/- SEM of AD and R2* metrics 

measured in the selected ROIs shown in Figure 5.3 are listed. Mγ, γ//, γ┴ and 
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Aγ in WM and GM are significantly different (P<0.0001), with Mγ lower in the 

WM compared to the GM (MγWM=0.761+/-0.052, MγGM=0.851+/-0.036), 

according to previous studies [19, 27, 28]. Similar results were obtained for the 

axial-exponent, (γ//WM=0.891+/-0.050, γ//GM=0.909+/-0.027) and for the 

radial-exponent (γ┴WM=0.693+/-0.060, γ┴GM=0.822+/-0.043). In contrast, Aγ 

was higher in the WM compared to GM (AγWM=0.183+/-0.041, AγGM=0.077+/-

0.023). Finally, R2*WM=(26.02+/-3.88) s-1 and R2*GM=(30.97+/-4.55) s-1. R2*WM is 

in good agreement with previous studies performed at B0=3.0 T in a cohort of 

subjects with ages around 25 years [102, 103]. 

 

 

5.4.6 Relation between AD-metrics and magnetic susceptibility  

 

The behavior of AD-metrics as a function of magnetic susceptibility in a subset 

of ROIs is reported in Figure 5.14. The vertical error bars represent the 

computed SEM for the measured parameters, and the horizontal error bars 

represent the SD on χ-values taken from literature [100]. The behavior of the 

investigated parameters vs χ was characterized by an opposite trend for WM 

compared to GM ROIs. As a consequence, the data points belonging to the two 

groups of ROIs were fitted separately. The lack of significance in the Pearson’s 

correlation tests may be motivated by the limited size of the sample (3 ROIs 

per group, thus 3 mean values per group). In WM ROIs, Mγ, γ// and γ┴ increase 

in parallel to χ increase. Conversely, in GM ROIs they decrease when χ increases, 

with the highest value of r for γ// in both cases (r=0.957 and r=-0.985, 

respectively).  
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Figure 5.13 - AD-metrics plotted vs R2*. Mean values of mean-γ (Mγ), axial-γ (γ//) in WM-ROIs (a,c) 
and of Mγ and radial-γ (𝛾┴), as a function of R2* in GM-ROIs (b,d). Error bars indicate inter-subjects 
SD; the linear fit, Pearson’s correlation coefficient and the significance level are indicated (gcc=genu 
of corpus callosum, cc; bcc=body of cc; scc=splenium of cc; plic=posterior limb of internal capsule; 
cp=cerebral peduncle; ptr=posterior thalamic radiations; acr=anterior corona radiata; ss=sagittal 
stratum; caud=caudate; put=putamen; pall=pallidum; hipp=hippocampus). 
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Figure 5.14 - R2* and AD-derived parameters plotted against  in WM and GM ROIs. Susceptibility 
values are taken from W.Li et al., 2011 [100], and are referred to those in the CSF. The vertical error 
bars represent the computed SEM for the measured parameters, and the horizontal error bars 
represent the SD on χ-values taken from the literature. The trends are indicated by linear fits, that 
are treated separately for WM and GM ROIs. Pearson’s correlation coefficients, r, are reported in the 
boxes, together with the level of significance, P (red boxes for WM ROIs, green boxes for GM ROIs). 
For the list of ROIs acronyms see Table 1. 



 

164 
 

Table 1 - AD-metrics and R2* mean values obtained in selected ROIsa 

 Mγ γ// γ┴ Aγ R2*(s-1) 

WMb ROIs Mean SEM Mean SEM Mean SEM Mean SEM Mean SEM 

gcc 0.780 0.015 0.921 0.012 0.709 0.017 0.224 0.009 23.89 1.44 

bcc 0.761 0.028 0.896 0.031 0.694 0.027 0.180 0.011 25.58 1.24 

scc 0.792 0.010 0.904 0.011 0.735 0.010 0.158 0.007 26.08 1.01 

plic 0.833 0.012 0.943 0.006 0.778 0.016 0.151 0.009 22.25 0.60 

cp 0.732 0.011 0.823 0.007 0.687 0.014 0.129 0.009 27.76 0.92 

ptr 0.734 0.010 0.909 0.008 0.646 0.013 0.230 0.011 24.54 0.51 

acr 0.715 0.008 0.853 0.008 0.646 0.009 0.189 0.006 28.67 1.38 

ss 0.727 0.014 0.877 0.011 0.652 0.017 0.202 0.012 29.37 2.16 

GMc ROIs 
Mean SEM Mean SEM Mean SEM Mean SEM Mean SEM 

caud 0.892 0.004 0.938 0.005 0.869 0.005 0.061 0.005 27.07 0.78 

put 0.833 0.007 0.911 0.004 0.795 0.009 0.098 0.005 32.78 0.59 

pall 0.821 0.015 0.884 0.009 0.790 0.018 0.090 0.008 34.92 1.43 

hipp 0.856 0.010 0.902 0.008 0.833 0.011 0.061 0.004 29.10 2.01 

aThe error on the estimation of each parameter was taken as the standard error of the mean (SEM). Mγ, γ//, γ┴, 
Aγ are dimensionless quantities.  

bgcc=genu of corpus callosum; bcc=body of corpus callosum; scc=splenium of corpus callosum; plic=posterior 
limb of internal capsule; cp=cerebral peduncle; ptr=posterior thalamic radiations; acr=anterior corona 
radiata; ss=sagittal stratum;   

ccaud=caudate nuclei; put=putamen; pall=pallidum; hipp=hippocampus.  

 

 

5.5 Discussion 
 

5.5.1 Overview of experimental methods and reliability of DWIs 

 

 
Motivated by previous results obtained in vitro on inert samples, excised 

human tissues [20, 26] and fixed mouse spinal cord [42] the aim of this work 

was to investigate if the AD γ-imaging in the human brain imaged at 3.0 T 
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depends on the  anisotropy distribution in addition to the multi-

compartmentalization of water.  

Since the critical point in AD-γ imaging is the fact that the DW signal is acquired 

up to high b-values (bmax=5000 s/mm2 in this experiment), it is fundamental to 

estimate the SNR in order to establish the reliability of DWIs data.  

In Figure 5.4 the SNR of the splenium of the corpus callosum and the thalamus 

from a single subject is plotted against the b-value. In all experiments, the SNR 

was higher than 3, which is the lowest acceptable value for considering DW 

data reliable [77].  Moreover, the plot in Figure 5.5 shows that experimental  

values extracted are slightly underestimated compared to the  values derived 

using an ideal SNR0=100. In fact the difference between experimental  values 

and those derived using SNR0=100 is around 2%. The addition of artificial 

Rician noise to the DWIs didn’t affect neither SNR nor CNR for s<8, and the 

value of Mγ did not vary remarkably within a wide range of s (0<s<15). Instead, 

SNR and CNR were considerably reduced as well as Mγ (reduction of more than 

10%) for s=50. However, such a noise is pretty unlikely from an experimental 

point of view (it was the worst-case scenario). The graph in Figure 5.8 shows 

that the inclusion of b values higher than 2000 s/mm2 improves the  

parameter contrast. In particular at b-value ranges around 0-4000 s/mm2 the 

maximum difference between CSF, GM and two different WM regions 

(characterized by fibers differently oriented) can be obtained. 

 

 

5.5.2 R2* reflects magnetic susceptibility inhomogeneity in WM 

and GM ROIs 

 

As a preliminary study, the dependence of R2* on  variations at 3.0 T in was 

investigated in the cohort of healthy subjects (Figure 5.10). As illustrated in 

Chavhan et al., [72], transverse relaxation in GRE sequences is a combination of 

intrinsic T2 relaxation and relaxation caused by magnetic field inhomogeneities. 

Considering the rate of relaxation, this means: R2* = 1/T2* = 1/T2 + γB0, where 

γ is the gyromagnetic ratio. This turns out into R2* = R2 + R2’. In order to 

validate our method, we considered the two main aspects that influence R2’ 

through the occurrence of local B0 inhomogeneity, hence both the orientation of 

myelinated axons in WM and the amount of iron content in subcortical GM 
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structures. Rudko et al. [104], suggested that R2* depends on tissue orientation 

in WM and cortical GM, performing GRE at 18 different sampling angles on 

fixed rat brains at 9.4 T. In their work, these authors showed that R2* had a 

sinusoidal dependence on the orientation of the tissue in WM, whereas no 

orientation dependence is present in the basal ganglia, where R2* is influenced 

by iron concentration only.  

On a first approximation, a significant linear correlation between R2* and Ф was 

found (r=0.381, P<0.0001). Moreover, this seems to replicate previous findings 

by Rudko et al. [104]. Indeed the sine function fitted well to data (green curve 

in Figure 5.10). However, owing to the lower intensity of H0 (which in our case 

was 3.0 T), the effect of local B0 on R2’, and thus on R2*, is less evident 

compared to that observed by Rudko et al.  

The relation between iron content and R2* in human brain is supported by a 

conspicuous amount of works [91, 105-107]. According to literature, we found 

a strong linear correlation (r=-0.950, P=0.05) between R2* and iron content [Fe] 

values taken from literature (Figure 5.10d).  

These results suggest that the measured R2* reflects  inhomogeneity due to 

the orientation dispersion in WM, and  inhomogeneity in the deep GM nuclei 

due to differences in iron content.  

 

 

 

5.5.3 AD-metrics relation with χ and R2* 

 

After studying the link between R2* and Δχ in brain, the relation between AD-

metrics and R2* was examined and that one between AD-metrics and  in WM 

and GM. 

Considering χ as taken from literature, we found the peculiar behavior of R2* vs 

 (Figure 5.14). The dependence of AD-metrics on  in both WM and GM ROIs 

(shown in Figure 5.14) is consistent with the results presented in Figure 5.13, 

in which the significant linear correlations between AD-derived parameters 

and R2* are shown. Conversely, we did not find significant correlations between 

any of the DTI-metrics with R2*, in agreement with Nair et al. [108]. In Nair et 

al.’ s work DW-data of shiverer and wild type mice are compared. It is shown 

that DTI-metrics are only feebly affected by  variation at 9.4 T. We infer that 

at lower H0 strengths the effect of  on DTI-derived parameters is neglected.  
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In particular, AD-metrics showed a strong negative correlation with R2* in both 

WM and GM (Figure 5.13). These results suggest that the AD-metrics are 

sensitive to R2* inhomogeneity due to  in human WM and GM, originating 

respectively by differences in myelin density/orientation and  at the 

interfaces between myelin and the neighboring cells, and by local differences in 

iron content.  

With respect to the factors contributing to R2* in GM, the  causing R2’ 

variations have a dominant role compared to R2 effect due to microstructure. 

The similar trend of AD-metrics vs R2* and AD-metrics vs χ in GM is thus 

reasonable, considering that both R2* and  are related to iron content in deep 

GM nuclei. In fact, experimental evidence indicates that there is a high linear 

correlation between R2* and the non-heme iron concentration, especially in 

sub-cortical GM [105-107].  

Differently from GM ROIs, Mγ, γ// and γ┴ vs χ showed increasing trends in WM 

(Figure 5.14), although the correlation was not significant or marginally 

significant due to the small amount of points (gcc, scc, ss). Moreover, Mγ and 

γ// vs R2* showed significant strong negative correlations (see Figure 5.13). 

These results may be interpreted considering the origin of magnetic 

susceptibility inhomogeneity in WM.  

 

 

5.5.4 Magnetic susceptibility inhomogeneity in WM  

 

In WM there is an interplay between two factors contributing to R2*: 1) R2’ 

variations along myelinated fibers are caused by  at microscopic and 

macroscopic scale due to different WM orientations with respect to B0 and to 

the modulated shape of axonal fibers [109-111]; 2) R2 variations in WM are 

mainly due the differentiated microstructure, thus the distribution of axonal 

diameters, myelin fraction, and axonal density.  

Δχ anisotropy at the microscopic scale originates from the radial arrangement 

of oriented lipo-protein chains constituting the multi-layers of the myelin 

sheaths [39, 40, 85]. By considering a  anisotropy of the membrane lipids from 

isolated human lipo-proteins of about -0.223 ppm [112] and a lipid volume 

fraction in WM of about 16% [85], Δχ is in the order of 0.018 ppm [38]. In fact 

not only the lipid density, but also the way lipids are spatially organized with 
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respect to B0 are important factors contributing to the Δχ anisotropy in WM 

(Figure 5.15).  

The Δχ anisotropy at a macroscopic scale arises from the presence of elongated 

compartments, provided with the myelin sheath and containing cytoplasm, and 

exhibits a sine-squared orientational dependence ~𝑠𝑖𝑛Ф2 with Ф the angle of 

the axon with respect to B0  [113]. 

By looking at the values listed in Table 1, we notice that Mγ, γ// and γ┴ are 

higher in WM fiber bundles oriented parallel to B0 (for example plic), compared 

to the ones oriented orthogonally to B0 (for example gcc, scc). Conversely R2* is 

lower in plic compared to other ROIs, confirming previous results [104, 114-

116] and according to the orientational dependence of χ  found by Duyn et al. 

[113].  

 

 

5.5.5 Discrimination of WM and GM ROIs 

 

Considering WM ROIs, DTI-metrics discriminated with higher level of 

significance between ROIs with fiber bundles similarly oriented with respect to 

B0, whereas AD-metrics were more effective in discriminating between ROIs 

with B0-parallel fibers from ROIs with B0-orthogonal fibers (for example plic 

from gcc, acr, ptr, ss). This is most likely due to the orientational dependence of 

χ, which is reflected by the AD- exponent, as shown in these results. Focusing 

on a bundle of myelinated fibers homogeneously oriented with respect to B0, 

such as the corpus callosum, DTI-metrics were able to discriminate between 

the body and the splenium of the corpus callosum. Conversely, AD-metrics were 

unable to discriminate between them, with the exception of Aγ.  

This outcome could be a replication of AD in vitro studies performed on 

phantoms with known  and simplified microstructural heterogeneity [20, 25, 

26], which proved that the AD γ-exponent is influenced by both the  

inhomogeneity and the multi-compartmentalization of the environment 

explored by diffusing water molecules. In the corpus callosum the competition 

between the two effects (diffusion multi-compartmentalization and ) upon 

which the  AD-contrast is based may smooth the local differences of γ-

exponent between regions. In fact, from a microstructural point of view, the 

corpus callosum is characterized by a uniform and dense distribution of axon 

diameters in the genu and splenium, presenting instead a wider distribution of 
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axon diameters, with a lower density, in the body [83]. Hence the AD-exponent 

should reflect the differential diffusion compartmentalization explored by 

water. On the other hand, myelinated fibers in the corpus callosum maintain 

the same orientation with respect to B0, which turns out in the uniformity of  

due to the lack of orientation dispersion. Moreover, about the strength of Gint 

originating from  between axons and closest tissues, it depends not only on 

the magnitude and direction of B0, but also on the reciprocal relationship 

between the diffusion length of water molecules (ld), and their dephasing length 

(l*) [117, 118]. 

The investigation of AD and DTI-metrics behavior in the corpus callosum 

compared to other WM regions constituted by fibers oriented perpendicularly 

to corpus callosum, provides further indication about the simultaneous 

dependence of AD-contrast on both multi-compartmentalization and  effects 

in tissue.  

Similarly to what found in the WM, the results of multiple comparisons 

between GM regions may be justified considering the concomitant effect of  

and microstructure on AD-metrics. As a general comment, we may notice that 

those GM ROIs which were well discriminated by AD-metrics (i.e., as caud from 

put and caud from pall) were also well discriminated by R2*, most likely owing 

to the predominance of  effect compared to the multi-compartmentalization 

effect. For what concerns the discrimination between put and pall, instead, DTI-

metrics were more effective, and this is in agreement with recent results 

showing an increased value of FA in the globus pallidus, compared to that 

observed in the putamen, caudate nucleus and thalamus [119]. 

 

 

5.5.6 Is AD-imaging appealing in the field of neurology? 

 

The assessment of magnetic susceptibility inhomogeneity in the human brain is 

of paramount importance in the field of MRI diagnostics. Indeed, on the basis of 

recent results, the link between an abnormal iron deposition in brain gray 

matter and the onset and development of several neurodegenerative diseases is 

generally recognized by the scientific community. Iron (as well as other redox 

metals, see [37] plays a key role in the maintenance of brain homeostasis. On 

the other hand, an inappropriate amount or availability of iron causes the onset 

of toxic reactions that produces free radicals. An explanatory description of the 
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chain reaction that produces oxidative stress (see Figure 5.16) in nervous cells 

is provided in [17]. As a matter of fact, an abnormal amount of iron and iron-

storage proteins was found in Parkinson’s disease [17], Alzheimer’s disease 

[37], Multiple Sclerosis [87, 88], and other disabling disorders as migraine and 

chronic daily headache [89]. The evaluation of iron content in vivo is currently 

performed through the use of Quantitative Susceptibility Mapping methods 

(QSM) [90], for which a strong correlation between chemically determined iron 

concentration and bulk magnetic susceptibility was shown in deep gray matter 

structures [91]. On the other hand, this technique is not as much accurate in the 

white matter, where the contribution from diamagnetic myelinated fibers 

causes misinterpretation of data [91]. Furthermore, there are some critical 

points in the use of QSM.  

QSM provides susceptibility maps from the background corrected phase images, 

using complex algorithms such as HEIDI (Homogeneity Enabled Incremental 

Dipole Inversion), based on the division of the Fourier space into three sub-

domains, solving the inverse field-to-source problem from gradient echo (GRE) 

phase to susceptibility. The Fourier transform of susceptibility (χ(k)), with k 

the k-space vector, cannot be determined in regions near the conical surfaces 

defined by k2-3kz2 = 0. A threshold method may approximate χ(k) values at the 

conical surfaces [120] but originates residual artifacts and noise amplifications, 

especially at high field. Another method is to increase the number of sampling 

orientations, by rotating the object in the scanner in at least three directions 

[86], prolonging the scan time and make it hardly feasible for routine in vivo 

studies.  

 

In summary, even if the spatial resolution achievable is good (0.5 × 0.5 × 2 mm3) 

with the use of fast imaging sequences [121], the main difficulties are: the need 

to use sophisticated and time consuming algorithms to ensure a good quality 

and accuracy of QSM images; the lack of a uniform reconstruction method to 

solve the inverse field-to-source problem; the presence of non-local phase 

effects, because the bulk susceptibility, depending on the geometry and 

orientation of the object, causes a phase information that could be spatially 

distant from the source of susceptibility changes; the dependence of the noise 

from the chosen algorithm [121]. Last but not the least, veins present a 

magnetic susceptibility of 0.45 ppm, that is higher compared to the χ of deep 

gray matter structures [121]. This causes further streaking artifacts, and may 

cover the information related to the regions of interest in the assessment of 

iron deposition. Conversely, the AD-MRI benefits from the susceptibility 
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induced contrast, as we suggest in our paper, and can be tuned to avoid the 

contribute of strong paramagnetic vessels. In fact, AD-MRI is based on water 

diffusion, and it involves the use of a range of b-values starting from 100 s/mm2 

to 5000 s/mm2, considering thus slower and faster dynamics. The contribution 

of vessels may be suppressed by considering b-values higher than about 200 

s/mm2 [122], which allows to eliminate the perfusion contribution of blood 

flowing in the vessels, affecting negligibly the estimation of AD-γ parameter.  

In conclusion, AD-MRI could be an alternative or complementary technique for 

the assessment of the bulk susceptibility inhomogeneity in in vivo studies on 

human brain. 

 

 

5.5.7 Critical points, limitations and improvements 

 

The set of diffusion sensitizing vectors used was sampled on a half sphere 

(Figure 5.1). An improvement in the acquisition will be simply obtained with 

the extension to the whole sphere, without duplicating the acquisition time. In 

fact, sampling on the whole sphere does not imply twice as many directions. 

From a diffusion perspective, sampling along v and -v is exactly equivalent, thus 

the two schemes sample the diffusion evenly and equally well (and with the 

same total acquisition time). The advantage, besides, pertains to the 

optimization in the correction of eddy current distortions: a set of diffusion 

gradients spread on the whole sphere facilitates correcting for eddy currents   

[57, 123]. Furthermore, the whole-sphere scheme can be easily derived from 

the half-sphere scheme, replacing half the vectors by their negations.  

A critical point of the data analysis is the use of thresholds to select only 

coherent WM fiber bundles. The conjecture here is that the choice of the 

threshold might bias the relation between AD-metrics and R2*. In order to 

quantify this possible bias, FA and v1 thresholds were varied and the Pearson’s 

correlation test between AD-metrics and R2* was repeated (Figure 5.17). The 

thresholds used are indicated in the plots by the red circles. The highest 

significance, indicated by arrows in the plots, is obtained applying very high 

thresholds (FA>0.7, v1>0.87), but already for v1>0.85 the number of voxels is 

considerably reduced, in a way that significantly affects the statistics.  
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A factor that potentially may have mitigated the dependence of the AD-metrics 

on  χ  is the fact that, according with De Santis et al. [22] the DTI reference 

frame approximation was used to extract M, A, // and , meaning that a 

coincidence between the DTI and AD reference frame was implied. In the 

present study, the projection of  parameters along the DTI eigenvectors could 

hide part of the dependence of -imaging contrast on χ. Therefore, it would be 

interesting to repeat this analysis by evaluating the AD-metrics in the reference 

frame of anomalous diffusion [21]. From a computational point of view this 

translates into the increasing of variables from 7 to 16, in order to estimate the 

𝜸⃡-eigenvectors. The number of unknowns is still acceptable in a set-up with 15 

b-values and 20 directions of acquisition.  
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Figure 5.15 - Susceptibility anisotropy in WM with respect to the static magnetic field. The diagram 
shows the composite environment experienced by a diffusing water molecule in WM. The direction 
of the facilitated diffusivity of extracellular water is indicated by the main diffusion eigenvector, V1 

(red arrow). At the top left an oligodendrocyte myelinating a couple of axons through its processes 
is depicted. The cutaway view of the myelinated axon in the middle of the image illustrates the 
myelin sheath surrounding the axon, and forming cytoplasmic wedges at the proximity of the node 
of Ranvier (a few myelin layers have been depicted for the sake of clarity). An astrocyte, illustrated 
at the bottom in light blue, branches towards the oligodendrocyte, the axon and a capillary. 
Microglial cells colored in light purple are linked to the internodal myelin. The  varies along the 
axonal direction, depending on the myelin sheath and its surroundings: 1 arises at the interface 
between the internodal myelin and the extracellular water, or eventually, the microglia (highlighted 
by the orange double arrow); 2 arises at the interface between the axonal membrane at the node 
of Ranvier and the interstitial water or glial cells (highlighted by the blue double arrow). From a 
macroscopic point of view,  anisotropy is generated by the orientation of myelinated fibers with 
respect to the static magnetic field B0, indicated by Ф in the sketch. The drawing, realized by hand 
and with the help of Paint, is not in scale. 
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Figure 5.16 – Pictorial view of the oxidative stress hypothesis proposed by Zecca et al. [17], 
explaining the role of free iron and iron bounded to transport and storage proteins. Image 
reproduced and edited from the same paper.  

 

 

 

Figure 5.17 – Analysis of the effect of FA and V1-thresholds on the significance of correlations 
between AD-metrics and R2*. Significance of Pearson’s correlation test between Mean-γ (Mγ) (a), 
axial-γ (γ//) (b), radial-γ (γ┴) (c) and R2* is plotted vs v1 thresholds, reported on the x-axis, for 
different FA thresholds, listed in the legend. The P-values corresponding to the thresholds used for 
data analysis are indicated by the red circles in the plots. The minimum P-value is indicated by the 
arrow. The number of voxels is considerably reduced for v1 thresholds higher than 0.85, represented 
by the gray region. 
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5.6 Conclusions 
 

In this work, the dependence of the AD γ-imaging on magnetic susceptibility 

differences  in the brain, due to myelin orientation with respect to B0 in the 

WM, and iron content in the GM was investigated. DW data by changing 

diffusion gradient strengths at a constant value of gradient duration  were 

acquired in a cohort of 25-years healthy subjects at 3.0 T. In this way the 

specific AD contrast of the derived γ-maps quantified the intravoxel diffusion 

heterogeneity in space, the so called pseudo-superdiffusion. The parameter γ 

was obtained essentially through a fit of a stretched exponential function to DW 

data, with the DTI-reference frame approximation.  

At the state of the art in literature there is no specific study investigating the 

correlation between AD-metrics and the well known and established R2* 

parameter in vivo, and none of the papers concerning the applications of AD in 

in vivo studies provided information on the implications of SNR and b-value 

range selection in the estimation of γ and the related contrast.  

The results obtained suggest that AD-metrics may reflect the inhomogeneity 

coming from Δχ among various tissues and compartments, and thus it might be 

useful as an indirect measure of myelin integrity and iron content. 

 

There is an evident interplay between two factors affecting AD γ-contrast: on 

one hand the multi-compartmentalization (thus the different lengths by which 

water diffuse into heterogeneous media and complex systems such as the brain 

tissue), on the other hand the susceptibility differences between different 

compartments. This last feature of  parameters is exclusively due to the fact 

that we quantify  by using MRI techniques. 

As the internal gradients generated by the difference of susceptibility increase 

with the increasing intensity of the magnetic field, this effect would be more 

remarkable at higher magnetic fields (7.0 T and higher).  

A second conclusion of this work is related to its potential impact in non 

Gaussian diffusion applications at high magnetic fields. The employment of 

high-field MRI (7.0 T) scanners for human brain investigation is becoming more 

and more popular. Depending on Δχ driven magnetic field inhomogeneity, the 

new contrast provided by the AD-γ imaging could open new perspectives in all 

MRI fields in which it is important to detect local Δχ changes, such as 

superparamagnetic contrast molecular imaging, functional imaging (Balla, 

Sanchez-Panchuelo et al. 2014), and neuroimaging aimed at monitoring both 
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microstructural changes and alterations due to iron [124] or other 

iron/paramagnetic impurities accumulation.
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Conclusions  
 

The objectives of this research activity were the evaluation of γ stretched 

exponent in biological tissues, the investigation of the contrast provided, and 

the clarification of the potential of AD-γ imaging in detecting microstructure 

characteristics of the tissues probed. A collateral but necessary goal to achieve 

was the implementation of the technique that allows to reconstruct 3D 

parametric maps of γ and related scalar invariants.  

 

The investigation regarded the application of AD-γ imaging in in vitro and in 

vivo experiments. The in vitro study was planned to gain the required 

knowledge about the effective applicability of the technique, and to prepare the 

ground for the investigation of the two factors determining the peculiar 

contrast provided. For the in vitro study a fixed mouse spinal cord was sampled 

at high magnetic field (9.4 T). This choice was motivated by two reasons: the 

simple geometry of the spinal cord, with its cylindrical symmetry and a 

preferential longitudinal orientation of myelinated axons allowed to 

quantifying γ exponent related to pseudo-superdiffusion along 3 orthogonal 

directions; the use of high field was convenient for the enhancement of local 

internal gradients driven by magnetic susceptibility differences which are 

known to affect the γ-contrast.  

Once tested in vitro, the AD-γ imaging was then applied to healthy human 

brains at magnetic field compatible with clinical studies (3.0 T). The in vivo 

application required additional knowledge and experimental trials to account 

for noise and distortions induced by the use of non-standard diffusion 

gradients (concerning intensity and their profile), and a particular pre-

processing. Furthermore, the complex geometry of the brain, with the presence 

of bundles of myelinated fibers variously oriented with respect to the magnetic 

field required the estimation of a full γ-tensor. This tensor was derived in the 

reference frame extracted with conventional diffusion techniques (specifically 

DTI), and implementing a stretched fitting procedure with the use of 

sophisticated least-squared algorithm, yet with an acceptable computational 

cost.  

 

The hypothesis of coincidence between the DTI-reference frame and the AD-

reference frame is a first order approximation, that could present an intrinsic 
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limitation of this technique. However, it is in principle possible to estimate the 

γ-tensor in the specific reference frame of superdiffusion, with the introduction 

of more unknowns in the fitting procedure. This requires further investigation 

in the stability of the fitting procedure with respect to an increased number of 

variables.  

Another major critical aspect is the need to maximize the signal without 

prolonging the acquisition time in in vivo studies. The total acquisition time 

strongly depends on the performances of the spectrometer used for the 

investigation, other than on the selected acquisition parameters. In particular, 

in this work the acquisitions were performed on a Siemens Allegra scanner at 

3.0 T. This device is not equipped with modern features that allow a 

parallelization of imaging. With this implementation, the acquisition time 

would be reduced considerably (by setting a particular modality called SENSE 

to double the value used for this acquisition, the time required would be 

reduced of 50%). The advantage of acquiring in parallel modality is to halve the 

acquisition time, allowing to increase the number of same acquisitions, raising 

thus the signal to noise ratio of diffusion weighted images.  
 

 

The results of the in vitro study on fixed mouse spinal cord confirm previous 

results concerning the contrast provided by pseudo-superdiffusion. In fact, 

parametric maps of γ showed to be able to highlight the interfaces between 

compartments with distinct magnetic properties, and the significant correlation 

found between γ and local magnetic inhomogeneity emerged here in the strong 

correlation between γ and R2*. Moreover, I found that AD γ-imaging is potential 

able to detect microstructural information of white matter tracts in spinal cord 

more specific and complementary to those provided by DTI, through the 

correlation of AD-metrics with histological features of the investigated tracts, 

such as the axon diameter distribution and axonal density. These 

microstructural features are of paramount importance in the early diagnosis of 

several neurodegenerative diseases, such as Multiple Sclerosis, were the 

demyelination is tract specific and size selective, and occurs first in the smallest 

fibers.  

In the in vivo study the dependence of the AD γ-imaging on magnetic 

susceptibility differences  in the brain, due to myelin orientation with 

respect to B0 in the WM and iron content in the GM, was investigated in a 

cohort of 25-years healthy subjects at 3.0 T. I found that AD-metrics, differently 

from DTI-metrics, is significantly related to R2*, and this suggests that AD-

metrics may reflect the inhomogeneity coming from Δχ among various tissues 
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and compartments, and thus it might be useful as an indirect measure of myelin 

integrity and iron content. As the internal gradients generated by the difference 

of susceptibility increase with the increasing intensity of the magnetic field, this 

effect would be more remarkable at higher magnetic fields (7.0 T and higher).  

Recently the employment of high-field MRI (7.0 T) scanners for human brain 

investigation has spread. The new contrast provided by the AD-γ imaging, 

depending on Δχ driven magnetic field inhomogeneity, could open new 

perspectives in all MRI fields aimed at the detection of local Δχ changes, such as 

superparamagnetic contrast molecular imaging, functional imaging and 

neuroimaging aimed at monitoring both microstructural changes and 

alterations due to iron or iron deposition.   

 

The correlation between AD-metrics and histological features of micro-

compartments found in mouse spinal cord is of paramount importance in the 

early diagnosis of several neurodegenerative diseases, such as Multiple 

Sclerosis, were the demyelination is tract specific and size selective. The 

correlation between AD-metrics and magnetic inhomogeneity found in both 

mouse spinal cord and in human brain coming from Δχ among various tissues 

and compartments, might be useful as an indirect measure of myelin integrity 

and iron content. On the other hand, DTI-metrics didn’t reflect magnetic 

susceptibility inhomogeneity neither in the ex vivo investigation, nor in the in 

vivo experiment. This lack of significant correlations between the conventional 

DTI-metrics with Δχ indicates that the techniques based on Anomalous 

Diffusion allow a more sensitive and specific investigation of tissue properties.  

 

In conclusion, the two factors affecting the γ contrast, hence multi-

compartmentalization and magnetic susceptibility inhomogeneity bestow the 

investigation of tissue microstructure through diffusion with an exquisite 

sensitivity and specificity. The outcomes of this research activity are promising 

concerning the perspective of adoption of AD-γ imaging as a novel diagnostic 

tool for in vivo assessment of myelin integrity and abnormal iron deposition in 

sub-cortical brain structures. 
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Appendix A – Basics and collateral knowledge  

A1. The Polarization of Electromagnetic Waves  
 

The electric component of an electromagnetic plane wave can oscillate in any 

direction normal to the direction of wave propagation (which is parallel to 

the so called k-vector). Suppose that the wave is propagating in the z-direction. 

It follows that the electric field can oscillate in any direction that lies in the x-

y plane. The actual direction of oscillation determines the polarization of the 

wave. For instance, a vacuum electromagnetic wave of angular frequency 𝜔 that 

is polarized in the x-direction has the associated electric field: 

𝑬 = 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑧)𝜺𝒙                                                        (A.1) 

where 𝜔 = 𝑘 ∙ 𝑐 . Likewise, a wave polarized in the y-direction has the electric 

field: 

𝑬 = 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑧)𝜺𝒚                                                        (A.2) 

These two waves are termed linearly polarized, since the electric field vector 

oscillates in a straight-line. However, other types of polarization are possible. 

For instance, if we combine two linearly polarized waves of equal amplitude, 

one polarized in the x-direction, and one in the y-direction, that oscillate 𝜋/

2 radians out of phase, then we obtain a circularly polarized wave: 

𝑬 = 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑧)𝜺𝒙 + 𝐸0 𝑠𝑖𝑛(𝜔𝑡 − 𝑘𝑧)𝜺𝒚                                  (A.3) 

This nomenclature arises from the fact that the tip of the electric field vector 

traces out a circle in the plane normal to the direction of wave propagation. To 

be more exact, the previous wave is a right-hand circularly polarized wave, 

since if the thumb of the right-hand points in the direction of wave propagation 

then the electric field vector rotates in the same sense as the fingers of this 

hand. Conversely, a left-hand circularly polarized wave takes the form: 

𝑬 = 𝐸0 𝑐𝑜𝑠(𝜔𝑡 − 𝑘𝑧)𝜺𝒙 − 𝐸0 𝑠𝑖𝑛(𝜔𝑡 − 𝑘𝑧)𝜺𝒚                                   (A.4) 

 

Finally, if the x- and y-components of the electric field in the previous two 

expressions have different (non-zero) amplitudes then we obtain right-hand 

and left-hand elliptically polarized waves, respectively. This nomenclature 
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arises from the fact that the tip of the electric field vector traces out an ellipse in 

the plane normal to the direction of wave propagation [125]. 
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A B S T R A C T

Motivated by previous results obtained in vitro, we investigated the dependence of the anomalous diffusion
(AD) MRI technique on local magnetic susceptibility differences (Δχ) driven by magnetic field inhomogeneity in
human brains. The AD-imaging contrast investigated here is quantified by the stretched-exponential parameter
γ, extracted from diffusion weighted (DW) data collected by varying diffusion gradient strengths. We performed
T2* and DW experiments in eight healthy subjects at 3.0 T. T2*-weighted images at different TEs=(10,20,35,55)
ms and DW-EPI images with fourteen b-values from 0 to 5000 s/mm2 were acquired. AD-metrics and Diffusion
Tensor Imaging (DTI) parameters were compared and correlated to R2* and to Δχ values taken from literature
for the gray (GM) and the white (WM) matter. Pearson's correlation test and Analysis of Variance with
Bonferroni post-hoc test were used. Significant strong linear correlations were found between AD γ-metrics and
R2* in both GM and WM of the human brain, but not between DTI-metrics and R2*. Depending on Δχ driven
magnetic field inhomogeneity, the new contrast provided by AD-γ imaging reflects Δχ due to differences in
myelin orientation and iron content within selected regions in the WM and GM, respectively. This feature of the
AD-γ imaging due to the fact that γ is quantified by using MRI, may be an alternative strategy to investigate, at
high magnetic fields, microstructural changes in myelin, and alterations due to iron accumulation. Possible
clinical applications might be in the field of neurodegenerative diseases.

1. Introduction

Within the past few years there has been much effort to improve
Magnetic Resonance imaging (MRI) techniques to provide suscept-
ibility maps, such as gradient echo (GRE) phase imaging (Rauscher
et al., 2005), Susceptibility Weighted-Imaging (SWI) (Haacke et al.,
2004), Quantitative Susceptibility Mapping (QSM) (Duyn et al., 2007)
and Susceptibility Tensor Imaging (STI) (Liu, 2010). Indeed, quantify-
ing susceptibility is profitable because its variations are related to
abnormally increased iron concentrations that characterize some
neurological diseases such as Parkinson's disease (Zecca et al., 2004),
Alzheimer's disease (Todorich and Connor, 2004), Multiple Sclerosis
(Schmierer et al., 2010), and other disabling disorders such as migraine
and chronic daily headache (Tepper et al., 2012). On the other hand,

the evaluation of iron content in vivo is a practical problem that has not
a reliable and sensitive method to be solved, despite the efforts done so
far (Bartzokis et al., 1997, 2007; Pfefferbaum et al., 2010). Moreover,
the quantification of magnetic susceptibility differences (Δχ) at the
interface between neighbouring tissues could be of great help for
highlighting tissues oriented along different directions compared to the
main magnetic field (Chen et al., 2013). In this regard, STI quantifies
the amount of magnetic susceptibility anisotropy, which is due to the
micro-architecture and chemical arrangement of the neural tissue
being probed (Lee et al., 2010; Liu, 2010). However, in order to
compute the susceptibility tensor it is necessary to acquire the signal
along at least six different orientations of the sample with respect to the
static magnetic field B0 (Liu, 2010). This represents an intrinsic
limitation of STI imaging, since the sample rotation is hardly practic-
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able in the case of clinical applications in humans.
In anomalous diffusion (AD) models, γ-maps representative of the

stretching parameter γ derived from fitting a stretched function S(b)
=S(0)exp(−(bD)γ) to diffusion weighted (DW) data, provide an inter-
esting and novel source of contrast in MRI (Magin et al., 2008; De
Santis et al., 2011; Hall and Barrick, 2012; Ingo et al., 2014). By using
a tensor representation of AD, scalar invariant indices such as the mean
γ (Mγ) and the γ anisotropy (Aγ) can be quantified in cerebral tissues
(De Santis et al., 2011). In particular, the AD contrast obtained by
using DW data acquired as a function of b-values and collected by
changing diffusion gradient (gdiff) strength at a constant value of Δ is
due to intravoxel diffusion heterogeneity in space. Specifically, water
molecules diffuse with considerably different free lengths, and this
mechanism is quantified by the stretched exponential parameter γ.
Some authors indicate this peculiar AD mechanism as ‘water jumping’,
formally derived in the space fractional derivatives approach (Magin
et al., 2008; Ingo et al., 2014); other authors refer to this mechanism
with the expression ‘pseudo-superdiffusion' processes (Palombo et al.,
2011, 2012; Capuani et al., 2013) due to both water multi-compart-
mentalization and Δχ at the interface between different compartments
(Palombo et al., 2012). In vitro studies performed by Capuani et al. on
phantoms with capillaries filled with polystyrene micro-beads dis-
persed in water (Palombo et al., 2011, 2012; Capuani et al., 2013)
showed a strong inverse correlation between measured internal
gradients (Gint) generated by Δχ and the γ parameter. This strong
correlation can be explained considering the coupling between diffu-
sion gradients (gdiff) and Gint which causes an irreversible DW signal
loss that can be modeled as a pseudo-superdiffusion process.
Specifically, local gradients induce a phase shift to the spins within a
space region strictly close to the interfaces, which adds up to the phase
shift given by the gdiff pulse, namely originating an effective gradient
Geff=Gint+gdiff. When Gint and gdiff are in the same order of
magnitude, some spins contribute to increase the DW signal attenua-
tion; other spins (that can be located far from the first ones) acquire a
phase that will help to increase the signal. Due to indistinguishable
spins associated with water molecules, this scenario mimics a super-
diffusion regime. The water signal disappears in one spot and appears
in another one, thus simulating long jumps of water molecules.

In γ-MRI the water diffusion is analyzed by means of the AD-model,
and this contrast mechanism seems to increase the sensitivity of the
technique to tissue interfaces. This suggests a dependence of the signal
of diffusing spins on local magnetic inhomogeneities (Palombo et al.,
2012; Capuani et al., 2013). Magnetic inhomogeneities can be quanti-
fied by Gint (De Santis et al., 2010) or by the transverse relaxation rate
(R2*=1/T2*). An alternative approach to take into account field
inhomogeneity is modeling the T2 decay as fractional order (Reiter
et al., 2016).

The Δχ inhomogeneity in the brain parenchyma mainly arises from
the presence of diamagnetic myelin sheaths and paramagnetic iron-
laden cells, and determines local magnetic field distortions, which
affect both the magnitude and phase of the MR signal (Yablonskiy and
Haacke, 1994). In the white matter (WM) the iron content does not
vary substantially across fiber bundles (Li et al., 2009), nor does myelin
density, despite the presence of magnitude and frequency differences in
GRE signal observed among myelinated fibers. It is rather the orienta-
tion of myelinated fiber bundles with respect to B0 that affects both
phase and amplitude of the GRE signal decay (Yablonskiy and Haacke,
1994; Chen et al., 2013; Rudko et al., 2014). Indeed, recent studies
showed that R2* in WM tracts perpendicular to B0 is double than that
of in parallel fibers (Sati et al., 2012).

In this work, we aim at highlighting, for the first time in brain
tissue, that AD γ-metrics, which are known to depend on water multi-
compartmentalization, also depend on magnetic susceptibility, when
quantified by DW-MRI. The working hypothesis of the γ-imaging
method is that γ-contrast embodies information deriving from both
Δχ-maps and DW-maps. Therefore, with the goal of investigating the

potential ability of γ MRI technique in reflecting the Δχ anisotropy
distribution in human brains, we planned to obtain AD (Mγ, Aγ, axial-γ
and radial-γ) and R2* parametric maps of the human brain in 8 healthy
subjects, and test the correlation between the AD-derived parameters
and R2*. Mean values of AD-metrics in WM regions including fibers
with different orientations with respect to B0 and in GM regions
characterized by different iron contents will be investigated, and
compared with values of Δχ taken from literature, and with measured
R2*.

2. Materials and methods

2.1. Data acquisition

This study was approved by the Scientific Ethics Committee of
Santa Lucia Foundation (Rome, Italy). Eight healthy volunteers (4
men, 4 women; mean age ± standard deviation [SD]=25 ± 1 years)
participated in this study, after providing informed written consent,
according to the national laws and to the local ethics committee
guidelines. None of the subjects had a history of stroke or head injury,
nor of any other neurological or psychiatric disease. The volunteers
underwent MRI examination using a 3.0 T Siemens Magnetom Allegra
(Siemens Medical Solutions, Erlangen, Germany), with a circularly
polarized transmit-receive coil. The maximum gradient strength was
40 mT/m with a maximum slew rate of 400 T/m/s. The same MRI
protocol was applied to all the subjects, including T2*-weighted images
(T2*WIs), and Diffusion Tensor Imaging (DTI) scanning. Particular
care was taken to center the subject in the head coil and to restrain the
subject's movements with cushions and adhesive medical tape.

T2*WIs were acquired using an Echo Planar Imaging sequence
(EPI) with TR=5000 ms, flip-angle=90°, 4 different TEs=(10, 20, 35,
55) ms, matrix size=128×128, number of axial slices=32; slice thick-
ness=3 mm, in-plane resolution=1.8×1.8 mm2; Diffusion-Weighted
Double Spin-Echo-Echo Planar Imaging (DW DSE-EPI) was acquired
with TR/TE=6400 ms/107 ms; Δ/δ=72 ms/35 ms, and with the same
geometry of T2*WIs. DW-Images (DWIs) were collected by using
Diffusion-sensitizing gradients along 20 non-collinear directions at
14 different b-values (100, 200, 300, 400, 500, 700, 800, 1000, 1500,
2000, 2500, 3000, 4000, 5000) s/mm2 plus the b=0 (b0) image with no
diffusion weighting. The b-values were changed by varying the diffu-
sion gradient strength and keeping Δ and δ constant. The number of
sample averages (NSA) was 2 for each b-value, and the total acquisition
time for the DW DSE-EPI protocol (applied without the use of parallel
imaging) was approximately 52 min. An anterior-posterior phase
encoding direction was used for all the scans. The axial slice package
was positioned parallel to the anterior-posterior commissure axis and
perpendicular to the mid-sagittal plane.

2.2. Data analysis

All the schematic steps describing the image processing are
illustrated in Fig. 1.

The pre-processing of data was performed with the use of FMRIB
Software Library, v5.0 (FSL, (Jenkinson et al., 2012)). The T2*WIs
were realigned to the image acquired with TE=10 ms, in order to
correct for head movements, via a 6 degrees of freedom (DOF)
transformation, using the FSL linear image registration tool (FLIRT)
(Jenkinson et al., 2002). The T2*WI acquired with TE=10ms was then
registered to the b0-image, via a 12 DOF affine transformation with
Normalized-Correlation cost function and tri-linear interpolation.
Finally, the combination of the two transformation matrices was
applied to all T2*WIs. The DWIs were realigned with respect to the
b0 and corrected for eddy-current induced distortions and subjects’
movements, adopting the b0-image as a reference image, with the use
of EDDY tool, which had shown better performances compared to the
FSL's earlier eddy_correct function (Graham et al., 2016). The DTI
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maps were extracted using all the DWIs acquired up to b=1500 s/mm2

with DTIFIT tool, which returns the maps of eigenvalues (λ1, λ2, λ3,
with λ1 > λ2 > λ3), eigenvectors (v1, v2, v3), Mean Diffusivity (MD) and
Fractional Anisotropy (FA). The axial (D//) and radial (D┴), diffusiv-
ities were computed as follows: D//= λ1, D┴=(λ2+λ3)/2. The T2*WIs
and the DWIs were filtered using pixel-wise adaptive Wiener filtering
(window size of 2×2 pixels) in MATLAB R2012b (MATLAB Release
2012b, The MathWorks, Inc., Natick, Massachusetts, United States).
Custom-made MATLAB scripts were employed to extract R2* from the
set of T2*WIs with a linear least-square fitting, and to extract the γ-
exponents (γ1, γ2, γ3, with γ1 > γ2 > γ3) projected along the three axes of
DTI-reference frame (DTI-rf) (De Santis et al., 2011) from the set of
DWIs acquired up to b=5000 s/mm2, using trust-region-reflective least
square algorithm for minimization with a non-linear fitting procedure
and parallel computing (Luszczek, 2009; Sharma and Martin, 2009).
The choice of projecting the stretched γ-exponents along the axes of
DTI-rf is based on the assumption that, to a first approximation, the AD
and Gaussian diffusion share the same rotationally invariant reference
frame (De Santis et al., 2011). From a computational point of view, this
assumption corresponds to inserting the computed diffusion eigenvec-
tors as fixed inputs within the theoretical expression used to fit the
experimental DW-data. The algorithm used in the fitting procedure
requires an initialization of the parameters to be estimated. In order to
test for the stability of the fit, we performed the fit by initializing the γ-
exponents to 1.0, and to 0.75. The differences found in the estimated γ-
exponents were in the order of 10−4, thus we proved that the fit was
quite stable. Therefore, we initialized the stretched exponents to 1.0,
since this is the value corresponding to Gaussian diffusion, and we
expected to compute slightly inferior values in the analyzed tissue (De
Santis et al., 2011). Once estimated the projected
γ-exponents, the following AD-parameters were computed: mean-γ
Mγ( = )γ γ γ+ +

3
1 2 3 , axial-γ γ γ( = )// 1 , radial-γ γ( = )γ γ

┴
+
2

2 3 , γ-anisotropy

⎛
⎝⎜

⎞
⎠⎟Aγ= γ M γ M γ M

γ γ γ
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2( + + )
γ γ γ1

2
2

2
3

2

1
2

2
2

3
2 , where γ// represented the projec-

tion of the anomalous exponent in the direction described by the first
eigenvector v1 of the Gaussian diffusion tensor, whereas γ┴ was derived
by an average of the other two orthogonal projections. Parametric maps
of each subject were produced for DTI-metrics, AD-metrics and R2*.

2.2.1. Signal to Noise Ratio, and γ dependence on SNR
Since low Signal to Noise Ratio (SNR) of DWIs acquired at higher

b-values is an obvious drawback for non Gaussian diffusion techniques,
we assessed both the SNR of each DW image acquired at a certain b-
value and the consequences of a low SNR on the gamma parameter
estimation.

In order to estimate the SNR of DWIs we followed the strategy
adopted in several recent papers (Descoteaux et al., 2011; Jones et al.,
2013). Considering axial slices, we selected an area in the splenium of
the corpus callosum to compute the signal, and an area placed outside
the brain to compute the background noise, and took the ratio between
the mean of the signal and the SD of the noise, as a function of the b-
value and of the diffusion gradient direction. The average value of SNR
over the cohort of subjects was then computed. We chose the splenium
of the corpus callosum because of its stressed directionality, which is
left-right oriented with respect to the laboratory frame. Since we expect
the most attenuated DW signal along the direction of the facilitated
diffusion, that is along the main axonal direction, the SNR in the left-
right (x) direction represents a good indication of the quality of the
DW-data (Descoteaux et al., 2011; Jones et al., 2013). We considered
the SNR of the splenium of the corpus callosum as representative for
the SNR in WM. We also considered an area placed in the right
thalamus, to estimate the SNR in the GM, operating as described.

In order to estimate how SNR of DWIs affects γ values, we
considered the study by Jones and Basser (2004). On the basis of that
work, the γ computation along each single direction derived from
S b S e( ) = b D b

0
− ( )γ

, instead of the S b( ) mono-exponential decay, was
considered and the following relation was obtained:

⎛
⎝⎜

⎞
⎠⎟

b
SNR

D b
=

ln

( )max
γ

π

max

2
0

(1)

where, SNR0 is the signal to noise ratio of b=0 image and D(b)max is the
maximum reliable value of the generalized effective diffusion constant
Deff obtainable by using bmax.

Two brain regions from a subject representative of our cohort were
selected, one in the splenium of the corpus callosum (WM tissue) and
one in the thalamus (a structure containing GM nuclei). We measured γ
values by considering all the b-values in the range 0–5000 s/mm2

Fig. 1. Data analysis flow-chart. Schematic representation of data acquisition, pre-processing and post-processing, with the indication of the criteria followed for the selection of the
regions of interest (ROIs). More details are reported in Section 2.2.
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(b=100, 200, 300, 400, 500, 700, 800, 1000, 1500, 2000, 2500, 3000,
4000, 5000 s/mm2). Then we used the γ values extracted from the
splenium of the corpus callosum and the thalamus and the experi-
mental SNR0 obtained from DW images, to calculate all the D(b)max
values associated to each b value. Once we obtained all values of D(b)
max we used the relationship (1) to derive the γ values as a function of
SNR0, by varying SNR0 from 1 to 100.

With the aim to justify the choice of b-values carried out to obtain
the AD γ maps analyzed in this paper, and its commitment with the
contrast of γ-maps, we measured Mγ in different brain regions as a
function of several b-values ranges, spanning from 0 to 400 s/mm2,
(i.e. b=0, 100, 200, 300, 400 s/mm2), to 0–5000 s/mm2 (i.e. b=0, 100,
200, 300, 400, 500, 700, 800, 1000, 1500, 2000, 2500, 3000, 4000,
5000 s/mm2).

2.2.2. ROIs/VOIs selection
The Regions of Interest (ROIs) were extracted for each slice using a

hybrid approach: standard WM and GM atlases were projected onto
the subjects’ individual space, and the resulting masks of ROIs were
eventually eroded to avoid partial volume effects. Finally, the ROIs
were composed in Volumes of Interest (VOIs) by adding all adjacent
slices. Although we extracted values of R2*, AD and DTI metrics from
VOIs, for consistency with previous literature, we will keep defining
them as ROIs throughout the manuscript. The FA individual maps
were normalized to the FMRIB58_FA standard space template, using a
full-affine transformation. The calculated transformation matrix was
subsequently inverted in order to map the ICBM DTI-81 Atlas (Mori
et al., 2008) into native space of individual subjects, as described in
Cherubini et al. (Cherubini et al., 2009). Similarly, the Harvard-Oxford
subcortical Atlas (Desikan et al., 2006) was normalized to MD maps
with a 12 DOF affine transformation, returning personalized GM
atlases. An example of atlases adapted to the subject's space and
superimposed over FA and MD maps is provided in Fig. 2a.

Finally, the ROIs selection was automatically performed by a
customized MATLAB script: the cerebral-spinal fluid (CSF) and the
ventricles were excluded by masking the R2* maps, zeroing all the
pixels with R2* lower than 8 s−1 and higher than 80 s−1; the resulting
mask was combined with a mask obtained by the intersection of two
thresholds: FA≥0.65 and v1≥0.83, in order to select coherent WM
fibers and avoiding partial volume effects at the contours of the WM-
ROIs. We made an approximation when considering parallel axons in

each fiber bundle, neglecting the orientation dispersion. This approx-
imation was reasonable considering the threshold applied to both FA
and v1, which allowed us to select coherent fibers bundles. If we
consider a reference frame where the main direction of axonal fiber
determines the x-direction, we expect that the v1, representing the
direction of preferential motion, adheres with the axon orientation.
Sometimes this is not verified, because of the unavoidable tilting of the
axonal frame with respect to B0. Thus a threshold of v1≥0.83 would be
so high that only few voxels of WM ROIs would be considered. For this
reason we corrected the v1 threshold for the orientation Ф of WM fibers
(Fig. 2b), which was estimated in a voxel considering the components

of v1 as follows:
⎛
⎝⎜

⎞
⎠⎟Ф* = tan V

V V
−1

+
z

x y

1

1 2 1 2
, and then computing Ф= − Ф*π

2 .

We investigated the effect of the employed v1 threshold on the
correlation between AD-metrics and R2* in the WM, proving that,
within certain limits, provided that the number of under-threshold
voxels is sufficient, the significance of the linear correlation is barely
affected (see Section 4.4 for further details). Finally, ROIs masks were
eroded by 2 pixels to avoid partial volume effects or contamination
from adjacent structures.

Among the selected WM ROIs we considered bundles of fibers
parallel and orthogonal to B0. The WM tracts perpendicular to B0

included (Fig. 2a) commissural fibers such as the genu, body and
splenium of the corpus callosum (gcc, bcc, scc, respectively), oriented
in the left-right direction, association fibers such as the sagittal stratum
(ss) and the posterior thalamic radiations (ptr), and projection fibers
such as the cerebral peduncle (cp), the anterior corona radiata (acr),
oriented in anterior-posterior direction; the WM tracts parallel to B0

included the posterior limb of the internal capsule (plic), oriented in
superior-inferior direction. Among the GM ROIs (Fig. 2a) we focused
on the main components of the basal ganglia (putamen, put; globus
pallidus, or pallidum, pall; caudate nucleus, caud), and the hippocam-
pus (hipp), located in the medial temporal lobe, because of their high
iron content with respect to the surrounding tissue (Hallgren and
Sourander, 1958).

2.2.3. Magnetic susceptibility and iron content of selected ROIs
Magnetic susceptibility values of distinct WM and GM ROIs were

taken from the work of Li et al. (2011), for WM ROIs of gcc, scc, ss and
GM ROIs of caud, put, pall. In the work of Li et al. (2011) QSM is
performed at 3.0 T, the same magnetic field strength of our experiment,

Fig. 2. White (WM) and Gray Matter (GM) selected ROIs and WM tracts orientation. a. Superimposition of WM ROIs selected from the ICBM-DTI-81 atlas adapted to the individual
subject's reference space over the respective FA map, and of GM ROIs selected from the Harvard-Oxford sub-cortical atlas adapted to the subject's reference space over the respective
MD map. A representative subject was chosen for the sake of clarity. bcc=body of the corpus callosum; gcc=genu of the corpus callosum; scc=splenium of the corpus callosum;
plic=posterior limb of the internal capsule; cp=cerebral peduncle; ss=sagittal stratum; ptr=posterior thalamic radiations; acr=anterior corona radiata; put=putamen; pall=pallidum;
hipp=hippocampus; caud=caudate nuclei. b. Schematic representation of the criteria used to estimate the main orientation of a WM tract. The main diffusion eigenvector v1 provides the
orientation of the fibers bundle, that is reference frame-independent. Here a single myelinated axon, sketched as a succession of cylinders representing the internodal myelin, is depicted
for the sake of clarity. The angle that the axon forms with the direction of the static magnetic field B0 is provided by 90°−Ф*, where Ф* is computed using the transverse and longitudinal
components of v1. (For a better interpretation of this figure legend, the reader is referred to the web version of this article.)
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in a cohort of healthy volunteers. Here the magnetic susceptibility (χ)-
values are referred to the χ of CSF. Therefore they are negative for
diamagnetic WM ROIs and positive for the paramagnetic GM ROIs. In
order to test the reliability of the acquired R2*, we considered non-
heme iron concentrations ([Fe]) of the basal ganglia (caud, put, pall)
and thalamus (thal) taken from the pivotal study by Hallgren and
Sourander (1958).

2.3. Statistical analysis

DTI-metrics, AD-metrics and R2* were evaluated in each selected
ROI, averaging over the pool of voxels, and computing the relative SD.
Then mean values ± SEM (standard error of the mean) were
estimated; the presence of significant differences among means was
investigated by using the Analysis of Variance (ANOVA) test, verifying
the homogeneity of variances with a Levene's test. Bonferroni's
correction was applied in the case of homogeneous variances, while
Games-Howell correction was used in the case of non-homogeneous
variances. The correlation between diffusion metrics and χ-metrics and
between diffusion metrics and R2* was assessed by means of Pearson's
correlation test. P-values < 0.05 were considered statistically signifi-
cant.

3. Results

3.1. SNR of DWIs and γ dependence on SNR

The reliability of γ-maps depends on the SNR of DWIs at each b-
value. We found that the SNR in the splenium of the corpus callosum
was approximately 32 in the b0-image, 18 in b=1000 s/mm2, and 5 in
b=5000 s/mm2, images, considering an average value over all 20
gradient directions. Moreover, in the x-direction at b=1500 s/mm2

SNR was 6.5, while in the x-direction at b=5000 s/mm2 it was 3.2 (see
Fig. 3b).

When considering the GM tissue, the SNR of a ROI placed in the
right thalamus in the b0-image was approximately 44. It was approxi-
mately 15 in b=1000 s/mm2, and 4.5 in b=5000 s/mm2 images,
considering an average value over the 20 gradient directions. In

Fig. 3a the SNR of the splenium of the corpus callosum and the
thalamus from a single subject is plotted against the b-value. In all
experiments, the SNR was higher than 3, which is the lowest acceptable
value for considering DW data reliable (Jones et al., 2013).

In Fig. 4, γ values from the splenium of the corpus callosum and the
thalamus of a single subject are displayed as a function of the SNR0 of
b=0 images (SNRb0) used to extract γ. The graph in Fig. 4 shows that γ
value decreases proportionally with the SNRb0. Moreover, it displays
that experimental γ values we extracted (marked with a black square)

Fig. 3. SNR of DWIs as a function of b-value and diffusion gradient direction. a. The SNR of a ROI in the splenium (crosses), and SNR of a ROI in the thalamus (circles), are plotted
against the b-value (only some of the b-values are specified in the axis), for a representative subject in the cohort. The values of SNR corresponding to different gradient directions at the
same b-value are plotted in a unique column, with the relative mean value indicated (thick-solid squares for the splenium, thick-solid circles for the thalamus). The highest SNR
represents the value computed in the b0-image, and is indicated by the straight dashed line with the superimposition of crosses for the splenium, and circles for the thalamus. The
rectangle represents the values of SNR for b-value b=1500 s/mm2 plotted with major details in the figure on the right. b. The SNR of DWIs at b=1500 s/mm2, varying depending on the
diffusion gradient direction. The lowest value of SNR corresponds to the left-right or x-direction. The horizontal black line in the plots indicates the inferior limit allowed for the
reliability of DW data (SNR=3), according to Jones et al. (2013).

Fig. 4. Mean values of γ as a function of the SNR of b=0 image. Mean values of γ as a
function of the SNR of b=0 image (SNRb0) were obtained in the splenium of the corpus
callosum and in the thalamus from a studied subject. The graph indicates a decrease of γ
value which is proportional to SNRb0 decrease. This reduction becomes particularly
critical for SNRb0 values less than 20. On the other hand, for SNRb0 higher than 20, γ
values are underestimated compared to those derived using an ideal SNRb0=100 but with
a maximum variation of 2%. Please note that the experimental γ values (marked with a
black square) were extracted by using a SNRb0=29 and 49 for the splenium of the corpus
callosum and the thalamus, respectively.
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are underestimated when compared to the γ values derived using an
ideal SNRb0=100. However, the difference between experimental γ
values and those derived using SNRb0=100 is around 2%.

3.2. Image contrast in γ maps

In Fig. 5, Mγ values evaluated in the CSF, WM and GM of a cohort
subject as a function of the b-value ranges are displayed. Mγ values
obtained by using b-value ranges from 0–400 to 0–1500 s/mm2 are not
reliable values because, as it has long been recognized (Mulkern et al.,
1999; Alexander et al., 2002) a significant deviation of the experi-
mental data from the mono- exponential decay is observed after
b=1500 s/mm2. On the other hand, the graph in Fig. 5 shows that
the inclusion of b values higher than 2000 s/mm2 improves the γ
parameter contrast. In particular at b-value ranges around 0–4000 s/
mm2 the maximum difference between CSF, GM and two different WM
regions (characterized by fibers manly oriented perpendicular and
parallel to B0 direction) can be obtained. In Fig. 6, Mγ and MD maps of
the same subject used for Fig. 5 are illustrated to show the different
image contrast provided by AD and DTI metrics. Please note that the γ-
map strongly suggests the use of AD γ contrast to highlight boundaries
and barriers between tissues with different magnetic susceptibilities.
Moreover the results reported here, highlight the central role of the
local Δχ in providing γ contrast.

3.3. R2* depends on fibers orientation and iron content

In Fig. 7b the value of R2* in selected WM ROIs is plotted vs Ф (i.e.,
the average orientation of WM fibers in a certain ROI).

Fig. 7 shows that ROIs with a prevalence of B0-parallel fibers
(indicated with blue dots) are characterized by lower R2* values
compared to those with a prevalence of B0-orthogonal fibers (indicated
with red dots). The box in the plot shows that there is a significant,
albeit moderate, linear correlation between R2* and Ф. Furthermore, a
sine function fits well with R2* values vs Ф data (green curve in Fig.7b).
By looking at the Fig.7a, we may notice that ROIs with fibers differently
oriented with respect to B0 show a similar contrast in FA maps, but a

different contrast in orientation Ф-map. Fig. 8 shows the behavior of
R2* computed in the basal ganglia and the thalamus vs iron content.

A strong linear correlation (r=−0.950) between R2* and [Fe] was
found. We considered only thal, caud, put and pall brain regions
because of the lack of information about iron content extracted with
uniform experimental methods in other sub-cortical GM ROIs. These
results suggest that R2* obtained in a cohort of 8 healthy subjects at
3.0 T is affected by the orientation of myelinated fibers, and depends on
the iron content in GM. This feature of R2* justifies the procedure
chosen to show that the γ AD metrics depends on the local magnetic
susceptibility differences in brain, when γ is quantified by MRI.

3.4. AD-metrics relation with magnetic inhomogeneity

Fig. 9 shows the DTI, AD and R2* maps from a single subject, while
in Table 1 the mean values ± SEM of AD and R2* metrics measured in
the selected ROIs shown in Fig. 2a are summarized.

As a first step of analysis the diffusion-derived parameters were
correlated to values of χ found in literature. In Fig. 10 the graphs of R2*
and AD-metrics vs χ are displayed.

The vertical error bars represent the computed SEM for the
measured parameters, and the horizontal error bars represent the SD
on χ-values taken from literature (Li et al., 2011). The behavior of the
investigated parameters vs χ was characterized by an opposite trend for
WM compared to GM ROIs. As a consequence, the data points
belonging to the two groups of ROIs were fitted separately. The lack
of significance in the Pearson's correlation tests may be motivated by
the limited size of the sample (3 ROIs per group, thus 3 mean values
per group). In WM ROIs, Mγ, γ// and γ┴ (Fig. 10b–d) increase in
parallel to χ increase. Conversely, in GM ROIs they decrease when χ
increases, with the highest value of r for γ// in both cases (r=0.957 and
r=−0.985, respectively).

3.5. AD-metrics are significantly correlated to R2*

In Fig. 11 linear correlation plots between AD-metrics and R2* are
shown, for WM ROIs (Fig. 11a, b) and GM ROIs (Fig. 11c, d).

The error bars indicate inter-subjects SD; only plots with a positive
Pearson's correlation test are shown (P < 0.05). A strong negative
correlation was found between Mγ, γ// and R2*, (respectively,
r=−0.786, P=0.022; r=−0.822, P=0.012). On the other hand, γ┴
showed a moderate negative trend with R2* (r=−0.666, P=0.071, not
shown in the figure), and no correlation was found between Aγ and
R2*. In GM ROIs a strong negative correlation was found between Mγ
and R2* (r=−0.997, P=0.003), γ┴ and R2* (r=−0.989, P=0.011), while
γ// exhibited a negative linear trend with R2*, and Aγ a positive one,
not shown in the figure because they were both not significant. In WM
ROIs no significant correlations were found between any of the DTI
parameters and R2*.

3.6. DTI-metrics, AD-metrics and R2* potential in discriminate WM
and GM ROIs

The ANOVA test revealed the presence of significant differences
among parameters computed in different areas of brain parenchyma.
Mγ, γ//, γ┴ and Aγ in WM and GM are significantly different (P <
0.0001), with Mγ lower in the WM compared to the GM (MγWM=0.761
± 0.052, MγGM=0.851 ± 0.036), according to previous studies (Magin
et al., 2008; Zhou et al., 2010; GadElkarim et al., 2013). Similar results
were obtained for the axial-exponent, (γ//WM=0.891 ± 0.050,
γ//GM=0.909 ± 0.027) and for the radial-exponent (γ┴WM=0.693 ±
0.060, γ┴GM=0.822 ± 0.043). In contrast, Aγ was higher in the WM
compared to GM (AγWM=0.183 ± 0.041, AγGM=0.077 ± 0.023). Finally,
R2*WM=(26.02 ± 3.88) s−1 and R2*GM=(30.97 ± 4.55) s−1. R2*WM is in
good agreement with previous studies performed at B0=3.0 T in a
cohort of subjects with ages around 25 years (Li et al., 2009; Nam et al.,

Fig. 5. Mγ values with the relative SD as a function of the b-values ranges. Mγ values
were estimated from ROIs listed in the insert, where ⊥WM is a region characterized by
fibers mainly directed perpendicularly the B0 direction and // WM is a region
characterized by fibers mainly directed along the B0. Please note that b-values higher
than 2000 s/mm2 improve the γ parameter contrast. In particular at b-value ranges
around 0–4000 s/mm2 the maximum difference between CSF, GM and two different WM
regions (characterized by fibers manly oriented perpendicular and parallel to B0

direction) is obtained. Conversely, γ values obtained by using b-values ranging till only
1500 s/mm2 are not reliable because data until b=1500 s/mm2 are better fitted to a
mono-exponential decay function.
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2012). Statistical analysis showed that the variation of the same
parameter within the same anatomical fiber bundle or a sub-cortical
area across individuals was remarkably limited. ANOVA test showed
that R2* was able to discriminate significantly only between gcc and ss
(P < 0.05), plic and acr (P < 0.05), or plic and ss (P < 0.01). Regarding

the DTI-metrics, FA was the parameter with the highest number of
significant comparisons, except for gcc-bcc, gcc-scc (P > 0.05). None of
the DTI-metrics discriminated neither gcc from bcc, nor gcc from scc,
which were instead discriminated by Aγ with P < 0.0001. Mγ, γ┴ and Aγ
were the only diffusion derived parameters able to distinguish plic from

Fig. 6. Mean γ (Mγ) and Mean Diffusivity (MD) parametric maps. Mγ and MDmaps of the subject whose data were used in Fig. 5 and magnification of the area containing the regions of
interest listed in the legend (scc=splenium of corpus callosum; CSF=cerebrospinal fluid; thal=thalamus; scr=superior corona radiate). Mγ provides a different contrast compared to MD
map. Specifically it highlights the interfaces between tissues with different magnetic susceptibility. For example in (1) the interface between white matter fibers and the CSF is enhanced;
in the CSF γ=1 (2); the boundaries of thalamus are more highlighted in Mγ map compared to MD map (3); WM fibers with different orientations with respect to B0, i.e. scc and scr, show
different contrast (4). As a general comment, the zoomed brain area is more heterogeneous and detailed in Mγ compared to MD map.

Fig. 7. FA and fiber orientation Ф-maps, and R2* vs Ф in WM and GM ROIs. a. FA map and the map of average Ф, the orientation of WM fiber bundles with respect to B0, computed
using the spatial components of v1 diffusion eigenvector, for a subject in the cohort. ROIs with a prevalence of orthogonal fibers are drawn in green (anterior corona radiata) and red
(splenium); ROIs with a prevalence of parallel fibers are drawn in light blue (posterior limb of internal capsule). The two types of ROIs presents a similar contrast in FA map, and a
different contrast in Ф-map. b. R2* of ROIs with parallel fibers (blue dots) and orthogonal fibers (red dots), plotted against their orientation. The data are linearly fitted (black line), and
fitted with a sine function (green curve). The Pearson's correlation coefficient r is indicated in the box, together with the level of significance, P. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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gcc (respectively, with P < 0.05, P=0.01, P < 0.0001). On the other
hand, AD-metrics did not discriminate between bcc and scc (except for
Aγ, with P < 0.026), while the DTI-metrics did (MD and D┴ with P <
0.0001, FA with P=0.001, D// with P < 0.05). In regard to GM ROIs,
caud was well discriminated from put by Mγ (P < 0.005), γ┴ (P=0.001)
and Aγ (P=0.001), R2* (P=0.001), D┴ (P < 0.05) and FA (P < 0.0001),
and from pall by all the AD-metrics with P < 0.0001 (for Aγ P < 0.05),
by R2* (P=0.005), D// (P < 0.005) and FA (P < 0.0001). On the other
hand, MD, D// and D┴ could discriminate put from pall with a high
level of significance (P < 0.0001), whereas AD-metrics did not distin-
guish between them. γ// was the only parameter able to discriminate
between caud and hipp (P=0.002). Finally, Aγ discriminated between
put and hipp (P=0.001) and between pall and hipp (P < 0.05), while FA
differentiated all these structures (P < 0.0001).

4. Discussion

In general, microstructural tissue compartments have unique
magnetic susceptibilities χ driven by their chemical compositions and

molecular arrangements. In the presence of B0, differences in magnetic
susceptibility between adjacent compartments generate different
amount of magnetization due to the relation: M=χB0. As a consequence
local magnetic inhomogeneity generated by ΔχB0 are found at the
interface between different tissues. In the brain tissue these Δχ arise
from differences in non-heme iron content and iron-storage proteins
and from various degrees of myelin density and orientation. Several
authors have stressed the importance of Δχ assessment and quantifica-
tion in the brain (Todorich and Connor, 2004; Youdim et al., 2004;
Haacke et al., 2010; Schmierer et al., 2010; Tepper et al., 2012; Li et al.,
2014, 2015).

Here we investigated the dependence of AD γ-metrics on brain
compartments Δχ, and tested the potential of AD γ imaging to
discriminate between cerebral tissues on the basis of their Δχ.

In Fig. 12, the principal actors investigated in this work are shown.
Δχ anisotropy at the microscopic scale originates from the radial
arrangement of oriented lipo-protein chains constituting the multi-
layers of the myelin sheaths (Lee et al., 2010; Sukstanskii and
Yablonskiy, 2014; Yablonskiy and Sukstanskii, 2014). By considering
χ anisotropy in the membrane lipids from isolated human lipo-proteins
of about −0.223 ppm (Lounila et al., 1994), and a lipid volume fraction
in WM of about 16% (Lee et al., 2010), Δχ is in the order of 0.018 ppm
(Li et al., 2012). In fact not only the lipid density, but also the way
lipids are spatially organized with respect to B0 are important factors
contributing to the Δχ anisotropy in the WM. The Δχ anisotropy at a
macroscopic scale arises from the presence of elongated compartments,
provided with the myelin sheath and containing cytoplasm, and
exhibits a sine-squared orientational dependence sin~ Ф2 with Ф the
angle of the axon with respect to B0 (Duyn, 2013).

In our previous results obtained in vitro (Palombo et al., 2012;
Capuani et al., 2013) we highlighted that the γ parameter depended on
Δχ in addition to the multi-compartmentalization of water.

This work was specifically dedicated to the investigation of the
correlation between AD γ-metrics and Δχ in human brains at 3.0 T.

For this purpose, to validate our investigative method, we first
confirmed that our measured R2* depends on fibers orientation in the
WM and iron content in the GM, and is correlated to magnetic
susceptibility values taken from the literature (Li et al., 2011). Then
we studied the linear correlation between AD γ metrics and R2* to
highlight the relationship between AD γ metrics and Δχ.

4.1. R2* depends on fibers orientation and iron content

Transverse relaxation in GRE sequences is a combination of

Fig. 8. R2* plotted vs iron content in sub-cortical GM ROIs. R2* of thalamus (thal),
caudate nuclei (caud), putamen (put) and globus pallidus (pall), estimated from the
parametric R2* maps and plotted vs non-heme iron concentration taken from literature
(Hallgren and Sourander, 1958). Pearson's correlation coefficient is reported in the box,
together with the level of significance, P.

Fig. 9. AD, DTI and R2* parametric maps in the subject's native space. Different parametric maps for the same axial slice obtained from a single subject. The images in the upper row
show the AD-derived parameters: mean-γ (Mγ), axial-γ (γ//), radial-γ (γ┴), γ-anisotropy (Aγ); the images in the lower row show the DTI-derived parameters: mean-diffusivity (MD),
axial and radial diffusivity (D// and D┴), and fractional anisotropy (FA). The rate of relaxation (R2*) is illustrated on the right. The color-bar is reported next to each map with distinct
contrast.
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intrinsic T2 relaxation and relaxation caused by magnetic field inho-
mogeneities (Chavhan et al., 2009). Considering the rate of relaxation,
this means: R2*=1/T2*=1/T2+γΔB0, where γ is the gyromagnetic ratio
and γΔB0 the magnetic field inhomogeneity. This turns into
R2*=R2+R2’. In order to validate our investigative method, we con-
sidered the two main aspects that influence R2’: the orientation of
myelinated axons in WM and the amount of iron content in subcortical
GM structures. Rudko et al. (2014) suggested that R2* depends on
tissue orientation in WM and cortical GM, performing GRE at 18
different sampling angles on fixed rat brains at 9.4 T. In their work,
these authors showed that R2* had a sinusoidal dependence on the
orientation of the tissue in WM, whereas no orientation dependence is
present in the basal ganglia, where R2* is influenced by iron concen-
tration only.

On a first approximation, in our study we found a significant linear

correlation between R2* and Ф (r=0.381, P < 0.0001). Our result seems
to replicate previous findings by Rudko et al. (2014). Indeed the sine
function fitted well to our data (green curve in Fig. 7b). However, owing
to the lower strength of B0 (which in our case was 3.0 T), the effect of
local ΔB0 on R2’, and thus on R2*, is less evident compared to that
observed by Rudko et al.

According to literature (Gelman et al., 1999; Yao et al., 2009;
Langkammer et al., 2012; Mitsumori et al., 2012), we found a strong
linear correlation (r=−0.950, P=0.05) between R2* in GM and iron
content [Fe] values taken from literature (Fig. 8).

These results suggest that the measured R2* reflects Δχ inhomo-
geneity due to the orientation dispersion in WM, and Δχ inhomogene-
ity in the deep GM nuclei due to differences in iron content. We believe
that this evidence justifies the study of the dependence of AD-metrics
on Δχ through the investigation of its dependence on R2*.

Table 1
AD-metrics and R2* mean values obtained in selected ROIs.a

WMbROIs Mγ γ// γ┴ Aγ R2*(s
−1)

Mean SEM Mean SEM Mean SEM Mean SEM Mean SEM

gcc 0.780 0.015 0.921 0.012 0.709 0.017 0.224 0.009 23.89 1.44
bcc 0.761 0.028 0.896 0.031 0.694 0.027 0.180 0.011 25.58 1.24
scc 0.792 0.010 0.904 0.011 0.735 0.010 0.158 0.007 26.08 1.01
plic 0.833 0.012 0.943 0.006 0.778 0.016 0.151 0.009 22.25 0.60
cp 0.732 0.011 0.823 0.007 0.687 0.014 0.129 0.009 27.76 0.92
ptr 0.734 0.010 0.909 0.008 0.646 0.013 0.230 0.011 24.54 0.51
acr 0.715 0.008 0.853 0.008 0.646 0.009 0.189 0.006 28.67 1.38
ss 0.727 0.014 0.877 0.011 0.652 0.017 0.202 0.012 29.37 2.16
GMcROIs Mean SEM Mean SEM Mean SEM Mean SEM Mean SEM
caud 0.892 0.004 0.938 0.005 0.869 0.005 0.061 0.005 27.07 0.78
put 0.833 0.007 0.911 0.004 0.795 0.009 0.098 0.005 32.78 0.59
pall 0.821 0.015 0.884 0.009 0.790 0.018 0.090 0.008 34.92 1.43
hipp 0.856 0.010 0.902 0.008 0.833 0.011 0.061 0.004 29.10 2.01

a The error on the estimation of each parameter was taken as the standard error of the mean (SEM). Mγ, γ//, γ┴, Aγ are dimensionless quantities.
b gcc=genu of corpus callosum; bcc=body of corpus callosum; scc=splenium of corpus callosum; plic=posterior limb of internal capsule; cp=cerebral peduncle; ptr=posterior thalamic

radiations; acr=anterior corona radiata; ss=sagittal stratum;
c caud=caudate nuclei; put=putamen; pall=pallidum; hipp=hippocampus.

Fig. 10. R2* and Anomalous Diffusion-derived parameters vs χ in WM and GM ROIs. R2* (a), and mean-γ (Mγ), axial-γ (γ//), radial-γ (γ┴), respectively depicted in (b–d), are plotted vs
χ. Susceptibility values are taken from Li et al. (2011), and are referred to those in the CSF. The vertical error bars represent the computed SEM for the measured parameters, and the
horizontal error bars represent the SD on χ-values taken from the literature. The trends are indicated by linear fits, that are treated separately for WM and GM ROIs. Pearson's
correlation coefficients, r, are reported in the boxes, together with the level of significance, P. For the list of ROIs acronyms see Table 1.
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4.2. The reliability of AD γ values and the peculiar γ-MRI contrast

AD and DTI maps displayed in Figs. 6 and 9 show the different
image contrast provided by AD when compared to DTI metrics. In
particular, according to previous in vitro results (Palombo and
Gabrielli, 2012), (Capuani and Palombo, 2013) γ contrast highlights
interfaces between microstructural compartments characterized by
different magnetic susceptibility (Fig. 6). Results displayed in
Figs. 3–5, ensure that the values of γ parameters we estimated are
not affected by low SNR and therefore Mγ, γ// and γ┴ maps and
measurement (Table 1) can be considered reliable. We have also shown
(Fig. 5) that, exploiting all the potential of γ-MRI contrast in
discriminating between brain tissues, DW acquisitions should be
collected in the b-values range of 0–4000 s/mm2. Moreover, to take
into account multi-diffusion compartments, at least 10 b-values (some
high, some low) should be considered. By using the abovementioned
protocol with DW data collected by changing gdiff strength at a constant
Δ, the obtained γ maps highlight boundaries and barriers among
different brain tissues.

4.3. γ AD-metrics significantly correlate with R2*

The dependence of AD-metrics on Δχ taken from literature in both
WM and GM ROIs (Fig. 10) is consistent with the results presented in
Fig.11, in which the significant linear correlations between AD γ-
derived parameters and R2* are shown. Conversely, we did not find
significant correlations between any of the DTI-metrics with R2*, in
agreement with Nair et al. (2005) work performed on mouse brain. It is
shown that DTI-metrics are only weakly affected by Δχ variation at
9.4 T. We infer that at lower B0 strengths the effect of χ on DTI-derived
parameters is negligible.

In particular, AD-metrics showed a strong negative correlation with
R2* in both WM and GM (Fig. 11). These results suggest that the AD-
metrics are sensitive to R2* inhomogeneity due to Δχ in human WM
and GM, originating by differences in myelin density/orientation and
Δχ at the interfaces between myelin -neighboring cells, and by local
differences in iron content.

In particular, the similar trend of AD-metrics vs R2* and AD-
metrics vs χ in GM, suggests that the Δχ causing R2’ variations in GM
have a dominant role compared to R2 effect due to microstructure.
Considering that both R2* and χ are related to iron content in deep GM
nuclei (Gelman et al., 1999; Yao et al., 2009; Mitsumori et al., 2012),
our results indicate that there is a correlation between γ AD parameters
and the non-heme iron concentration, especially in sub-cortical GM.

In this perspective our study suggests that γ metrics could be a new
method to map iron deposits in GM. Our results suggest that γ contrast
embodying information deriving from both Δχ and DW maps is more
sensitive compared to conventional diffusion methods. The usual
approaches to visualize iron deposition are often prone to confounding
artifacts (as an example R2* images) or difficult to apply in clinical
investigation (as an example STI). The γ imaging seems to overcome
these limits, resulting more sensitive to iron deposition than DW
investigation. In this regard a recent work of Fujiwara et al. (2014)
performed on non-human primate brain, underlined that diffusion
coefficient D was not correlated to iron concentration in GM at 3.0 T.

Differently from GM ROIs, Mγ, γ// and γ┴ vs χ showed increasing
trends in WM (Fig. 10b–d), although the correlation was not significant
or marginally significant due to the small number of points (gcc, scc,
ss). Moreover Mγ and γ// vs R2* showed significant strong negative
correlations (see Fig. 11a, b). These results may be interpreted
considering that in WM there is an interplay between two factors
contributing to R2*: 1) R2’ variations along myelinated fibers are
caused by Δχ at microscopic and macroscopic scale (Fig. 12) due to
different WM orientations with respect to B0, and to the modulated
shape of axonal fibers (Budde and Frank, 2010; Novikov et al., 2014;
Ronen et al., 2014); 2) R2 variations in WM are mainly due to the
differentiated microstructure, thus the distribution of axonal dia-
meters, myelin fraction, and axonal density. By looking at the values
listed in Table 1, we notice that Mγ, γ// and γ┴ are higher in WM fiber
bundles oriented parallel to B0 (for example plic), compared to the
ones oriented orthogonally to B0 (for example gcc, scc). Conversely
R2* is lower in plic compared to other ROIs, confirming previous
results (Denk et al., 2011; Sati et al., 2012; Chen et al., 2013; Rudko
et al., 2014) and according to the orientational dependence of χ found

Fig. 11. AD-derived parameters as a function of R2*. Mean values of mean-γ (Mγ) and axial-γ (γ//) as a function of R2* in the corresponding WM ROI (a, b) and of mean-γ (Mγ) and
radial-γ (γ┴), as a function of R2* in the corresponding GM ROI (c, d). Error bars indicate inter-subjects SD; the linear fit is reported, together with the Pearson's correlation coefficient
(r) and the significance level (P). For the list of ROIs acronyms see Table 1.
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by Duyn (2013).

4.4. γ-AD discrimination between brain regions

AD in vitro studies performed on phantoms with known Δχ and
simplified microstructural heterogeneity (Palombo et al., 2011, 2012;
Capuani et al., 2013) proved that the AD γ-exponent is influenced by
both the Δχ inhomogeneity and the multi-compartmentalization of the
environment explored by diffusing water molecules. The interplay
between these two effects is a matter of fact in complex tissues such
as the human brain, and this may shed some light on the results of
multiple comparisons tests about the ability of AD-metrics and DTI-
metrics in discriminating among brain regions. Considering WM ROIs,
for example, DTI-metrics discriminated with higher level of signifi-
cance between ROIs with fiber bundles similarly oriented with respect
to B0, whereas AD-metrics were more effective in discriminating
between ROIs with B0-parallel fibers from ROIs with B0-orthogonal
fibers (for example plic from gcc, acr, ptr, ss) (see Figs. 5 and 6). This is
most likely due to the orientational dependence of χ, which is reflected
by the AD-γ exponent, as shown in our results. Focusing on a bundle of
myelinated fibers homogeneously oriented with respect to B0, such as
the corpus callosum, DTI-metrics were able to discriminate between
the body and the splenium of the corpus callosum. Conversely, AD-
metrics were unable to discriminate between them, with the exception
of Aγ. We hypothesize that in the corpus callosum the competition

between the two effects (diffusion multi-compartmentalization and Δχ)
upon which the γ AD-contrast is based may smooth the local
differences of γ-exponent between regions. In fact, from a microstruc-
tural point of view, the corpus callosum is characterized by a uniform
and dense distribution of axon diameters in the genu and splenium,
presenting instead a wider distribution of axon diameters, with a lower
density, in the body (Aboitiz et al., 1992). Hence the AD-exponent,
should reflect the differential diffusion compartmentalization explored
by water. On the other hand, myelinated fibers in the corpus callosum
maintain the same orientation with respect to B0, which turns out in
the uniformity of Δχ due to the lack of orientation dispersion.
Moreover, about the strength of Gint originating from Δχ between
axons and closest tissues, it depends not only on the magnitude and
direction of B0, but also on the reciprocal relationship between the
diffusion length of water molecules (ld), and their dephasing length (l*)
(Mitchell et al., 2010; Di Pietro et al., 2014).

We believe that the investigation of AD and DTI-metrics behavior in
the corpus callosum compared to other WM regions constituted by
fibers oriented perpendicularly to corpus callosum, provides further
indication about the simultaneous dependence of AD-contrast on both
multi-compartmentalization and Δχ effects in tissue.

Similarly to what we found in the WM, the results of multiple
comparisons between GM regions may be justified considering the
concomitant effect of Δχ and microstructure on AD-metrics. As a
general comment, we notice that those GM ROIs which were well
discriminated by AD-metrics (i.e., as caud from put and caud from
pall) were also well discriminated by R2*, most likely owing to the
predominance of Δχ effect compared to the multi-compartmentaliza-
tion effect. For what concerns the discrimination between put and pall,
instead, DTI-metrics were more effective, and this is in agreement with
recent results showing an increased value of FA in the globus pallidus,
compared to that observed in the putamen, caudate nucleus and
thalamus (Gong et al., 2014).

4.5. Factors and limits to take into account

A critical point of the data analysis is the use of thresholds to select
only coherent WM fiber bundles. The conjecture here is that the choice
of the threshold might bias the relation between AD-metrics and R2*.
In order to quantify this possible bias, we varied FA and v1 thresholds
and repeated Pearson's correlation test, the significance of which is
displayed in Fig. 13.

The thresholds used in our data analysis are indicated in the plots
by the red dot. The highest significance, indicated by arrows in the
plots, is obtained applying very high thresholds (FA > 0.7, v1 > 0.87),
but already for v1 > 0.85 the number of voxels is considerably reduced,
in a way that significantly affects the statistics.

A factor that potentially may have mitigated the dependence of the AD-
metrics on Δχ is the fact that, according with De Santis et al. (2011) we used
DTI reference frame to extract Mγ, Aγ, γ// and γ⊥. In the present study, the
projection of γ parameters along the DTI eigenvectors could hide part of the
dependence of γ-imaging contrast on Δχ. Therefore, we planned to repeat
this analysis by evaluating the AD-metrics in the reference frame of
anomalous diffusion (Cavalieri et al., 2013).

The results discussed in this paper indicate that the γ parameter of
AD depends on both diffusion multi-compartmentalization (as already
shown in previous works) and Δχ (as we show here) when MRI is used.
After establishing the existence of this dual dependence of the γ
parameter we can study how to separate the two dependencies. This
is possible by using efficient bipolar diffusion gradients to acquire DW
data. Indeed, as shown in Palombo et al. (2012) by using a pulse field
gradient sequence with bipolar diffusion gradients, the dependence of γ
on Δχ is strongly reduced. In our opinion this may be true also in the
case of in vivo experiments. As a consequence, γ parameters quantified
by bipolar diffusion gradients should be dependent on the water multi-
compartmentalization.

Fig. 12. Susceptibility anisotropy in WM with respect to the static magnetic field. The
diagram shows the composite environment experienced by a diffusing water molecule in
WM. The direction of the facilitated diffusivity of extracellular water is indicated by the
red arrow, that is the main diffusion eigenvector, v1. An oligodendrocyte, depicted at the
top left, is myelinating a couple of axons through its processes. The cutaway view of the
myelinated axon in the middle of the image illustrates the myelin sheath surrounding the
axon, and forming cytoplasmic wedges at the proximity of the node of Ranvier (a few
myelin layers have been depicted for the sake of clarity). An astrocyte, illustrated at the
bottom in light blue, branches towards the oligodendrocyte, the axon and a capillary.
Microglial cells colored in light purple are linked to the internodal myelin. The Δχ varies
along the axonal direction, depending on the myelin sheath and its surroundings: Δχ1
arises at the interface between the internodal myelin and the extracellular water, or
eventually, the microglia (highlighted by the orange double arrow); Δχ2 arises at the
interface between the axonal membrane at the node of Ranvier and the interstitial water
or glial cells (highlighted by the blue double arrow). From a macroscopic point of view,
Δχ anisotropy is generated by the orientation of myelinated fibers with respect to the
static magnetic field B0, indicated by Ф in the sketch. The diagram is out of scale. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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5. Conclusions

In this work, motivated by previous results obtained in vitro, we
investigated the dependence of the AD-imaging on magnetic susceptibility
differences Δχ in the brain, due to myelin orientation with respect to B0 in
the WM, and iron content in the GM. We acquired DW data by changing
diffusion gradient strengths at a constant value of Δ in a cohort of 25-years
healthy subjects at 3.0 T. By using the modality for which data acquisition is
obtained by changing gdiff strength at a constant value of Δ, the specific AD
contrast that we quantified was the intravoxel diffusion heterogeneity in
space, the so called pseudo-superdiffusion, which is described by a super-
diffusion motion propagator. Water molecules diffuse with considerably
different lengths, and this mechanism is quantified by the stretching
parameter γ, obtained through a fit of a stretched exponential function to
DW data.

To our knowledge, this is the first study that investigated the
correlation between AD-metrics and the well known and established
R2* parameter in vivo. Our results suggest that AD-metrics may reflect
the inhomogeneity coming from Δχ among various tissues and
compartments, and thus it might be useful as an indirect measure of
myelin integrity and iron content.

In our opinion, the results reported and discussed in this manuscript
suggest two important conclusions. First, the different lengths by which
water diffuse into heterogeneous media and complex systems (such as the
brain tissue) are due not only to water multi-compartmentalization, as
already underlined by several authors, but also to susceptibility differences
between different compartments. This last feature of γ parameters is
exclusively due to the fact that we quantify γ by using MRI techniques.

As the internal gradients generated by the difference of susceptibility
increase with the increasing intensity of the magnetic field, we expect this
effect to be more remarkable at higher magnetic fields (7.0 T and higher). A
second conclusion of this work is related to its potential impact in non
Gaussian diffusion applications at high magnetic fields. The employment of
high-field MRI (7.0 T) scanners for human brain investigation is becoming
more and more popular. Depending on Δχ driven magnetic field inhomo-
geneity, the new contrast provided by the AD-γ imaging could open new
perspectives in all MRI fields in which it is important to detect local Δχ
changes, such as superparamagnetic contrast molecular imaging, functional
imaging (Balla et al., 2014), and neuroimaging aimed at monitoring both
microstructural changes and alterations due to iron (Fujiwara et al., 2014)
or other iron/paramagnetic impurities accumulation.
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