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Introduction

Over the recent years, an increasing interest in understanding the multi-scale nature of many
physical phenomena has been registered. A wide range of phenomena we experience every-
day, as well as applications in industrial processes, involve multiple length-scales ranging
from macroscopic to molecular. For instance, applicationsof metals and liquids at micron,
and even nano, scales are multiplying rapidly, and efforts are in progress in the materials
and mechanics communities to measure and characterize their behavior. The difficulty in
understanding the wide spectrum of rich phenomenologies that are observed, comes indeed
from the fact that phenomena take place at different space and time scales. An insight into
these problems requires a multidisciplinary approach, spanning from mechanical engineer-
ing to mathematical physics, from molecular dynamics to thermodynamics, each acting on
different length-scales. The interaction and the constant feedback between these fields are
leading to a more organic understanding of the dynamics thatgovern multi-scale phenom-
ena. From the analytical viewpoint, an investigation of multi-scale problems requires the
application of different techniques, including pde and ode methods (such as a priori esti-
mates and compactness arguments), matched asymptotics expansion, and variational ap-
proaches (including relaxation and subdifferential techniques). All this apparatus has been
applied in this dissertation to two different physical phenomena which we describe in the
following sections. The first one concerns the dynamics of metals undergoing small plastic
deformation in the framework of strain-gradient plasticity: we are interested in the effects
of two different length-scales which have been introduced in recent models, with a partic-
ular attention to the feature that smaller specimens appearto have higher relative strength
and hardness. The second one concerns the spreading of a droplet on a plain solid sur-
face where both surface friction (at the liquid–solid interface) and contact-line friction (at
the triple points where liquid, solid, and vapor meet) are accounted for. Common to both
physical processes is the presence of at least two parameters, whose effects are of partic-
ular interest in this dissertation and which contribute in different ways to characterize the
dynamics of the systems under consideration.
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0.1 A multi-scale problem in strain-gradient plasticity

An increasing number of experimental evidences, includingthose from torsion in micron-
dimensioned wires, nano/micro-indentation, and bending of micron-dimensioned thin-film
(see e.g.[47, 83, 71, 84]), all show that, over a scale which extends from about a fraction
to tens of microns, the strength of metallic components undergoing inhomogeneous plastic
flow is inherently size-dependent: generally speaking, ”smaller” specimens appear to be
”stronger”. Among the many evidences we mention a series of torsion experiments reported
in [47] on copper wires of equal length and diameter ranging from 170µm down to 12µm.
The wire are twisted (with some rate) well into the plastic range, measuring the torqueQ
and the twist (i.e. the angle of rotation per unit length)Θ.

Figure 0.1:A series of experimental curves from [47]. HereQ is the torque needed to attain a twistk in a
wire of radiusa (here twist and radius are denoted byΘ andR, respectively).

The torsion data in Fig. 0.1 have been displayed in the formQ/R3 vsΘR whereR
the radius. The non-dimensional groupΘR may be interpreted as the magnitude of the
shear strain at the surface of the wire. The groupQ/R3 gives a measure of the shear stress
across the section of the wire in the same average sense. Had the wires been governed by a
continuum theory with no constitutive length parameter, such as conventional plasticity is,
all the curves of Fig. 0.1 would be the same and, by dimensional considerations, the torque
Q needed to impart a twistΘ to a wire of radiusRshould obey

Q

R3
= f (RΘ) (0.1.1)

where the functionf (·) depends only on the material constituting wire. As noticedin [47],
the experimental curves observed in Fig. 0.1 violate (0.1.1), and show that thinner wires
have higher relative strength in the sense that a higher specific work input, Q/R3, is needed
to induce the same strain,RΘ, in a thinner wire.

Though several observed plasticity phenomena display an effective size effect whereby
the “smaller” is the size, the “stronger” is the response, classical plasticity theory cannot ac-
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count for such experimental results, it being invariant with respect to spatial rescalings, i.e.,
neither any material intrinsic length-scale enters the constitutive law nor such size effects
are predicted. This drawback has led to the development of theories that can capture such
phenomena via dependencies on plastic-strain gradients, thecontinuum gradient plasticity
theories[2, 3, 23, 40, 46, 47, 58, 60, 61].

In this dissertation we are concerned with small–strain theories, and we focus on a
theory for isotropic materials introduced by Gurtin [60], elaborated in one space dimension
by Gurtin, Anand, Gething, and Lele in [6], and developed by Gurtin, Anand, and Fried in
[61] and [62]. Starting from the classical decomposition ofthe strain tensor into the sum
of an elastic strainEe, and aplastic strainEp, size effects are incorporated through two
distinct mechanisms:

• an energetic mechanism, by adding to theelastic energy density, ψe(Ee), a defect
energy density, ψd(curlEp). In the framework of the Gurtin–Anand theory, curlEp

coincides with the Burgers tensor [62,§88.1-2] and provides a macroscopic descrip-
tion of “geometrically–necessary dislocations” (see also[29] for a discussion). This
introduces anenergetic length-scale, L which measures the contribution of the defect
energy density to the system.

• a dissipative mechanism, by including a dependence on∇Ėp in the dissipation-rate
density. This introduces andissipative length-scaleℓ (not necessarily microscopic)
which measures the contribution of the dissipation-rate density to the system.

As will be shown in details in Chapter 1, Gurtin and Anand model is mainly grounded
on themicroforce balance

T0 = Tp − divKp, (0.1.2)

equipped with termodinamically consistent constitutive relations for themicro-stressesTp

andKp, of the form

Tp = Y(Ep)g(dp)
Ėp

dp , K
p = K

p
en+ K

p
diss,



K
p
en =

∂ψd

∂∇Ep

K
p
diss= ℓ

2Y(Ep)g(dp)
∇Ėp

dp

(0.1.3)

whereY(·) is the flow resistance,g(·) is the rate-sensitivity and

dp :=
√
|Ėp|2 + ℓ2|∇Ėp|2

is theeffective flow-rate. The aim of Chapter 1 and Chapter 2, which are based on results
obtained in [33] and [4], is to investigate, qualitatively and quantitatively, the role ofener-
getic length-scale Landdissipative length-scaleℓ with respect to scale effects. To this aim,
we will decouple the two length-scales:
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• neglecting dissipative effects (ℓ = 0) allows us to focus on the effects of the energetic
length-scaleL: in particular, we concentrate our attention on the development of
boundary layers near∂Ω and on an increase of the strain-hardening rate withL [6,
§12];

• neglecting energetic effects (L = 0) allows us to focus on the strengthening effects of
dissipative strain-rate gradients.

0.1.1 The caseℓ = 0 : Torsion problem

To focus on the role of the energetic length-scaleL, in Chapter 1 we rule out dissipative size
effects by settingℓ = 0. To reduce the complicated structure of the Gurtin-Anand model
(0.1.2)-(0.1.3), we also assume constant flow resistanceY and rate-sensitivityg. Under
these simplifying assumptions, the flow rule (0.1.3) is equivalent to the following differential
inclusion:

Tp ∈ ∂δ(Ėp) = {A ∈ R3×3
0,sym : δ(Ẽp) − δ(Ėp) ≥ A : (Ẽp − Ėp) ∀ Ẽp ∈ R3×3

0,sym}. (0.1.4)

By (0.1.4), after an explicit computation ofKp the Gurtin–Anand flow rule (0.1.2) reads as:

T0 + µL2
(
∆Ep − sym(∇divEp) +

1
3

(1+ η)(div divEp)I + ηcurlcurlEp
)
∈ ∂δ(Ėp) (0.1.5)

where−1 < η < 1 is a dimensionless parameter. Note that whenL = 0 the resulting
law characterizes, according to the terminology of [62], the Levy–Mises plastic response.
Looking closely to the energetic scale effects at the level of the one-dimensional problem
is not appropriate, as the true role of the Burgers tensor (the curl of a vector field) can
not be fully understood in such framework. Instead, it seemsreasonable to investigate
different symmetries which preserve the multi-dimensional nature of the problem. A first
analysis suggests that, among these symmetries, the most interesting one is given by the
torsion problemfor a thin metallic wire, for which experimental evidences are also available
(see above). We model a wire as an infinite right-cylinderΩR of radiusR, subject to null
tractions at the boundary and null initial conditions for the twist Θ and theplastic–shear
profile γp = |Ep|. The aim of Chapter 1 consists in quantifying the effects of the energetic
lengthscaleL on the torqueQ that must be applied to induce a twistΘ with plastic–shear
profileγp and which is given by the following expression:

Q = 2πµ
∫ R

0
(Θ̺ − γp)̺2d̺. (0.1.6)

An important assumption we make is that thetwist Θ is monotone:Θ̇ > 0. This property
is inspired both by the aforementioned experimental observation and by the fact that, be-
cause of the homogeneity of degree one of the dissipation rate density, the system (0.1.5)
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is unaffected by a monotone time re-parametrization, hence it allows also to replace the
dependence ofγp on time with a dependence on the twist. Furthermore, since the system
does not contain intrinsic timescales, the ratio between the energetic length-scaleL and the
diameter 2R assumes a crucial role. In order to highlight the role of thisparameter, we
introduce anormalized energetic lengthscale:

λ :=

√
(1− η)

2
L
R
. (0.1.7)

In torsional symmetry the flow rule (0.1.5) reduces to a partial differential inclusion
for the normalized plastic-shear profileγ and thenormalized twistθ, that in terms of the
normalized variables reads as:

λ2
(
∂2γ

∂r2
+

1
r
∂γ

∂r
− 1

r2
γ

)
− γ + θr ∈ ∂

∣∣∣∣∣
∂γ

∂θ

∣∣∣∣∣ in (0, 1)× (0,∞), (0.1.8a)

complemented by the initial-boundary conditions

γ(r, 0) = 0 and
∂γ

∂r
(1, θ) +

γ(1, θ)
2
= 0 for θ ≥ 0 andr ∈ (0, 1), (0.1.8b)

the latter arising from requiring a null microscopic traction on the boundary. To construct
and characterize solutions to (0.1.8), we will work with a relativeeffective energyfunctional

E (γ, θ) :=
1
2

∫ 1

0

(
γ2 + λ2

(
γ′2 +

γ′γ

r
+

(
γ

r

)2
))

r dr − θ
∫ 1

0
γr2dr

and a relativedissipationfunctional

D(γ̇) :=
∫ 1

0
|γ̇|r dr

in the natural space

H := C∞c ((0, 1])
‖·‖r
, where ‖g‖r :=

∫ 1

0

(
g′2 +

(g
r

)2
)
rdr.

Inspired by [72], writing (0.1.8) in its subdifferential formulation, we show the natural
equivalence between this and an evolutionary variational inequality. This enable us to define
theenergetic solution, γ, of (0.1.8):

Definition 0.1. Letγ ∈W1,1
loc ([0,+∞); H). We say thatγ solves(0.1.8)if γ(0) = 0 and

〈DγE (γ, θ), γ̃ − γ̇〉 ≥ D(γ̇) −D(γ̃) for all γ̃ ∈ H

for almost everyθ > 0.
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It follows from known results that thisenergetic solutionexists and is unique [72]. The
main result of Chapter 1 is an explicit characterization of this energetic solution, given in
terms of solutions of suitable boundary-value problems. Three regimes are identified:

• an initial elastic regime, whereθ ∈ [0, 1] andγ = 0;

• an intermediateelasto-plastic regime, whereθ ∈ [1, θλ), γ = 0 in [0, cθ], andγ :=
γθ > 0 in (cθ, 1] where the pair (cθ, γθ) solves:

(Pθ)



λ2
(
γ′′ +

1
r
γ′ − γ

r2

)
− γ = 1− θr on (cθ, 1)

γ(cθ) = γ′(cθ) = 0

γ′(1)+
γ(1)

2
= 0.

(0.1.9)

Herecθ (representing the left-endpoint of the plastic region) is an additional unknown
which is determined together withγ (at variance with the caseλ = 0, whencθ is given
by 1/θ). Whenθ reaches the critical twistθλ (up to which (0.1.9) is well posed), the
elasto-plastic boundary hits the originr = 0, and the wire becomes fully plastified.
Hence we have:

• an ultimateplastic regime, whereθ > θλ, andγ := γθ > 0 in (0, 1] whereγθ solves

(P′
θ)



λ2
(
γ′′ +

1
r
γ′ − γ

r2

)
− γ = 1− θr on (0, 1)

γ(0) = 0

γ′(1)+
γ(1)

2
= 0,

(0.1.10)

which is well posed for allθ ∈ R.

Extendingγθ to (0, 1),
γθ(r) := 0 if r ∈ (0, cθ],

and patchingγθ andγθ together,

γ(r, θ) :=



0 if θ ∈ [0, 1]
γθ(r) if θ ∈ (1, θλ)
γθ(r) if θ ≥ θλ,

(0.1.11)

we obtain the announced characterization of the energetic solution:

Theorem 0.1. The functionγ defined by(0.1.11) is the unique solution of(0.1.8) in the
sense of Definition 0.1. Moreover,γ ∈ Lip([0,+∞); H).

The characterization ofγ given by Theorem (0.1) allows us to work out a formal asymp-
totic expansion asλ→ 0 (for fixedθ) which confirms:
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• the presence of two boundary layers of widthO(λ), near the external boundary of the
wire and near the boundary of the plastified region;

• that the energetic scale is responsible for size-dependentstrain-hardening, with the
thinner wires being harder.

We also obtain a scaling law for the critical twist in terms ofenergetic scaleλ:

θλ ∼
1
√

6λ
for λ≪ 1. (0.1.12)

0.1.2 The caseL = 0 : Traction problem

The effects of the dissipative length-scaleℓmay be singled out by focusing on the caseL = 0
in the reducedone-dimensionalmodel introduced by Gurtin, Anand, Lele and Gething in
[6]. This theory alleviates most of the intricacies of the full model (0.1.3) and describes
a body in the form of a strip of finite widthI undergoing simple shear with a given shear
stressτ. Under a simplified set of constitutive relations, the one-dimensional theory leads
to a nonlocal flow rule in the form of a nonlinear partial differential equation for theplastic
strain γ: 

τ + L2∂2
xγ =

∂tγ

dp − ℓ2∂x

(
∂x∂tγ

dp

)

∂xτ = 0
(t, x) ∈ (0,∞) × I , (0.1.13)

where

dp =

√
|∂tγ|2 + ℓ2|∂x∂tγ|2.

The flow rule (0.1.13) is to be considered together with initial-boundary conditions∂tγ|∂I =

0 andγ(0, x) = γ0(x), and with a traction condition given by imposing the constant(in space
and time) tractionτ = τℓ. These assumptions formally lead to the followingconstrained
boundary-value problemfor u = ∂tγ:


τℓ =

u√
u2+ℓ2(u′)2

− ℓ2

(
u′√

u2+ℓ2(u′)2

)′

u|∂I = 0,
>

I
udx = 1

(0.1.14)

where the primes denote differentiation with respect tox. The presence of the normalized
mean constraint is due to the scaling invariance of (0.1.14)1 with respect to the transforma-
tion u → αu (α , 0), which, in essence, expresses the rate–independence of (0.1.13)1. In
this framework, a sample may then be said to bestrongerthan a second one (made of the
same material) if a higher stressτℓ is needed to generate the same mean plastic flow. On
the other hand, of course a material sample issmallerthan a second one if the ratioℓ/|I | is
higher. Hence, “smaller is stronger” is equivalent to say that

(A) τℓ is increasing withℓ/|I |.
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This is exactly what the numerical simulations performed in[6] indicate. With a view
toward establishing a variational description of (0.1.14), as formulated in [6] as a conjecture,
we are led to consider the following variational problem: Thedissipational functional

F(u) =
?

I

√
u2 + ℓ2(u′)2 dx; (0.1.15)

(B) has a minimum value,τℓ, over all admissible fieldsu such thatu|∂I = 0 and
>

I
u = 1;

(C) any minimizing fieldsu is a solution of (0.1.14)1.

The natural space to analyze the problem is the space of functions with bounded variation.
In some cases, it will be harmless to work in a bounded, open and connected setΩ ⊂ RN

with Lipschitz boundary rather than in an interval. By rescaling x, we may assume without
loss of generality thatℓ = 1. We thus define

BV∗(Ω) =

{
u ∈ BV(Ω) :

?

Ω

udx = 1

}
.

Extending the (0.1.15) toL1(Ω) and encoding the boundary conditions into the problem we
define a functionalF◦ : L1(Ω)→ [0,+∞] as

F◦(u) =



∫
Ω

√
u2 + |∇u|2 dx if u ∈W1,1

0 (Ω)

+∞ if u ∈ L1(Ω) \W1,1
0 (Ω).

We note that for a smoothu the integrand in (0.1.15) coincides with the norm of theRN+1-
vector (u,∇u). Hence we will show that the relaxation ofF◦ coincides with the total varia-
tion of theRN+1-valued measure (u,Du), denoted by|(u,Du)| (see [5, Definition 1.4]):

Theorem 0.2. Let F◦ be defined by(2.1.5). Then

F◦(u) =



∫
Ω

√
u2 + |∇u|2 dx+ |Dsu| (Ω) +

∫
∂Ω
|u|dHN−1 if u ∈ BV(Ω)

+∞ if u ∈ L1(Ω) \ BV(Ω) .
(0.1.16)

Furthermore, for all u∈ BV(Ω) it holds:

F◦(u) = |(u,Du)|(Ω) +
∫

∂Ω

|u|dHN−1 (0.1.17)

= sup

{∫

Ω

u (s− div t) dx+
∫

∂Ω

ut · ndHN−1 : (s, t) ∈ C∞(Ω), ‖(s, t)‖∞ ≤ 1

}
. (0.1.18)

Here∇u and Dsu denote the absolutely continuous, resp. singular, part ofDu with
respect to the Lebesgue measure. Standard direct methods ofthe calculus of variations and
the foregoing discussion enable us to answer positively to part (B). The 1-homogeneity of
F◦ enables us to identify a relation between the value of the minimum, the shear stressτℓ,
and the Lagrange multiplier of the constrained minimization problem,τΩ, as follows (see
Proposition 2.1 and Remark 2.1 in Section 2.1.2):
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Proposition 0.1. LetτΩ :=
1
|Ω| min

BV∗(Ω)
F◦. Then

um ∈ argmin
BV∗(Ω)

F◦ ⇐⇒


um ∈ BV∗(Ω)
τΩχΩ ∈ ∂F◦(um).

HereχΩ denotes the characteristic function of the setΩ and∂F◦ the subdifferential ofF◦

which we characterize at least in the sense of distributions, as it has been done for other
problems with linear growth in the gradient [7, 8]. Identifying ∂F◦ with the right-hand side
of (0.1.14)1, Proposition 0.1 shows thatτΩ, seen as a Lagrange multiplier for the constrained
minimization problem, is uniquely determined over all possible minimizers, a fact which
corresponds to a weak, but dimension-independent, answer to (C) (see below for the one-
dimensional case). We use the characterization ofτΩ given in Proposition 0.1 to infer a
monotonicity property of the shear stress with respect to the dissipative length-scale, and
consequently to yield (A), as follows:

Theorem 0.3(“Smaller is stronger”). Let

λΩ = {x ∈ RN : x/λ ∈ Ω}.

The functionλ 7→ τλΩ is decreasing (strictly if N= 1).

Such property confirms that the strain-gradient theory under consideration is able to model
the experimental evidence that smaller samples have higherrelative strength.
In one space dimension, where the model is proposed, we are also able to give a complete
answer to part (C) proving uniqueness, regularity, and qualitative properties of the mini-
mizer in the spaceSBV∗(I ) = BV∗(I ) ∩ SBV(I ) through:

Theorem 0.4. The functionalF◦ has a unique minimizer u∈ SBV∗(I ). The minimizer u is
even, strictly decreasing in[0, α), smooth in I, and it solves the Euler-Lagrange equation
(0.1.14)1 (with ℓ = 1 andτℓ = τI defined by Proposition 2.1). Furthermore

lim
x→α−

u(x) > 0 and lim
x→α−

u′(x) = −∞.

Besides non-generic domains (such as anN-sphere, where we expect results similar to
those in Theorem 0.4 to hold), we believe that the multi-dimensional problem will not have
smooth minimizers in general, as the mass constraint may produce solutions which jump
down to zero in the interior. Hence, in general the corresponding Euler-Lagrange equation
will not be satisfied by minimizers.

0.2 A multi-scale problem in lubrication theory

Wetting and spreading phenomena are of key importance in many processes, both natural
and industrial. For example, in coating a liquid onto a solidor in the deposition of pesticides
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on plant leaves, it is essential that the liquid dynamicallywets (or not) the solid surface.
Though theories for the description of wetting phenomena have been extensively developed,
the actual physics that govern them still remain unclear today. Part of this difficulty stems
from the contact-line paradox arising in Navier-Stokes equations: the no-slip condition
with a constant viscosity leads to a force singularity at advancing contact lines [67, 41].
To remove this paradox many models proposed the introduction of a “microscopic length-
scale” [39, 75, 22]. In many theories, an effective slip condition at the liquid-solid interface
is postulated to occur, for example the Navier slip condition U = µBUζ at the liquid-solid
interface,ζ = 0 (hereU is the fluid’s horizontal velocity in a two-dimensional framework
andµ is the viscosity). The ratio 1/B is to be understood as afriction coefficientbetween the
liquid and the wall. But as confirmed by recent investigations by Qian, Wang and Sheng [78]
and by Ren and E [80], these slippage models fail to describe the dynamicsnear the contact
line region. Among the variety of suggested models, we are concerned with an effective
continuum model proposed by Ren and E [80] and by Ren, Hu and E [81] in which a further
source of friction is encoded, coming from the deviation of the contact angleΘ from its
static valueΘS. In the simplest case of a linear friction law, this model turns into in the
following conditions:

Dγ(cosΘ − cosΘS) = UCL if ΘS > 0 (partial wetting),

Dγ(cosΘ − 1) = max{UCL, 0} if ΘS = 0 (complete wetting).
(0.2.1)

HereUCL is the speed of the contact line,γ denotes the liquid-vapor surface tension, and
1/D is an effective friction coefficientat the contact line. Of interest to us is to discuss the
dynamics of spreading with respect to the two parameters,b andd, which represents the nor-
malized counterpart ofB andD. This is done in Chapter 3 and Chapter 4 which are based on
results obtained in [31, 32, 30] . First of all, we reduce the complexity of the Navier-Stokes
system while retaining the effects of both capillary forces and frictional forces (viscous
friction in the bulk, surface friction at the liquid-solid interface, and contact-line friction
at the liquid-solid-vapor interface), considering this model in the lubrication regime (see
e.g. [75, 53, 70]). In the lubrication approximation, the spreading of thin droplets may be
modeled by a class of fourth order free boundary problems forthe normalized height of
the liquid film, h(t, x), and the extent of the wetted region, (−s(t), s(t)) (for simplicity, we
assumeh to be symmetric with respect tox = 0):



ht + (hu)x = 0, u = (h2 + bh)hxxx in (0, s(t))

h = 0, d
dt s(t) = lim

x→s(t)−
u at x = s(t)

hx = hxxx = 0 at x = 0.

(0.2.2)

By formal asymptotic expansions of the traveling wave solutions to (0.2.2) (see Section
3.4) we know that fronts can only advance in thecomplete wetting regime, characterized by
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θS = 0: therefore the free boundary condition (0.2.1) reduces to

d
(
h2

x − θ2
S

)
=

ds
dt

at x = s(t). (0.2.3)

0.2.1 Asymptotic analysis

In the absence of contact-line friction, i.e. 1/d = 0, the dynamics (0.2.2) are known to be
influenced only logarithmically by the slippage model, at least at intermediate timescales
(see [65] forθS > 0 and [34] for the case of rough surfaces): more precisely,

θ3
m ∼ θ3

S + 3s′ log
( sθ

b

)
(0.2.4)

whiereθm is themacroscopic contact angle, defined as the slope of the unique even arc of
parabola having the same mass and support at its zero. In the regime of complete wetting
(θS = 0), this leads to the following scaling law, which is often referred to as the logarithmic
correction to Tanner’s law [85] (see also [17] and [52]):

s∼


t

log
(

1
b7t

)


1/7

for s7
0 log

(
1

bs0

)
≪ t ≪ b−7. (0.2.5)

Note that the appearance of an intermediate timescale is real: on one hand, it takes a certain
time for the droplet to forget its initial shape; on the otherhand, for large timesh≪ b on the
whole support, hence the evolution is governed by slippage alone ands will scale like t1/6.
Again in complete wetting, analogous logarithmic corrections were obtained by de Gennes
[39] for a related model in which the contact angle conditionis replaced by the action of
van der Waals forces.

In the presence of contact-line friction the situation is more complicated and more than
one intermediate scaling law appears. This is due to the dependence of the scaling laws
on whetherθS is zero or not, and on the relation between the two normalizedparameters
b andd. To give a more precise quantitative description of these scaling laws, a matched
asymptotic study is worked out in Chapter 3, relating the macroscopic contact angle to
the speed of the contact line. It turns out that a crucial roleis played by the parameter
k = dM/b2, which may be seen as a measure of the relative strength of surface friction
versus contact-line friction (M is the mass of the droplet). Let us fix for simplicityM = 1
and discuss separately the case of complete and partial wetting.

If θS = 0 the dynamics is governed by the following laws:

• for a stronger contact-line friction,d . b2, the system bypasses the moderate timescale
dominated by viscous friction and the droplet displays onlyan early timescale domi-
nated by contact-line friction and a final timescale dominated by surface friction:

s∼


(dt)1/5 if

s5
0
d ≪ t ≪ b5

d6 (ands0 ≪ b
d)

(bt)1/6 if t ≫ b5

d6 ;
(0.2.6)
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• for a stronger surface friction,b2 ≪ d the droplet displays an early timescale dom-
inated by contact-line friction, a moderate timescale dominated by viscous friction
(which is logarithmically corrected by surface friction, as in the case of zero contact-
line friction, see (0.2.5)), and a final timescale dominatedby surface friction:

s∼



(dt)1/5 if
s5
0
d ≪ t ≪ 1

d7/2 log5/2 d
b2

(ands2
0 ≪

1
d log d

b2
)

(
t

log 1
b7t

)1/7

if 1
d7/2 log5/2 d

b2
≪ t ≪ b−7

(bt)1/6 if t ≫ b−7.

(0.2.7)

The lower bounds on the initial times, as already discussed,correspond to the time that the
system needs to “forget” its initial shape and to relax to a quasi-static configuration.
If θS > 0, the profile of a spreading droplet converges (exponentially) to the unique steady
state with given mass and contact angleθS ast → +∞. We concentrate our attention to the
case of a persistent macroscopic profile for all times:

θS ≫ b2, i.e. bs∞ ≪ 1.

For sufficiently large times, also in partial wetting the contact-line friction plays no role and
the system evolves according with the Cox-Hocking relation(0.2.4). However there are still
intermediate timescales which are influenced by contact-line friction:

(i) if d ≪ θS, then (0.2.4) is preceded by an early timescale dominated bycontact-line
friction;

(ii) if θS ≪ d, then (0.2.4) is preceded by an early timescale dominated bycontact-line
friction and a moderate timescale dominated by viscous friction.

These results highlight the role of the threshold parameterd/θS. In addition we are able to
quantify the time in which (0.2.4) takes over: up to a logarithmic correction, it reads as:

(0.2.4) ⇐⇒ t ≫



1
dθ5/2

S

if d≪ θS

1

θ
7/2
S log1/6

(
θS
b2

) if θS ≪ d.

The scaling laws in (0.2.6) and (0.2.7) may already be predicted by a simple heuristic
argument (see§3.8). However, in this simple argument one has to assumea-priori that
the microscopic contact angleθ is “relatively close” toθm. Now, especially in complete
wetting where the slope might vary abruptly near the contactline, this strong assumption
could be not valid and a discrepancy between the effective and microscopic contact angles
may occur. To overcome this drawback, in§3.9 we work out a detailed matched asymptotic
study of (0.2.2)-(0.2.3). From the pioneering works of Hocking [65, 66] and Cox [34],
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quite a few works has been devoted to matched asymptotic withspeed-dependent contact
angle conditions [56, 43, 63]. However, none of them includes (3.2.3), and the scaling
assumptions used are not always sharp or easy to reconstruct. Hence, here we extend,
modify and simplify the asymptotic in a way which includes (3.2.3) and keeps track of
all the assumptions used (we actually argue for a much more general relation, potentially
applicable to different boundary conditions, between speed and contact angle). We assume
that the evolution within the liquid’s bulk is “slow” and quasi-static, in the sense that

0 ≤ s6s′ ≪ 1 and bs≪ 1. (0.2.8)

The second inequality in (0.2.8) ensures (via mass conservation) thath(t, ·) ≫ b on most of
its support. Then the asymptotic yields

θ3
m ∼



θ3 + 3s′ log
(

sθ
b

)
if b≪ sθ and s′ ≪ θ3

3s′ log
(

s(s′)1/3

b

)
if b3 ≪ s3s′ and s′ ≫ θ3.

(0.2.9)

Of course, (0.2.9) recovers the earlier results in whenθ ≡ θS (see (0.2.4)). When instead
bs≫ 1 but the evolution is “slow”, an asymptotic relation between sandθmay be obtained:

(
3

2s2

)3

∼ θ3 if bs≫ 1, s5s′ ≪ b, and θ > 0. (0.2.10)

Ode arguments then enable us to pass from (0.2.9) and (0.2.10) to the early and moderate
scaling laws in (0.2.6) and (0.2.7). In the particular case 1/d = 0, (0.2.5) is also recovered. A
different asymptotic which assumes a quasi-selfsimilar profileof the solution is adopted for
the long-time scaling law. In this, as well as in earlier asymptotic studies, the local behavior
near the contact line is described by an advancing travelingwave, that is, a solution of


−U = ( f 2 + b f) fξξξ , f > 0 in (0,+∞),

f = 0, fξ = θ at ξ = 0
(0.2.11)

whose profile is determined by “matching” it to the bulk region. The matching condition
selects the solution to (0.2.11) which displays the “linear” (up to a log-correction) behavior
at infinity. Though it is quite clear from the heuristics in Section 3.4 that such traveling
wave exists and is unique, we were unable to find a proof in the literature. Therefore we
provide it in Section 3.6. Actually, we will prove the following, slightly more general result:

Theorem 0.5.For anyθ ≥ 0 and any U∈ C([0,+∞)) non-negative, bounded, and such that
inf U > 0 if θ = 0, there exists a unique solution f∈ C1([0,+∞)) ∩C3((0,+∞)) of (0.2.11)
such that fξξ(ξ)→ 0 asξ → +∞.
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0.2.2 Existence of weak solutions

In Chapter 4, we perform a first analytical study for a generalized version of problem (0.2.2)-
(0.2.3):

(P)



ht + (m(h)hxxx)x = 0, h > 0, h even in (0, t) × (−s(t), s(t))

h = 0, ṡ(t) = lim
x→s(t)

m(h)
h

hxxx at (0, t) × {x = s(t)}

ṡ(t) = d
(
h2

x − θ2
S

)
at (0, t) × {x = s(t)}

h(0, x) = h0(x), h0 even in (−s(t), s(t)),

(0.2.12)

where

m ∈ C∞((0,∞)) ∩C([0,∞)), with m(h) ∼ hn (n > 0) as h→ 0 and m> 0 in (0,∞).
(0.2.13)

Thin-film equations with zero contact angle (i.e., replacing (0.2.12)3 by hx = 0) have been
widely studied in the past two decades, and some results are also available for a constant,
non-zero contact angle. We refer to Section 4.2 for a discussion. The main interest of
our study lies in trying to capture a speed-dependent contact-angle condition in a weak
formulation of (P). To this aim, the starting point is to translate the problemon the fixed
domainI = (−1, 1):



vt −
ṡ
s
yvy +

1

s4
(m(v)vyyy)y = 0, v > 0, v even in (0, t) × I

v = 0, ṡ(t) = lim
y→1

m(v)
v

vyyy

s3
at (0, t) × {y = 1}

ṡ(t) = d


v2

y

s2
− θ2

S

 at (0, t) × {y = 1}

v(0, y) = v0(y), v0 even in I .

(0.2.14)

Besides the specific form of the free boundary condition, we are interested in this fixed-
domain formulation since it might have the potential to yield improvements in theory of
thin-film equation. In this formulation, the surface energyfunctional is given by

E(v(t)) =
1
2

∫

I


v2

y

s
+ sθ2

S

 dy.

As formally shown in§3.5, a sufficiently smooth solution to (0.2.14), is such that

E(v(t)) +
d
2

∫ t

0


v2

y(t, 1)

s2
− θ2

S


2

+

"

{v>0}t

1

s5
m(v)v2

yyy = E(v0). (0.2.15)

Our main result is the following:
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Theorem 0.6. Let m as in(0.2.13). For any v0 ∈ H1(I ), even and non-negative, and any
s0 > 0 there exists a pair of functions(s, v), with v∈ C

1
2 ,

1
8 ([0,∞) × I ) ∩ L∞loc([0,∞); H1(I )),

v ≥ 0, and s∈ H1((0,∞)), s > 0, which solves(0.2.14)with initial datum v0 in the sense
that, for all T > 0, it holds that:

(i) vt ∈ L2((0,T); (H1(I ))′);

(ii) vyyy ∈ L2
loc({v > 0}) and

√
m(v)vyyy ∈ L2({v > 0});

(iii) for all ϕ ∈ L2((0,T); H1(I ))

∫ T

0
< vt, ϕ > dt =

∫ T

0

∫

I

ṡ
s
yvyϕ +

∫ T

0

∫

I

1

s4
m(v)vyyyϕy; (0.2.16)

(iv) v(0, y) = v0(y) in H1(I );

(v) v(1) = 0 in L2(0,T);

(vi) v is even;

(vii) v dissipates E(v) in the sense that

E(v(t)) +
1
2d

∫ t

0
ṡ2 +

"

{v>0}t

1

s5
m(v)v2

yyy ≤ E(v0). (0.2.17)

The kinematic condition in (0.2.14) is captured in its weak form of mass conservation. The
free boundary condition (0.2.14)3, that is

ds(t)
dt
= d


v2

y

s2
− θ2

S

 , (0.2.18)

is encoded only very weakly, in the form of the energy inequality (0.2.17). More precisely,
the extent in which (0.2.18) is recovered is the following: if the solution had sufficient
additional regularity, such that on one hand (0.2.17) were satisfied as an equality, and on
the other hand the formal computations leading to (0.2.15) were rigorous, then the solution
would satisfy (0.2.18). A further weakness of Theorem 0.6 isthat we are not able to prove
thatv > 0 a.e. in (0,T) × I . In this respect, it is important to notice that even for the well-
known case of a zero-contact angle condition, the standard entropy estimates in our fixed-
domain framework would not yield a.e. positivity of the solution, since there the support
of the test functions is fixed in thex-variable, that is, receding in they-variable whens
increases. This points to the necessity of a refinement of thestandard entropy estimates
(see§4.8 and (0.2.22) below), localized in such a way that the testfunction “follows” the
free-boundary. We hope to come back to this topic in the future, and we leave it here as an
open question.
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A merit of our approach is the construction of approximatingsolutions (s, v) in which v
is positive and(s, v) satisfy the free boundary condition(0.2.18). These approximating
solutions are constructed as follows: we modify the mobility term

mδ,σ(τ) = δ +
m(τ)τ4

σm(τ) + τ4 + δm(τ)τ4
, τ ∈ R, (0.2.19)

for someδ > 0 andσ > 0, and we raise the initial datum of an heightε > 0. Note that the
approximationm0,σ corresponds to nowdays standard modification (see [16] and [10]), to
obtain positive solutions given a positive initial datum. This leads to



vt −
ṡ
s
yvy +

1

s4
(mδ,σ(v)vyyy)y = 0 in (0, t) × (0, 1)

vy = vyyy = 0 at (0, t) × {y = 0}

v = ε, vyyy = 0 at (0, t) × {y = 1}

ṡ(t) = d


v2

y

s2
− θ2

S

 at (0, t) × {y = 1}

v(0, y) = v0(y) + ε in (0, 1).

(0.2.20)

The mentioned positive approximating solutions are obtained forδ = 0 andε = σ. In order
to prove the existence of solutions (0.2.20), we consider the problem withprescribedfree
boundarys(t):



vt −
ṡ
s
yvy +

1

s4
(mδ,σ(v)vyyy)y = 0 in (0, t) × (0, 1)

vy = vyyy = 0 at (0, t) × {y = 0}

v = ε, vyyy = 0 at (0, t) × {y = 1}

v(0, y) = v0(y) + ε in (0, 1),

(0.2.21)

where indeed the free-boundary condition (0.2.18) is removed. Sinces is fixed (i.e., the
contact-angle condition does not hold), the dissipative structure given by (0.2.15) is lost, so
only local existence to (0.2.21) is avaible. To capture the contact-angle condition (0.2.18)
and obtain local existence for the free-boundary problem, we apply a fixed point argument,
which from the technical viewpoint, is the hardest part of the work and the crucial one.
Once this condition is recovered, then also the dissipativestructure given by (0.2.15) is,
and some a-priori estimates, implying additional regularity and global existence, follow. To
investigate sign property of solutions to (0.2.20), we adopt the technique proposed in [13].
It is based on the introduction of an auxiliary functionG such thatG′′(y) = 1

mδ,σ(y) and which
provide the following entropy-type estimate (uniform withrespect toδ )

supt≤T

∫ 1

0
Gσ,δ(v(t)) +C−1

"

QT

v2
yy ≤ C(ε,T) for all T < ∞. (0.2.22)

xx



This allows to pass to the limit asδ→ 0 obtainingpositivesolutions to (Pε,0,σ). Finally we
pass to the limit asε = σ → 0 (in a nowadays standard fashion) and complete the proof of
Theorem 0.6.

xxi



Chapter 1

Torsion in strain gradient plasticity:
energetic scale effects

1.1 Introduction

At the micron scale, metallic components undergoing non–uniform plastic flow are known
to display size–dependent behavior: generally speaking, “smaller” specimens appear to
be “stronger”, with smaller specimens being, in general, stronger. Among the many ev-
idences, of particular interest to us is a series of torsion experiments, reported in [47].
During these experiments, the wires are twisted (monotonically and with the same rate)
well into the plastic range, and the relationship between torque Q and twistΘ (angle of
rotation per unit length) is recorded. The inability of conventional plasticity in capturing
size effects is medicated in strain-gradient plasticity theories through an explicit appearance
of the plastic–strain gradient in the field equations [2, 3, 23, 40, 46, 47, 58, 60, 61]. This
chapter is concerned with small–strain theories, and we focus on a theory for isotropic ma-
terials developed by Gurtin and Anand in [61]. For additional details, we refer to the recent
monograph [62], where the theory is expounded.

1.1.1 Conventional plasticity

We begin by recalling the field equations from standard small–strain plasticity theory for
isotropic materials, with specific reference to flow theories commonly used for metals. In
small–strain plasticity, the unknowns are thedisplacementu(x, t) ∈ R3 and theplastic strain
Ep(x, t) ∈ R3×3

0,sym. Theelastic strainEe(x, t) ∈ R3×3
sym, defined by

Ee := sym∇u − Ep (1.1.1a)
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determines the stressT(x, t) ∈ R3×3
sym through the constitutive equation

T =
∂ψe

∂Ee, ψe(Ee) := µ|Ee
0|2 + 1

2κ|trE
e|2, (1.1.1b)

whereψe(Ee) is theelastic energy density(see (1.2.18)).
andµ, κ > 0. When body forces are null, the stress obeys theforce balance:

divT = 0. (1.1.1c)

Flow rules adopted in small–strain metal plasticity have typically the form

T0 = Y(ep)g(|Ėp|) Ėp

|Ėp|
, (1.1.2)

whereY(·) > 0 is theflow resistance, ep(x, t) =
∫ t

0 |Ė
p(x, t)|dt is theaccumulated plastic

strain, andg(·) is a (dimensionless)rate–sensitivity function. The simplest choice for the

rate–sensitivity function is the power lawg(|Ėp|) =
(
|Ėp|
d0

)m
, whered0 > 0 is areference rate

and the parameterm≥ 0 is a measure of rate dependency: form= 0, we haveg(·) = 1 and
the flow rule (1.1.2) is not affected by a monotone time re-parametrization.

1.1.2 The Gurtin–Anand model

Ultimately, the the inability of (1.1.1)–(1.1.2) at capturing size effects is due to its invariance
under the scalingx 7→ αx, u 7→ αu (α > 0). In the Gurtin–Anand theory [61, 62], size
dependence is achieved by replacing (1.1.2) with a flow rule that explicitly accounts for the
plastic–strain gradient in two ways:

1) an energetic scale dependence, and a correspondingenergetic lengthscale L, are
introduced by adding to the elastic energy density, adefect energy density

ψd(∇Ep) = 1
2µL2

(
(1− η)|curlEp|2 + η|curlEp − (curlEp)T |2

)
(1.1.3)

(cf. [62, Eqs. (90.41)–(90.42)] withλ2 = η), where−1 < η < 1 is a dimensionless
parameter. In the framework of the Gurtin–Anand theory, curlEp coincides with the Burgers
tensor [62,§88.1-2], which provides a macroscopic description of geometrically–necessary
dislocations.

2) adissipative scale dependence, and a correspondingdissipative lengthscaleℓ, are in-
troduced by a dependence of the dissipation-rate density onspatial derivatives of theplastic
strain-rate, Ėp. Thedissipation-rate densityis given by:

δ = Y(Ep)g(dp)dp, where dp :=
√
|Ėp|2 + ℓ2|∇Ėp|2 and Ep(x, t) :=

∫ t

0
dp(x, s) ds.

More specifically, Gurtin and Anand replace (1.1.2) with themicroforce balance

T0 = Tp − divKp, (1.1.4a)
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and with the following constitutive equations for theplastic stressTp(x, t) ∈ R3×3
0,symand the

plastic microstressKp(x, t) ∈ R3×3×3
0,sym :

Tp = Y(Ep)g(dp)
Ėp

dp , K
p = K

p
en+ K

p
diss,



K
p
en =

∂ψd

∂∇Ep

K
p
diss= ℓ

2Y(Ep)g(dp)
∇Ėp

dp .

(1.1.4b)

1.1.3 The goals

Quite a few efforts have been put into the mathematical analysis of this theory: besides [79],
which deals with the (much more tractable) case in which hardening is present, in [54] the
concept of “energetic solution” [72] is implemented for this model in the rate–independent
case (which follows by formally substitutingg(·) = 1 in (1.1.4b)). However, we are not
aware of analytical studies aiming to qualify and quantify the scale effects induced byℓ
andL. To our knowledge, only dimensional and numerical observation are available so far
[60, 6], suggesting:

(a) the development of boundary layers near∂Ω, at least in case of no flux of the Burgers
vector through∂Ω [60, §10.2];

(b) an increase of the strain-hardening rate withL [6, §12];

(c) an increase of the strengthening withℓ [6, §12].

The goal of this chapter is to obtain a more robust validationof the role of the energetic
lengthscaleL with respect to the observation in (a) and (b). To this aim: 1)we assume
constant flow resistance and we rule out dissipative size effects by setting:

Y(·) =
√

2k (1.1.5a)

ℓ = 0, i.e. dp = |Ėp|, (1.1.5b)

wherek > 0 is theyield strength under pure shear; 2) we take the rate–independent limit
g(s) = 1, so thatδ(Ėp) =

√
2k|Ėp|, and we replace the first of (1.1.4b) with



Tp ∈ R3×3
0,symand|Tp| ≤

√
2k if Ėp = 0

Tp =
√

2k Ėp

|Ėp| if Ėp
, 0.

(1.1.5c)

It is not hard to check that (1.1.5c) is equivalent to the following differential inclusion [64]:

Tp ∈ ∂δ(Ėp) = {A ∈ R3×3
0,sym : δ(Ẽp) − δ(Ėp) ≥ A : (Ẽp − Ėp) ∀ Ẽp ∈ R3×3

0,sym}. (1.1.6)
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Using (1.1.5) and (1.2.19), after an explicit computation of Kp (see§1.2) the flow rule
(1.1.4) becomes

T0 + µL2
(
∆Ep − sym(∇divEp) + 1

3(1+ η)(div divEp)I + ηcurlcurlEp
)
∈ ∂δ(Ėp). (1.1.7)

Note that whenL = 0 the flow rule (1.1.7) reduces to (1.1.6) withTp replaced byT0; the
resulting law characterizes, according to the terminologyof [62], the Levy–Mises plastic
response.

Though the effects in (a) and (b) seem to be observable, at least qualitatively, already
at the level of the one-dimensional theory proposed in [6], we wish to explore them in a
multidimensional setting where the role of the Burgers tensor (as the curl of a tensor field)
should become more transparent on one hand and experimentalresults are available on the
other hand. One such setting is, of course, that of thetorsion problem, which has already
been studied in the context of other strain–gradient plasticity theories [47, 58, 23], and
which we introduce now.

1.1.4 The torsion problem

We model a thin metallic wire as aninfinite right-cylinder

ΩR = {x = (̺ cosφ, ̺ sinφ, z) ∈ R3 : ̺ ∈ [0,R), φ ∈ [0, 2π)} (1.1.8)

subject to null tractions at the boundary∂ΩR (see (1.2.17)2 below). Denoting by (e〈1〉, e〈2〉, e〈3〉)
the local orthonormal frame (see (1.2.3)) associated to thecylindrical coordinates (̺, φ, z),
we write down the followingAnsatz:

u(̺, φ, z, t) = zΘ(t)̺e〈2〉(φ) (1.1.9a)

Ep(̺, φ, t) = γp(̺, t)sym(e〈2〉(φ) ⊗ e〈3〉), (1.1.9b)

where both thetwistΘ and theplastic–shear profileγp satisfy the null initial conditions:

Θ(0) = 0, γp(·, 0) = 0. (1.1.10)

The stress field that results from (1.1.9) and (1.1.1a–b) satisfies the balance equation (1.1.1c)
and the null–traction condition for the standard forces. Moreover, as we shall see in§1.2.3,
the torque that must be applied to induce a twistΘ with plastic–shear profileγp is given by
the following expression:

Q = 2πµ
∫ R

0
(Θ̺ − γp)̺2d̺. (1.1.11)

An important point to be made at first is that the system (1.1.7) is unaffected by a mono-
tone time re-parametrization. This property is best exploited when the twist ismonotone:

Θ̇ > 0,
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an additional working assumption that we make in this thesis. Indeed, this assumption
enables us to replace the dependence ofγp on time with a dependence on the twist by
performing the substitution:γp(̺, t) 7→ γp(̺,Θ). A second point is that, since the system
has no intrinsic timescale, the only parameter that mattersis the ratio between the energetic
lengthscaleL and the diameter 2R. To highlight the role of this parameter, we introduce a
normalized energetic length scaleλ, proportional toL/R (see (1.4.1) below), and we work
with the following normalized variables:

r :=
̺

R
, θ :=

Θ

Θy
, γ :=

γp

γy
, where γy :=

k
µ
, Θy :=

γy

R
. (1.1.12)

The constantsγy andΘy are theyield shearand theyield twist, respectively.

We show in§1.3 that, under the Ansatz (1.1.9), the flow rule (1.1.7) reduces to a partial
differential inclusion in one dimension that, in terms of the normalized variables (1.1.12),
reads:

λ2
(
∂2γ

∂r2
+

1
r
∂γ

∂r
− 1

r2
γ

)
− γ + θr ∈ ∂

∣∣∣∣∣
∂γ

∂θ

∣∣∣∣∣ in (0, 1)× (0,∞), (1.1.13a)

where

∂ |s| :=



{−1} if s< 0
[−1, 1] if s= 0
{1} if s> 0.

The assumption (1.1.10) and the null microscopic traction at the boundary (see (1.2.17))
yield

γ(r, 0) = 0 and
∂γ

∂r
(1, θ) +

γ(1, θ)
2
= 0 for θ ≥ 0 andr ∈ (0, 1). (1.1.13b)

1.1.5 Solution of the torsion problem:L = 0

To get a first insight in the problem, it is convenient to consider the caseL = 0. Then
(1.1.13a) reduces to

θr − γ ∈ ∂
∣∣∣∣∣
∂γ

∂θ

∣∣∣∣∣ in (0,R) (1.1.14)

and there is no associated boundary condition. The unique solution of (1.1.14) with the
initial conditionγ(r, 0) = 0 is given by

γ(r, θ) = (θr − 1)+, (1.1.15)

where (s)+ = max{s, 0}. From (1.1.15), two regimes may be identified:

1) anelastic regime, whereθ ∈ [0, 1] andγ = 0;

2) anelasto–plastic regime, whereθ ∈ (1,+∞), γ = 0 in [0, 1/θ], andγ > 0 in (1/θ, 1].
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Thus, anelastic–plastic boundarylocated atr = 1/θ separates the region whereγ = 0, the
so–calledelastic core, from the rest of the body, whereγ > 0. As θ increases, the elastic
core shrinks down, but never disappears.

In terms of normalized variables, (1.1.11) is best written as Q = Q∗q, whereQ∗ :=
2
3kπR3 and

q := 3
∫ 1

0
(θr − γ)r2dr (1.1.16)

is thenormalized torque. On substituting (1.1.15) into (1.1.16), we obtain, forθ ≥ 1,

q = 1− 1
4θ
−3 for all θ ≥ 1. (1.1.17)

Notice thatq(θ) → 1 asθ → ∞. Thus,Q∗ is theultimate torquethat a wire can withstand
according to the Levy–Mises theory.

1.1.6 Solution of the torsion problem:L > 0

When strain-gradient effects are accounted for, an expression for the torque as simple as
(1.1.17) is not available. In order to get some insight, we need a detailed characterization of
the solution of (1.1.13). In§1.4 we note that (1.1.13a) has a natural formulation in termsof
an evolutionary variational inequality (see Definition 1.1), and hence it has a unique solution
(see Proposition 1.1). Our main contribution is in§1.5, where we show that the unique
solution γ of (1.1.13) may be characterized in terms of solutions of suitable boundary-
value problems (see Theorem 1.1). As a by-product, our arguments provide an explicit
construction of the solution; this construction allows us to identify three regimes:

1) an initialelastic regime, whereθ ∈ [0, 1] andγ = 0;

2) an intermediateelasto-plastic regime, whereθ ∈ [1, θλ), γ = 0 in [0, cθ], andγ > 0 in
(cθ, 1];

3) an ultimateplastic regime, whereθ > θλ andγ > 0 in (0, 1].

A relevant feature is apparent from 3): the sample becomes fully plastified whenθ
attains acritical twist θλ, in contrast with the caseL = 0, where plastic strain vanishes on
(0, 1/θ).

1.1.7 Energetic scale effects

The characterization given by Theorem 1.1 allows for an easycomputation of the plastic
profile and the torque. Numerical results given in Figure 1.1confirm both the presence of a
boundary layer near∂Ω and the higher relative strength of thinner wires. In addition, they
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Figure 1.1: On the left, plots ofγ
θ

for λ = 0.1 and θ−1
θλ−1 =

1
64,

1
16,

1
4, 1, 2, 4 (from bottom to

top); on the right, plots of normalized torque vs. normalized twist forλ = 0, 0.1, 0.2, 0.4, 0.8
(from bottom to top).

show the presence of a boundary layer nearcθ, the left-endpoint of the plastic region. The
characterization given by Theorem 1.1 also allows to quantify these effects in terms of the
(normalized) energetic lengthscaleλ. In §3.9, we develop a formal asymptotic expansion as
λ→ 0 (for fixedθ). First we show that

cθ ∼ 1
θ
− λ for λ≪ 1 and θ ∈ (1, θλ), (1.1.18)

γ ∼ θr − 1− 1
2λ(3θ − 1)e−

1−r
λ for λ≪ 1, 1− r ≪ 1 and θ > 1. (1.1.19)

Expansions (1.1.18) and (1.1.19) show the appearance of boundary layers of widthO(λ)
nearr = cθ andr = 1, respectively. Using (1.1.18) and (1.1.19), we obtain a scaling law for
the critical twist,

θλ ∼ 1√
6λ

for λ≪ 1, (1.1.20)

and we quantify the higher relative strength of thinner wires by finding the estimate

q(θ) ∼


1− 1

4θ3 +
3λ2

2θ +
9
2λ

2(θ − 1) if 1 < θ < 1√
6λ

1+ 9
2λ

2(θ − 1) if θ > 1√
6λ

for λ≪ 1. (1.1.21)

Comparing (1.1.21) with (1.1.17) and returning to the original variables, we see in particular
that Q/Q∗ is proportional to (L/R)2. We remark that the theory under scrutiny does not
predict any ultimate torque: we conjecture that a defect energy density with linear growth,
as deduced in [49], may recover such feature.

1.1.8 Non-symmetric plastic distortion

The identification of curlEp as the macroscopic counterpart of the Burgers vector hinges
on the assumption that, in the decomposition∇u = He + Hp, theplastic distortionHp be
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symmetric. If this assumption is dropped thenHp = Ep + Wp, with Ep symmetric and
Wp skew-symmetric. Thus, the additional kinematical unknownWp(x, t) ∈ R3×3

skw, the so-
calledplastic spin, enters the theory [60]. As pointed out in [61], the ensuing flow rule is
then much more complicated; not surprisingly, well-posedness has not been established for
such model, unless one includes appropriate hardening terms [42], or restricts attention to
particular symmetries [19]. In§1.7 we show that the trivial generalization of (1.1.9) with
Wp = 0 provides a solution also to the flow rule proposed in [60], whereψd =

1
2µL2|curlHp|2

is postulated. This seems to indicate that, contrary to whatintuition may suggest, plastic
rotations do not affect the outcome of a torsion experiment.

1.2 Problem setup

1.2.1 Preliminaries

We adopt the following terminology and typographical convention: we use boldface small
prints (a, b, etc.) to denote elements ofR3, and we refer to them as “vectors”; we use
boldface capitals (A, B, etc.) to denote elements ofR3×3, and we call them “tensors”; we
use double struck capitals (A, B, etc.) to denote elements ofR3×3×3, and we call them
“second–order tensors”. We denote the components of the vector a, the tensorA, and
the second–order tensorA in the corresponding standard basis by (a)i , (A)i j , and (A)i jk ,
respectively.

We use a single, a double, and a triple dot, to denote the scalar product between vectors,
tensors, and second–order tensors, respectively, that is:a · b = (a)i (b)i , A : B = (A)i j (B)i j ,

A
...B = (A)i jk (B)i jk . We maintain that (Aa) j = (A)i j (a) j , and (Aa)i j = (A)i jk (a)k. We denote

by R3×3
sym andR3×3

0 the sets ofsymmetric, resp. traceless, second–order tensors, and we let
R

3×3
0,sym = R

3×3
0 ∩ R3×3

sym. Likewise we denote byR3×3×3
sym andR3×3×3

0 the set of third–order
tensors that are symmetric, resp. deviatoric, with respectto the first two indices, and we let
R

3×3×3
0,sym = R

3×3×3
0 ∩ R3×3×3

sym .

We denote bya⊗b the tensor defined componentwise by (a⊗b)i j = (a)i (b) j. In a similar
manner, we denote bya ⊗ b ⊗ c the third–order tensor with components (a ⊗ b ⊗ c)i jk =

(a)i (b) j(c)k. In particular, we have

(a⊗ b)c = (b · c)a. (1.2.1)

We denote by symA andA0, respectively, thesymmetric partanddeviatoric partof any
tensorA, namely, symA = 1

2

(
AT + A

)
, andA0 = A − 1

3tr(A)I , whereI is the identity
matrix; given that (a⊗ b)T = b ⊗ a, and that tr(a⊗ b) = a · b, we have

sym(a⊗ b) =
1
2

(a⊗ b + b ⊗ a) and (a⊗ b)0 = a⊗ b − 1
3

(a · b)I . (1.2.2)
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For x ∈ R3, we denote by (̺, φ, z) its cylindrical coordinates,

x = (̺ cosφ, ̺ sinφ, z), (̺, φ, z) ∈ (0,+∞) × [0, 2π) × R.

and we introduce the localframe-field vectors

e〈1〉(φ) = (cosφ, sinφ, 0), e〈2〉(φ) = (− sinφ, cosφ, 0), e〈3〉 = (0, 0, 1). (1.2.3)

It follows from (1.2.3) that

e〈i〉 · e〈 j〉 = δi j and
∂e〈i〉
∂φ
· e〈 j〉 = εi j3, (1.2.4)

whereδi j andεi jk are, respectively, the Kroenecker and Levi–Civita symbols. We denote
components in the frame–field (1.2.3) as follows:

(a)〈i〉 = a · e〈i〉, (A)〈i j 〉 = A : e〈i〉 ⊗ e〈 j〉, (A)〈i jk〉 = A
...e〈i〉 ⊗ e〈 j〉 ⊗ e〈k〉. (1.2.5)

Although these components differ, in general, from those in the standard basis, the usual
representation formulas in terms of components apply:

a = (a)〈i〉e〈i〉, A = (A)〈i j 〉e〈i〉 ⊗ e〈 j〉, A = (A)〈i jk〉e〈i〉 ⊗ e〈 j〉 ⊗ e〈k〉, (1.2.6)

along with the usual component–wise multiplication rules:

(Aa)〈i〉 = (A)〈i j 〉(a)〈 j〉 and (Aa)〈i j 〉 = (A)〈i jk〉(a)〈k〉. (1.2.7)

Given scalar functionsf andg depending onA, resp.A, we use the notation∂ f
∂A and ∂g

∂A
to

denote the second–order, resp. third–order, tensors defined by
(
∂ f
∂A

)

〈i j 〉
=
∂ f (A)
∂A〈i j〉

,

(
∂g
∂A

)

〈i jk〉
=
∂g(A)
∂A〈i jk〉

. (1.2.8)

Given a tensor fieldA, we define its curl using local components:

(curlA)〈i j 〉=εikl(∇A)〈 jlk〉. (1.2.9)

If A is symmetric, then the following identity holds [59, Eq. (13)]:

curlcurlA = −∆A + 2sym∇divA − ∇∇trA + (∆trA − divdivA) I . (1.2.10)

We next summarize some useful rules of tensor calculus, to beused later on. Given a vector
field a(̺, θ, z), its gradient∇a can be represented as:

∇a =
∂a
∂̺
⊗ e〈1〉 +

1
̺

∂a
∂φ
⊗ e〈2〉 +

∂a
∂z
⊗ e〈3〉. (1.2.11)

A similar formula holds for a tensor fieldA(̺, θ, z). Moreover,

divA =
∂A
∂̺

e〈1〉 +
1
̺

∂A
∂φ

e〈2〉 +
∂A
∂z

e〈3〉. (1.2.12)

The implication
A(̺, φ) = α(̺)sym(e〈2〉(φ) ⊗ e〈3〉) ⇒ divA = 0 (1.2.13)

is easily verified using (1.2.1), (1.2.2)1, (1.2.4), and (1.2.12).
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1.2.2 Balance equations and traction conditions

Let Π denote an arbitrary subregion of body under scrutiny. Gurtin-Anand’s discussion
of the associated mechanics, which is nonstandard, is basedon the belief that the power
expended by each independent kinematical field be expressible in terms of an associated
force system consistent with its own balance. Bearing in mind that the goal in the strain-
gradient plasticity is to account for gradient of plastic strain-rate∇Ėp, we use the principle
of virtual power to deduce the underlying balance laws. Consistent with the choice of
descriptorsĖe andĖp, we therefore assume that the power is expended internally by

• anelastic stressT power-conjugate tȯEe,

• an plasticmicrostressTp power-conjugate tȯEp,

• a (third-order)polar plastic microstressKp power-conjugate to∇Ėp.

So the assumption, central to the Gurtin–Anand theory [61],is that the internal power
expended withinΠ has the form

Wint(Π) =
∫

Π

{
T : Ėe+ Tp : Ėp + Kp...∇Ėp

}
dV.

SinceĖp is symmetric and deviatoric, we may assume without loss of generality thatKp is
symmetric and deviatoric in its two first subscripts. The internal power is balanced by power
expended externally by tractions that the exterior of the typical partΠ exerts at the boundary
∂Π and body forces acting withinΠ. As is standard, we consider, as power conjugates for
the macroscopic velocitẏu, amacroscopic surface tractiontΠ and an externalmacroscopic
body forceb, presumed to account for inertia and each of whose working accompanies
the macroscopic motion of the body. The internal power (1.2.2) contains terms∇Ėp , and
– based on experience with other gradient theories – we assume that power is expended
externally by amicrotraction KΠ, conjugate to the plastic straiṅEp, and whose working
accompanies the flow of dislocations across the surfaces. Consistent with such assumption
is the following form of the external power:

Wext(Π) =
∫

Π

b · u̇ dV +
∫

∂Π

{
tΠ · u̇ + KΠ : Ėp

}
dS.

Again sinceĖp is symmetric-deviatoric, we assume thatKΠ is symmetric-deviatoric. The
principle of virtual powers applied to arbitrary body partsyields the standard–force and the
micro–force balances:

divT + b = 0, divKp − Tp + T0 = 0, (1.2.14)

along with relations between stresses and tractions:

tΠ = TnΠ, KΠ = KpnΠ on∂Π (1.2.15)
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wherenΠ denotes the outward unit normal to∂Π. To arrive at an evolution problem for
displacement and plastic strain, we shall supplement the balance statements (1.2.14) with
constitutive equations for the stress descriptorsT, Tp, Kp, and with specifications forb, tΩ,
andKΩ.

1.2.3 The 3D problem

We now specialize the theory to the cylinderΩR described by (1.1.8). Thetorquesustained
by the cylinder is, by definition,

Q := e〈3〉 ·
∫

Σ

̺e〈1〉 × T e〈3〉dS, (1.2.16)

whereΣ is any cross section ofΩR (for instanceΣ = ΩR∩{z= 0}will do). We neglect inertia
and other body forces, and we require the lateral side of the cylinder to be traction–free:


Tn = 0

K
pn = 0

on∂ΩR, (1.2.17)

n is the outward unit normal to∂ΩR. We suppose that the cylinder is made of an isotropic
material.

The most general quadratic expressions compatible with such symmetry are: for the
elastic energy,

ψe(Ee) = µ|Ee
0|

2 +
1
2
κ|trEe|2, (1.2.18)

whereEe
0 is the deviatoric part ofEe andµ, κ > 0; for the defect energy,

ψd(∇Ep) =
1
2
µL2

(
(1− η)|curlEp|2 + η|curlEp − (curlEp)T |2

)
, (1.2.19)

(cf. [62, Eqs. (90.41)–(90.42)], withλ2 = η) whereL > 0 is the energetic lengthscale and
−1 < η < 1 is a dimensionless parameter. It follows from (1.1.1b), and (1.2.18), that

T = 2µEe
0 + κtr(E

e)I . (1.2.20)

The constitutive equations for the stress descriptors havealready been given in (1.1.4b).
In view of (1.1.5), they reduce to

Tp ∈ ∂δ(Ėp) and K
p =

∂ψd(∇Ep)
∂∇Ep . (1.2.21)

When worked out in components with the aid of (1.2.8) and (1.2.9), the constitutive
equation (1.2.21)2 turns into

(Kp)〈 jqp〉 = µL2
[
(∇Ep)〈 jqp〉 −

1
2

(
(∇Ep)〈 jpq〉 + (∇Ep)〈qp j〉

)

+
1
3

(1+ η)δ jq(∇Ep)〈rpr〉 −
η

2
(
εipqε jrs + εip jεqrs

)
(∇E)〈isr〉

]
(1.2.22)
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(cf. [62, Eq. (90.47)]), so that

divKp = µL2
(
∆Ep − sym(∇divEp) +

1
3

(1+ η)(div divEp)I + ηcurlcurlEp
)
. (1.2.23)

(see also [62, Eq. (90.64)], withλ = η, which however contains a typo).

Substituting (1.2.23) and (1.2.21)1 into (1.2.14) we obtain (1.1.7). The system gov-
erning the evolution of displacementu(x, t) andplastic strainEp(x, t) in the cylinderΩR

is 

divT = 0 in ΩR× (0,+∞)

divKp + T0 ∈ ∂δ(Ėp) in ΩR× (0,+∞)

Tn = 0 on ∂ΩR× (0,+∞)

K
pn = 0 on ∂ΩR× (0,+∞)

Ep(·, 0) = 0 in ΩR,

(1.2.24)

where stressT(x, t) ∈ R3×3
sym and polar microstressKp(x, t) ∈ R3×3×3

0 are related to displace-
ment gradient and plastic strain through (1.2.20) and (1.2.22).

1.3 The torsion problem

We now argue that the ansatz (1.1.9)-(1.1.10) yields a special class of solutions of the bulk
system (1.2.24). As explained in the Introduction, we replace t with Θ as independent
variable: we henceforth maintain that a superimposed dot denotes partial differentiation
with respect toΘ. In place of (1.1.9), we then write


u(̺, φ, z,Θ) = zΘ̺e〈2〉(φ)

Ep(̺, φ,Θ) = γp(̺,Θ)sym(e〈2〉(φ) ⊗ e〈3〉).
(1.3.1)

Our first task is to verify that the stressT resulting from (1.3.1) satisfies (1.2.24)1 and
(1.2.24)3. To begin with, we use (1.2.4) and (1.2.11) to obtain∇u = zΘe〈2〉 ⊗ e〈1〉 − zΘe〈1〉 ⊗
e〈2〉 + ̺Θe〈2〉 ⊗ e〈3〉, whence

sym∇u = ̺Θ sym(e〈2〉 ⊗ e〈3〉). (1.3.2)

By combining (1.1.1a) with (1.3.1)2 and (1.3.2), we get

Ee = (̺Θ − γp)sym(e〈2〉 ⊗ e〈3〉). (1.3.3)

On substituting (1.3.3) in (1.2.20), since trEe = 0 we find

T = 2µ(Θ̺ − γp)sym(e〈2〉 ⊗ e〈3〉). (1.3.4)
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From (1.2.13) and (1.3.4) we conclude that (1.2.24)1 is satisfied. Furthermore, sincen = e〈1〉
on ∂ΩR, and since sym(e〈2〉 ⊗ e〈3〉)e〈1〉 = 0 by (1.2.1)–(1.2.2)1, we conclude that (1.2.24)3

holds true.

Our next task it to show that, under (1.3.1), (1.2.24)2 is translated into

µ(Θ̺ − γp) + µ(1− η)L2

2

(
∂2γp

∂̺2
+

1
̺

∂γp

∂̺2
− γ

p

̺2

)
∈ k∂

∣∣∣γ̇p
∣∣∣ in (0,R), (1.3.5)

and that the initial condition (1.2.24)5 and the null–microtraction condition (1.2.24)4 are
translated into

γp(̺, 0) = 0 and
∂γp

∂̺
(R,Θ) +

1
2
γp(R,Θ) = 0. (1.3.6)

First, we observe that, by (1.2.13),Ep has null divergence:

divEp = 0. (1.3.7)

Thus, since trEp = 0, the identity (1.2.10) yields

curlcurlEp = −∆Ep.

Hence, on recalling (1.2.23), we see that (1.2.24)2 reduces to

T0 + µ(1− η)L2∆Ep ∈ ∂δ(Ėp). (1.3.8)

Next, using the tensorial version of (1.2.11), and (1.2.4),we find from (1.3.1)2 that

∇Ep =
∂γp

∂̺
sym(e〈2〉 ⊗ e〈3〉) ⊗ e〈1〉 − ̺−1γpsym(e〈1〉 ⊗ e〈3〉) ⊗ e〈2〉. (1.3.9)

Then, using the identity (1.2.12) withA = ∇Ep we arrive at

∆Ep = div∇Ep =

(
∂2γp

∂̺2
+

1
̺

∂γp

∂̺2
− γ

p

̺2

)
sym(e〈2〉 ⊗ e〈3〉). (1.3.10)

From (1.3.4), taking into account (1.2.2) and (1.2.4)1, we see thatT0 = T. Hence, plugging
(1.3.4) and (1.3.10) into (1.3.8), we obtain that the inclusion (1.2.24)2 is equivalent to:

2µ

[
(Θ̺ − γp) + (1− η)L2

2

(
∂2γp

∂̺2
+

1
̺

∂γp

∂̺2
− γ

p

̺2

)]
sym

(
e〈2〉 ⊗ e〈3〉

) ∈ ∂δ(γ̇psym
(
e〈2〉 ⊗ e〈3〉

)
),

(1.3.11)
granted the ansatz (1.3.1). Now, denoting byα andβ any pair of scalars, and byA , 0 a
second–order tensor, we have

αA ∈ ∂δ(βA)⇔ α ∈
√

2k
|A| ∂|β|. (1.3.12)
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Since |sym
(
e〈2〉 ⊗ e〈3〉

) | = 1√
2
, (1.3.12) implies that (1.3.5) is equivalent to (1.3.11), and

hence to (1.2.24)2. Finally, we consider the null micro–traction condition (1.2.24)4. Since
n = e〈1〉, from (1.2.4)1, (1.2.5) and (1.2.7) we have (Kpn)〈 jq〉 = (Kp)〈 jqp〉(n)〈p〉 = (Kp)〈 jq1〉.
Thus, by (1.2.6),Kpn = (Kpn)〈 jq〉e〈 j〉 ⊗ e〈q〉 = (Kp)〈 jq1〉e〈 j〉 ⊗ e〈q〉. By working out (1.3.9)
and (1.2.22), it turns out that all components (Kp)〈 jq1〉 vanish, except for

(Kp)〈231〉 = (Kp)〈321〉 =
µL2

2
(1− η)

(
∂γp

∂̺
+

1
2
γp

)
.

Therefore, we conclude that

K
pn = µL2(1− η)

(
∂γp

∂̺
+

1
2
γp

)
sym(e〈2〉 ⊗ e〈3〉), (1.3.13)

and hence (1.2.24)4 yields the null-microtraction condition (1.3.6)2. Finally, (1.3.6)1 fol-
lows immediately from (1.2.24)5.

By (1.2.18) and (1.3.3), and since|sym(e〈2〉 ⊗ e〈3〉)|2 = 1
2, the elastic–energy density

is: ψe = µEe : Ee =
µ

2(̺Θ − γp)2. Moreover, using (1.3.9) and (1.2.9), we find that
(curlEp)〈i j 〉 = 0 if i , j and

(curlEp)〈11〉 = −
1
2
γp

̺
, (curlEp)〈22〉 = −

1
2
∂γp

∂̺
, (curlEp)〈33〉 =

1
2

(
∂γp

∂̺
+
γp

̺

)
.

Thus, by (1.2.19) the defect–energy density is:

ψd = µ
L2

4
(1− η)

[ (∂γp

∂̺

)2

+
γ

̺

∂γp

∂̺
+

(
γp

̺

)2 ]
.

By integrating the free–energy densityψ = ψe+ψd over any cross-section ofΩR, we obtain
the free energy per unit lengthalong the cylinder axis:

F (γp,Θ) = 2πµ
∫ R

0

1
2

{
(Θ̺ − γp)2 + (1− η)L2

2

[ (∂γp

∂̺

)2

+
γ

̺

∂γp

∂̺
+

(
γp

̺

)2 ]}
̺d̺.

By (1.3.1),δ(Ėp) =
√

2k|sym(e〈1〉 ⊗ e〈2〉)||γ̇p| = k|γ̇p|. Again, integration over any cross
section ofΩR yields thedissipation rate per unit lengthalong the axis:

D(γ̇p) = 2πk
∫ R

0

∣∣∣γ̇p
∣∣∣ ̺d̺.

1.4 Formulation and solution to the torsion problem

1.4.1 Normalization

We pass to the normalized variables (1.1.12), we introduce thenormalized length scale

λ :=

√
(1− η)

2
L
R
, (1.4.1)
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and we define the linear operator

Lγ := λ2
(
γ′′ +

γ′

r
− γ

r2

)
− γ. (1.4.2)

By virtue of (1.1.12), the partial differential inclusion (1.3.5) and the conditions (1.3.6) are
equivalent to (1.1.13), which we rewrite for convenience:



Lγ + θr ∈ ∂ |γ̇| in (0, 1)× (0,+∞)

γ′(1, θ) +
γ(1, θ)

2
= 0 for θ > 0

γ(r, 0) = 0 for r ∈ (0, 1),

(1.4.3)

where now ˙γ = ∂γ

∂θ
. In terms of the normalized variables the torque (1.1.11) can be written

as in (1.1.16), and free energy and dissipation-rate are expressed resp. byF (γp,Θ) =
E∗F (γ, θ) andD(γp,Θ) = E∗D(γ, θ), whereE∗ := 2πR2 k2

µ
,

F (γ, θ) :=
∫ 1

0

1
2

(
(θr − γ)2 + λ2

(
γ′2 +

γ′γ

r
+

(γ
r

)2
))

r dr,

and

D(γ̇) :=
∫ 1

0
|γ̇|rdr.

We’ll find it more convenient to work with theeffective energy

E (γ, θ) := F (γ, θ) − θ
2

8

=
1
2

∫ 1

0

(
γ2 + λ2

(
γ′2 +

γ′γ

r
+

(
γ

r

)2
))

r dr − θ
∫ 1

0
γr2dr.

1.4.2 The evolutionary variational inequality

The structure ofE suggests that the natural functional setting for (1.4.3) isthe space

H := C∞c ((0, 1])
‖·‖r
, where ‖g‖r :=

∫ 1

0

(
g′2 +

(g
r

)2
)
rdr.

Lemma 1.1.
sup
(0,1)
|γ|2 ≤ ‖γ‖2H and lim

r→0+
γ(r) = 0 for all γ ∈ H. (1.4.4)

Proof. Since‖γ‖H is finite, a sequencern → 0+ exists such thatγ2(rn) → 0 asn → +∞.
For anyr > rn,

∣∣∣γ2(r) − γ2(rn)
∣∣∣ =

∣∣∣∣∣∣2
∫ r

rn

γγ′dr

∣∣∣∣∣∣ ≤
(∫ r

0
r(γ′)2dr

)1/2 (∫ r

0

γ2

r
dr

)1/2

. ‖γ‖2H .
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Passing to the limit asn→ +∞ we obtain (1.4.4)1. Passing to the limit asn→ +∞ and as
r → 0+, in this order, we obtain (1.4.4)2. �

A simple computation shows thatDγE (γ, θ) ∈ H′ is given by

〈DγE (γ, θ), γ̃〉 = a(γ, γ̃) − 〈ℓ(θ), γ̃〉, (1.4.5)

where〈·, ·〉 denotes the duality pairing betweenH′ andH, a : H × H → R is the symmetric
bilinear form defined by

a(γ, γ̃) :=
∫ 1

0

(
γγ̃ + λ2

(
γ′γ̃′ +

γ′γ̃ + γ̃′γ

2r
+
γ̃γ

r2

))
r dr, (1.4.6)

andℓ(θ) : H → R is the linear form defined by

〈ℓ(θ), γ〉 := θ
∫ 1

0
r2γ dr. (1.4.7)

On the other hand, a formal integration by parts shows that ifγ is a smooth solution to
(1.4.3), then

〈DγE (γ, θ), γ̃〉 = −
∫ 1

0
(Lγ + θr)γ̃ rdr.

This suggests to write (1.4.3) in itssubdifferential formulation:

∂D(γ̇) + DγE (γ, θ) ∋ 0, (1.4.8)

where∂D is defined by

ξ ∈ ∂D(γ̇) ⇐⇒ 〈−ξ, γ̃ − γ̇〉 ≥ D(γ̇) −D (̃γ) ∀ γ̃ ∈ H.

We can thus recognize in (1.4.5) and (1.4.8) the standard format of anevolutionary varia-
tional inequality:

Definition 1.1. Letγ ∈W1,1
loc ([0,+∞); H). We say thatγ solves(1.4.3)if γ(0) = 0 and

a(γ, γ̃ − γ̇) − 〈ℓ(θ), γ̃ − γ̇〉 ≥ D(γ̇) −D(γ̃) for all γ̃ ∈ H (1.4.9)

for almost everyθ > 0.

The proof of the next Lemma is standard; however, we reproduce it for completeness
and later reference.

Lemma 1.2. The bilinear form a: H×H → R defined in(1.4.6)is continuous and coercive.
Furthermore,

a(γ, γ̃) =
∫ 1

0

(
γγ̃ + λ2

(
γ′γ̃′ +

γγ̃

r2

))
r dr +

λ2

2
γ(1)γ̃(1) for all γ, γ̃ ∈ H. (1.4.10)

16



Proof. The reformulation (1.4.10) follows from noting that

∫ 1

0
(γ′γ̃ + γ̃′γ)dr

(1.4.4)2
= γ(1)γ̃(1) for all γ, γ̃ ∈ H.

In view of (1.4.10), coercivity is immediate, and continuity follows on recalling (1.4.4)1.
�

According to [64, Theorem 7.3] the Lipschitz continuity ofD with respect to the norm
‖ · ‖H and Lemma 1.2 give existence and uniqueness:

Proposition 1.1. There exists a uniqueγ ∈W1,1
loc ([0,+∞); H) that solves(1.4.3)in the sense

of Definition 1.1.

1.5 Characterization of the solution

To characterize the solution to (1.4.3) we first try to get some hints from the explicit result
available in the standard torsion problem, that is, whenλ = 0. In terms of normalized
variables (1.1.12), the solution forλ = 0 is given by (1.1.15), and has the following property:
for eachθ > 1 there exists anelasto-plastic radius cθ such that


γ̇(r, θ) = 0 and γ(r, θ) = 0 if r ∈ [0, cθ),

γ̇(r, θ) > 0 and γ(r, θ) > 0 if r ∈ (cθ, 1] .
(1.5.1)

Moreover,cθ = 1 if θ ∈ [0, 1]. When looking for a solution of (1.4.3) forλ > 0, it is natural
to search first among plastic profiles consistent with (1.5.1). For all fixedθ > 1, a plastic
profile consistent with (1.4.3) and (1.5.1) must satisfy

λ2
(
γ′′ +

1
r
γ′ − γ

r2

)
− γ = 1− θr on (cθ, 1), (1.5.2)

along with the boundary condition (1.4.3)2 and the left–end condition

lim
r→c+

θ

γ(r, θ) = 0, (1.5.3)

the latter being implicit in the choice ofH as ambient space ifcθ = 0. There is however, an
extra condition coming from (1.4.3) and fromγ(·, θ) ∈ H, namely,

lim
r→c+

θ

γ′(r, θ) = 0 for cθ > 0. (1.5.4)

This condition is necessary forr 7→ γ′(θ, r) to be continuous acrosscθ: without such conti-
nuity, r 7→ γ′′(θ, r) would not be square-integrable acrosscθ, whereas all the other terms in
(1.4.3) are.
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By putting together (1.5.2), (1.5.3), and (1.5.4), and the micro–free condition (1.4.3)2

we obtain the following free boundary problem:

(Pθ)



λ2
(
γ′′ +

1
r
γ′ − γ

r2

)
− γ = 1− θr on (cθ, 1)

γ(cθ) = γ′(cθ) = 0

γ′(1)+
γ(1)

2
= 0.

(1.5.5)

Herecθ is an additional unknown to be determined together withγ (at variance with the
caseλ = 0, whencθ is given by 1/θ). It turns out that (Pθ) is well posed up to acritical
twist θλ:

Lemma 1.3. Let λ > 0. There exists acritical twist θλ > 1 such that Problem(Pθ) has a
unique solution

(cθ, γθ) ∈ (0, 1)×C∞([cθ, 1])

for all θ ∈ (1, θλ), and has no solution forθ > θλ. Furthermore:

(i) cθ is strictly decreasing and uniformly Lipschitz continuouswith respect toθ, and

lim
θ→1+

cθ = 1, lim
θ→θ−

λ

cθ = 0;

(ii) cθ < 1/θ for all θ ∈ (1, θλ);

(iii) γθ > 0 in (cθ, 1] for all θ ∈ (1, θλ);

(iv) if 1 < θ1 < θ2 < θλ, thenγθ1 < γθ2 in [cθ1, 1].

It follows from part (i) in the above Lemma that, asθ attains the critical twistθλ, the
elasto-plastic boundary hits the originr = 0. Hence one expects that forθ ≥ θλ the plastic-
shear profile solves

(P′
θ)



λ2
(
γ′′ +

1
r
γ′ − γ

r2

)
− γ = 1− θr on (0, 1)

γ(0) = 0

γ′(1)+
γ(1)

2
= 0,

(1.5.6)

which is well posed for allθ ∈ R:

Lemma 1.4. Let λ > 0. For all θ ∈ R there exists a unique solutionγθ ∈ H of (P′
θ
) in the

sense that

a(γ, γ̃) =
∫ 1

0
(θr − 1)γ̃rdr for all γ̃ ∈ H,

with a(·, ·) given by(1.4.6). Furthermore:
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(i) γθ ∈ C∞((0, 1]) ∩C([0, 1]) with γθ(0) = 0;

(ii) if θ1 < θ2, thenγθ1
< γθ2

in (0, 1].

To construct a candidate solution for allθ ≥ 0, we extendγθ to (0, 1) by setting:

γθ(r) := 0 if r ∈ (0, cθ],

and we patchγθ andγθ together by defining:

γ(r, θ) :=



0 if θ ∈ [0, 1]
γθ(r) if θ ∈ (1, θλ)
γθ(r) if θ ≥ θλ.

(1.5.7)

The resulting function turns out to be the right candidate:

Theorem 1.1.The functionγ defined by(1.5.7)is the unique solution of(1.4.3)in the sense
of Definition 1.1. Moreover,γ ∈ Lip([0,+∞); H).

In the rest of this section we prove Lemma 1.3, Lemma 1.4, and Theorem 1.1.

Proof of Lemma 1.3.We introduceγ(0), γ(1) andγ(2) as the solutions of the following
auxiliary problems:


Lγ(0)(r) = 1
γ(0)(1) = γ′(0)(1) = 0,


Lγ(1)(r) = −r
γ(1)(1) = γ′(1)(1) = 0,


Lγ(2)(r) = 0
γ(2)(1) = 1, γ′(2)(1) = −1

2.
(1.5.8)

It follows easily by comparison (see e.g. the proof of (iv) below) thatγ(0), −γ(1) andγ(2) are
positive, decreasing and convex in (0, 1).

If a pair (c, γ), with c > 0, is a solution of (Pθ), thenγ may be represented by

γ = γ(0) + θγ(1) + αγ(2) (1.5.9)

for α ∈ R, and the boundary conditions (1.5.5)2 imply:


θγ(1)(c) + αγ(2)(c) = −γ(0)(c)

θγ′(1)(c) + αγ′(2)(c) = −γ′(0)(c).
(1.5.10)

Viceversa, ifα andc > 0 are such that (1.5.10) holds, then (c, γ), with γ given by (1.5.9),
is a solution of (Pθ).

We now fixc ∈ (0, 1) and consider (1.5.10) as a linear system in (θ, α). Its determinant
is given by

δ(c) := γ(1)(c)γ′(2)(c) − γ(2)(c)γ′(1)(c).
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Using (1.5.8), it is easily seen thatδ satisfies


δ′(c) = −δ(c)

c
+

cγ(2)(c)

λ2
in (0, 1)

δ(1) = 0
(1.5.11)

which may be integrated explicitly:

δ(c) = − 1

cλ2

∫ 1

c
r2γ(2)(r) dr for all c ∈ (0, 1]. (1.5.12)

Note thatδ < 0 in (0, 1) sinceγ(2) > 0: therefore, for anyc ∈ (0, 1), (1.5.10) has a unique
solution,

θ̂(c) =
−γ(0)(c)γ′(2)(c) + γ(2)(c)γ′(0)(c)

δ(c)
=:

ν(c)
δ(c)

, (1.5.13)

α̂(c) =
−γ(1)(c)γ′(0)(c) + γ(0)(c)γ′(1)(c)

δ(c)
=:

ξ(c)
δ(c)

.

In order to invert̂θ, with the help of (1.5.8) we notice that the numeratorν of θ̂ solves


ν′(c) = −ν(c)

c
+
γ(2)(c)

λ2
in (0, 1)

ν(1) = 0,
(1.5.14)

which, as before, may be integrated explicitly:

ν(c) = − 1
cλ2

∫ 1

c
rγ(2)(r) dr for all c ∈ (0, 1]. (1.5.15)

Therefore

θ̂′(c) =
ν′(c)δ(c) − ν(c)δ′(c)

δ2(c)
(1.5.11),(1.5.14)

=
γ(2)(c)

λ2δ2(c)
(δ(c) − cν(c))

(1.5.12),(1.5.15)
= −cγ(2)(c)

∫ 1
c

r(r − c)γ(2)(r)dr
(∫ 1

c
r2γ(2)(r)dr

)2
< 0 for all c ∈ (0, 1),(1.5.16)

which implies that̂θ is invertible.
We now notice that, letting ˆr = r/λ, the equation satisfied byγ(2) becomes the so–called

modified Bessel equation of order 1:

r̂2 d2

dr̂2
γ + r̂

d
dr̂
γ − (1+ r̂2)γ = 0,
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whose general solution is a linear combination of themodified Bessel functions I1(x) and
K1(x); in particular, it is such that ˆrγ(2)(r̂) → C > 0 as ˆr → 0+ [1, p. 374,§9.6.1 and p.375
9.6.7–8].

Then
lim

c→0+
θ̂′(c) = −C2 < 0 (1.5.17)

and, after simple computations using de l’Hôpital’s rule,

lim
c→1−

θ̂′(c) = −γ(2)(1) lim
c→1−

−
∫ 1
c

rγ(2)(r)dr

−2c2γ(2)(c)
(∫ 1

c
r2γ(2)(r)dr

) = −1
2
. (1.5.18)

Since (by (1.5.16))̂θ′ is continuous in (0, 1), (1.5.17) and (1.5.18) imply that

θ̂′(c) ≤ −C1 < 0 for all c ∈ (0, 1). (1.5.19)

In addition, recalling (3.2.6), (1.5.12), and (1.5.15),

lim
c→1−

θ̂(c) = lim
c→1−

∫ 1

c
sγ(2)(s)ds

∫ 1

c
s2γ(2)(s)ds

= 1, (1.5.20)

lim
c→0+

θ̂(c) = lim
c→0+

∫ 1
c

sγ(2)(s)ds
∫ 1
c

s2γ(2)(s)ds
= θλ < +∞. (1.5.21)

Combining (1.5.19), (1.5.20), and (1.5.21), we see that thefunction

θ̂−1 : (1, θλ) ∋ θ 7−→ c = cθ ∈ [0, 1)

is strictly decreasing and uniformly Lipschitz continuous: it uniquely determines the solu-
tion of (Pθ),

γθ := γ(0) + θγ(1) + α̂(cθ)γ(2). (1.5.22)

Sincecθ > 0, the regularity ofγθ follows at once from that ofγ(0), γ(1) andγ(2).
In order to prove (ii)-(iv) we make three observations. First, differentiating (1.5.10)1

with respect toc and subtracting (1.5.10)2 we obtain̂θ′(c)γ(1)(c) + α̂′(c)γ(2)(c) = 0, whence

α̂′(c) = −̂θ′(c)
γ(1)(c)

γ(2)(c)
, i.e.

d
dθ
α̂(cθ) = −

γ(1)(c)

γ(2)(c)
> 0. (1.5.23)

Combining (1.5.23) with (1.5.22) (evaluated atr = 1) we obtain the following monotonicity
property:

1 < θ1 < θ2 < θλ ⇒ γθ1(1) < γθ2(1). (1.5.24)

Second,
γ can not have a non-positive local minimum in (1/θ, 1). (1.5.25)
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Indeed, at a local minimum pointr0 ∈ (1/θ, 1) we would have

γ′′(r0) =


1
λ2
+

1

r2
0

 γ(r0) + 1− θr0 < 0,

which is impossible. Third,
γ(1) > 0. (1.5.26)

Indeed, ifγ(1) < 0 thenγ′(1) = −γ(1)/2 > 0, whilst if γ(1) = 0 thenγ′(1) = 0 and, as
above,γ′′(1) < 0 (sinceθ > 1). Sinceγ(cθ = 0), both would contradict (1.5.25).

We are now ready to prove (ii)-(iv).

(ii) We first show thatcθ < 1/θ. We recall thatγ′(cθ) = 0 and we note thatγ′′(cθ) =
1− θcθ. If by contradictioncθ > 1/θ, thenγ′′(cθ) < 0, henceγ would be negative in a
right-neighborhood ofcθ, in contradiction with (1.5.26) and (1.5.25). If, instead,cθ =
1/θ, thenγ′′(cθ) = 0: differentiating the equation, this implies thatγ′′′(cθ) = −θ < 0
and yields a contradiction as in the previous case.

(iii) We next show thatγ > 0 in (cθ, 1]. If not, sinceγ(cθ) = 0 andγ(1) > 0, by (1.5.25)
γ must have a non-positive minimum pointr0 ∈ (cθ, 1/θ]. On the other hand, by (ii)
γ′′(cθ) = 1− θcθ > 0, henceγ is positive in a right-neighborhood ofcθ. Sinceγ(r0) ≤
0,γ has a positive maximum inr1 ∈ (cθ, r0) ⊆ (cθ, 1/θ). But thenγ′′(r1) > 1−θr1 > 0,
a contradiction.

(iv) Finally, we show that (1.5.24) can be strengthened to:

1 < θ1 < θ2 < θλ ⇒ γθ1 < γθ2 in [cθ1, 1].

Let θ̄ = θ2 − θ1 > 0. The difference ¯γ = γθ2 − γθ1 satisfies

Lγ̄ + θ̄r = 0 in (cθ1, 1],
γ̄′(1)+ 1

2γ̄(1) = 0.
(1.5.27)

Sincecθ is strictly decreasing, (iii) implies that ¯γ(cθ1) > 0. By (1.5.24) we also have
γ̄(1) > 0. If γ̄ had a non-positive minimum atr0 ∈ (cθ1, 1), by (4.8.6)1 we would have

γ̄′′(r0) =


1

λ2
+

1

r2
0

 γ̄(r0) − θ̄r0 < 0,

which is impossible. Hence ¯γ > 0 in [cθ1, 1] and the proof is complete.

Proof of Lemma 1.4.Let f ∈ H′ be defined by

〈 f , γ̃〉 :=
∫ 1

0
γ̃(θr − 1) rdr, for all γ̃ ∈ H.
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According to Lemma 1.2, and to the Lax-Milgram Theorem, there exists a unique function
γ = γ̄θ ∈ H satisfying

a(γ, γ̃) = 〈 f , γ̃〉 for all γ̃ ∈ H,

that is to say,

∫ 1

0
γ̃(θr − 1) rdr

(1.4.10)
=

∫ 1

0
γγ̃rdr + λ2

∫ 1

0

(
γ′γ̃′ +

γ̃γ

r2

)
rdr +

γ(1)γ̃(1)
2

(1.5.28)

for all γ̃ ∈ H. Choosing first ˜γ ∈ C∞c ((0, 1)) in (1.5.28), we see thatγ ∈ H2
loc((0, 1]) and that

λ2
(
rγ′′ + γ′ − γ

r

)
− rγ = (1− θr)r a.e. in (0, 1), (1.5.29)

i.e. the equation in (P′
θ
) holds. Choosing then ˜γ ∈ C∞c ((0, 1]) in (1.5.28), integrating by

parts and using (1.5.29), we see that

γ′(1)γ̃(1) = −1
2
γ(1)γ̃(1),

hence the boundary condition in (P′
θ
) holds, too. It follows immediately from linear ODE

theory that ¯γθ ∈ C∞((0, 1]); together with (1.4.4), (i) holds. Finally, (ii) follows by compar-
ison arguments analogous to those used in the proof of Lemma 1.3, using thatγ(0) = 0 for
all θ.

Proof of Theorem 1.1. We extend the definition ofcθ with

cθ =


1 if θ ∈ [0, 1]
0 if θ ≥ θλ.

(1.5.30)

We letγ(·) = γ(·, θ) andc = cθ when no confusion arises. A few preliminary observations
are in order. Leta : H × H → R be as in (1.4.6). We already know from Lemma 1.4 that

a(γ, γ̃) =
∫ 1

0
(θr − 1)γ̃rdr for all γ̃ ∈ H and all θ ≥ θλ.

For θ ∈ (1, θλ), we recall thatγ ∈ C∞([c, 1]) is such thatγ = 0 in (0, c) and



Lγ = 1− rθ if r ∈ (c, 1)

γ(c) = γ′(c) = 0

γ′(1)+ γ(1)
2 = 0

(1.5.31)
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Hence, for every ˜γ ∈ H we have

∫ 1

c
(rθ − 1)γ̃ r d r

(1.5.31a)
=

∫ 1

c
(−Lγ)γ̃ r dr

(1.4.2)
=

∫ 1

c

[
−λ2

(
γ′′γ̃r + γ′γ̃ − γγ̃

r

)
+ γγ̃r

]
dr

(1.5.31b)
=

∫ 1

c

[
λ2

(
γ′γ̃′ +

γγ̃

r2

)
+ γγ̃

]
r dr − λ2γ′(1)γ̃(1)

(1.5.31c)
=

∫ 1

0

[
λ2

(
γ′γ̃′ +

γγ̃

r2

)
+ γγ̃

]
r dr + λ2γ(1)γ̃(1)

2
(1.4.10)
= a(γ, γ̃).

In view of (1.5.30), we conclude that

a(γ, γ̃) =
∫ 1

c
(θr − 1)γ̃rdr for all γ̃ ∈ H and all θ ≥ 0. (1.5.32)

It follows from (ii) of Lemma 1.3 and (1.5.30) that

cθ < 1/θ for all θ ∈ (0,+∞). (1.5.33)

We are now ready to complete the proof. First we show uniform Lipschitz continuity inH:

‖γ(·, θ2) − γ(·, θ1)‖H ≤ C|θ2 − θ1| for all 0 ≤ θ1 ≤ θ2. (1.5.34)

Let 0 ≤ θ1 < θ2, γi(·) := γ(·, θi), andci := cθi . By (i) in Lemma 1.3,c2 < c1. By Lemma
1.2,

‖γ2 − γ1‖2H . a(γ2 − γ1, γ2 − γ1)

(1.5.32)
=

∫ 1

0
(θ2 − θ1)(γ2 − γ1)r2dr +

∫ c1

c2

(θ1r − 1)γ2rdr.

In (c2, c1), using (1.5.33) we haveθ1r − 1 ≤ θ1c1 − 1 < 0. Therefore

‖γ2 − γ1‖2H . (θ2 − θ1)

(∫ 1

0

(
γ2 − γ1

r

)2
rdr

)1/2

≤‖γ2 − γ1‖H(θ2 − θ1)

which yields (1.5.34). Now (iv) of Lemma 1.3 and (ii) of Lemma1.4 imply that

γ̇ ≥ 0, (1.5.35)

and the definition ofγ implies that

γ̇(·, θ) = 0 in (0, cθ) if cθ > 0. (1.5.36)
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It remains to show (1.4.9). By (1.5.34), ˙γ ∈ H for a.e. θ ≥ 0. Thus, for allγ̃ ∈ H and
a.e.θ ≥ 0 we have

a(γ, γ̃ − γ̇)
(1.5.32)
=

∫ 1

c
(θr − 1)(γ̃ − γ̇)rdr

=

∫ 1

0
θr2(γ̃ − γ̇)dr −

∫ c

0
θr2(γ̃ − γ̇)dr −

∫ 1

c
(γ̃ − γ̇)rdr

(1.4.7),(1.5.36)
= 〈ℓ(θ), γ̃ − γ̇〉 −

∫ c

0
θr2γ̃dr −

∫ 1

c
γ̃rdr +

∫ 1

c
γ̇rdr

(1.5.35),(1.5.36)
≥ 〈ℓ(θ), γ̃ − γ̇〉 −

∫ c

0
θr2|γ̃|dr −

∫ 1

c
|γ̃|rdr +

∫ 1

0
|γ̇|rdr

(1.5.33)
≥ 〈ℓ(θ), γ̃ − γ̇〉 −

∫ 1

0
|γ̃|rdr +

∫ 1

0
|γ̇|rdr.

To prove uniqueness, letγ1 andγ2 be two solutions with the same initial condition. Then,
for γ̄ = γ1 − γ2 we have

d
dθ

a(γ̄, γ̄)
2
= a(γ̄, ˙̄γ) = a(γ1, γ̇1 − γ̇2) − a(γ2, γ̇1 − γ̇2)

= −a(γ1, γ̇2 − γ̇1) − a(γ2, γ̇1 − γ̇2)

≤ −〈ℓ(θ), γ̇2 − γ̇1〉 +D(γ̇2) −D(γ̇1) − 〈ℓ(θ), γ̇1 − γ̇2〉 +D(γ̇1) −D(γ̇2)

= 0

and the result follows from the coercivity ofa(·, ·).

1.6 Formal asymptotic for λ ≪ 1

For a fixedθ, we letγ(·) := γ(·, θ) denote the solution characterized in Theorem 1.1, andcθ
as in Lemma 1.3.

1.6.1 The bulk

We expandγ and (forθ < θλ) cθ in powers ofλ≪ 1:

γ = γ0 + λγ1 + . . . , cθ = c0 + λc1 + . . . .

At leading order, we see from (1.5.5) and (1.5.6) that

γ0(r) = (θr − 1)+ and c0 = 1/θ.

Due to the incompatibility ofγ0 with the boundary conditions atr = 1/θ and atr = 1,
a boundary layer will form near each of the two points. In thissection we address these
local behaviors, and we use the former to determine the leading order value of the torque
for λ ≪ 1.
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1.6.2 The boundary layer near the free boundary

For θ < θλ, we zoom into the free boundary with the help of the change of variables

γ(r) = λg(x), x :=
r − cθ
λ

(i.e. r = cθ + λx and d
dx = λ

d
dr ),

which leaves the slope invariant:γ′(r) = gx(x). Therefore we will use

θ = γ′0(r0) = lim
x→+∞

gx(x) for all r0 ∈ (1/θ, 1) (1.6.1)

in order to matchg with the bulk solution,γ0. Neglecting the condition atr = 1, (1.5.5)
reads as


gxx + λ(cθ + λx)−1gx − λ2(cθ + λx)−2g− g = 1

λ
(1− θ(cθ + λx))

g(0) = gx(0) = 0.
(1.6.2)

We expandg andc in powers ofλ: g = g0+ λg1+ . . . , c = 1/θ+ λc1+ . . . . At leading order
in λ we have 

(g0)xx − g0 =
1
λ

(1− θ(c0 + λc1 + λx)) = −θ(c1 + x)

g0(0) = (g0)x(0) = 0.
(1.6.3)

The general solution of the ODE (1.6.3)1 is g0 = θ(c1+ x)+aex+be−x; the initial conditions
(1.6.3)2 yield:

g0 = θ(c1 + x) − 1
2θ(1+ c1)ex + 1

2θ(1− c1)e−x.

Using the matching condition (1.6.1) yieldsc1 = −1. Therefore

cθ =
1
θ
− λ +O(λ2) and g = θ(x− 1+ e−x) +O(λ) for λ ≪ 1 and θ < θλ, (1.6.4)

the former coinciding with (1.1.18).

As we will see, in order to quantify the dependence of the torque onλ we need to work
out the next order correction tocθ. It follows from (1.6.2) and (1.6.4) that


(g1)xx + θ(g0)x − g1 = −θc2

g1(0) = (g1)x(0) = 0.
(1.6.5)

The general solution of the ODE (1.6.5)1 is g1 = aex+be−x+ θ2+ θc2− θ2xe−x/2; the initial
conditions (1.6.5)2 yield

g1 = −
(
θ2

4
+
θc2

2

)
ex −

(
3θ2

4
+
θc2

2

)
e−x + θ2 + θc2 −

θ2

2
xe−x.

The matching condition for the slope requires (g1)x be bounded asx → +∞. Hencec2 =

−θ/2 and

cθ ∼
1
θ
− λ − θ

2
λ2 for λ≪ 1 and θ < θλ. (1.6.6)
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1.6.3 The boundary layer nearr = 1

Here we motivate the expansion (1.1.19). We zoom intor = 1 with the help of the change
of variables

γ(r) = θ − 1+ λg(x), x =
1− r
λ

(i.e. r = 1− λx and d
dx = −λ

d
dr ),

which again leaves the slope invariant (up to the sign). Therefore we’ll use as matching
condition:

lim
x→+∞

gx(x) = −θ.

Neglecting the boundary conditions atr = cθ, it follows from (1.5.5) and (1.5.6) that


gxx − λ(1− λx)−1gx − λ2(1− λx)−2g− g = θx+ λ(1− λx)−2(θ − 1)

gx(0) = 1
2(θ − 1+ λg(0)).

We expandg in powers ofλ: g = g0 + λg1 + . . . . At leading order inλ we have


(g0)xx − g0 = θx

g′0(0) = 1
2(θ − 1).

The general solution and the matching condition yieldg0 = −θx+ 1
2(1− 3θ)e−x. In terms of

the original variables,

γ ∼ θ − 1− λθx+
1
2
λ(1− 3θ)e−x = θ − 1− θ(1− r) +

1
2
λ(1− 3θ)e−

1−r
λ

and (1.1.19) follows. In particular,

γ(1) ∼ θ − 1− 1
2
λ(3θ − 1) for λ≪ 1. (1.6.7)

1.6.4 The asymptotic for the torque

For 1< θ < θλ, we have

q(θ)
(1.1.16)
= 3

∫ 1

0
(θr − γ)r2dr

(1.4.3)
= 3

∫ cθ

0
θr3dr + 3

∫ 1

cθ

(
r2 − λ2(r2γ′′ + rγ′ − γ)

)
dr

=
3θ
4

c4
θ + 1− c3

θ − 3λ2
(
[r2γ′]1

cθ −
∫ 1

cθ
(rγ′ + γ)dr

)

(1.4.3)
= 1−

c3
θ

4
(4− 3cθθ) + λ

2 9
2
γ(1).
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For θ > θλ, we have instead

q(θ)
(1.1.16)
= 3

∫ 1

0
(θr − γ)r2dr

(1.4.3)
= 3

∫ 1

0

(
r2 − λ2(r2γ′′ + rγ′ − γ)

)
dr

(1.4.3)
= 1+ λ29

2
γ(1).

Plugging (1.6.6) and (1.6.7) (in its leading order form,γ(1) = (θ− 1)(1+ o(1))) yields, after
straightforward computations,

q(θ) ∼


1− 1

4θ3 +
3λ2

2θ +
9
2λ

2(θ − 1) if θ ∈ (1, θλ)

1+ 9λ2

2 (θ − 1) if θ > θλ
for λ≪ 1.

Note that theO(λ)-term in the expansion forθ < θλ vanishes, which points for the afore-
mentioned necessity of a second-order expansion ofcθ. Sinceγ ∈ Lip([0,∞); H), q need be
continuous acrossθ = θλ: therefore

− 1

4θ3
λ

+
3λ2

2θλ
≪ 1 ⇐⇒ θλ ∼

1
√

6λ
,

which yields (1.1.20) and (1.1.21).

1.7 Plastic spin

In the small–strain theory proposed by Gurtin in [60], the plastic distortionHp := ∇u − He

is not symmetric:

Hp = Ep +Wp, Ep symmetric, Wp skew-symmetric. (1.7.1)

The defect energy and effective flow rate considered in [60] are:

ψd =
1
2µL2|curlHp|2, resp. dp =

√
|Ėp|2 + χ|Ẇp|2 + ℓ2|∇Ėp|2, (1.7.2)

whereχ > 0 is a constitutive parameter that measures the importance of dissipation associ-
ated to plastic rotations (see also [9] for a discussion in the case of simple shear). Note that
(1.7.2)1 generalizes (1.2.19) in the particular caseη = 0. Within our working assumptions
(1.1.5), Gurtin’s theory leads to the following flow rule:

T0 + µL2
(
∆Hp − ∇divHp +

1
3

(div divHp)I
)
∈ ∂δχ(Ḣp), (1.7.3)
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where now the dissipation isδχ(Ḣp) =
√

2k
√
|Ėp|2 + χ|Ẇp|2 and

∂δχ(Ḣp) := {A0 ∈ R3×3
0 : δχ(H̃p) − δχ(Ḣp) ≥ A0 : (H̃p − Ḣp) ∀ H̃p ∈ R3×3

0 }.

As announced in the Introduction, a solution of (1.7.3) is readily constructed by taking the
solution of (1.1.7) forη = 0 and by settingWp = 0. Indeed, ifEp is given by the ansatz
(1.1.9), withγp solving (1.3.5)–(1.3.6) withη = 0 andWp = 0, then

∂δχ(Ḣp) = ∂δχ(Ėp) := {A0 ∈ R3×3
0 : δχ(H̃p) − δχ(Ėp) ≥ A0 : (H̃p − Ėp) ∀ H̃p ∈ R3×3

0 }.

We decomposẽHp as in (1.7.1) and we use thatδχ(Ėp) = δ(Ėp), that δ(Ẽp) = δ(H̃p) ≤
δχ(H̃p) and thatA0 : H̃p = A0 : Ẽp if A0 ∈ R3×3

0,sym: then

∂δχ(Ḣp) ⊃ {A0 ∈ R3×3
0,sym : δ(Ẽp) − δ(Ėp) ≥ A0 : (Ẽp − Ėp) ∀ H̃p ∈ R3×3

0 }
= {A0 ∈ R3×3

0,sym : δ(Ẽp) − δ(Ėp) ≥ A0 : (Ẽp − Ėp) ∀ Ẽp ∈ R3×3
0,sym}

(1.1.6)
= ∂δ(Ėp)

(1.3.8)
∋ T0 + µL2∆Ep (1.3.7)

∋ T0 + µL2
(
∆Ep − ∇divEp + 1

3(div divEp)I
)

= T0 + µL2
(
∆Hp − ∇divHp + 1

3(div divHp)I
)

(sinceWp = 0).
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Chapter 2

Mass constrained minimization of a
one-homogeneous functional arising
in strain-gradient plasticity

2.1 Introduction

2.1.1 The model

This chapter stems from the following conjecture, formulated in [6]:

Conjecture. Let I = (−α, α). The functional

F(u) =
?

I

√
u2 + ℓ2(u′)2 dx (2.1.1)

(a) has a minimum,τℓ, over all u such that

u|∂I = 0,
?

I
udx = 1 ; (2.1.2)

(b) any minimum u is a solution of

τℓ =
u√

u2 + ℓ2(u′)2
− ℓ2


u′√

u2 + ℓ2(u′)2


′

. (2.1.3)

The conjecture originates from a strain-gradient theory ofplasticity introduced by Gurtin
in [60] and developed by Anand and Gurtin in [61] (see also [62]).

In order to investigate the role of the dissipative length-scaleℓ, it is convenient to look at
a reduced one-dimensional model, introduced in [6], which alleviates most of the intricacies
of the full model in [60, 61] but yet may allow to extract its essence: it describes the plastic
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strainγ in a strip of finite width|I | undergoing simple shear with shear stressτ. In the case
of null internal-variable hardening (which is of interest here) and after a suitable rescaling,
this model leads to the following evolution equation for (τ, γ):


τ + L2∂2

xγ =
∂tγ

d − ℓ2∂x

(
∂x∂tγ

d

)

∂xτ = 0
(t, x) ∈ (0,∞) × I , (2.1.4)

where

d =
√
|∂tγ|2 + ℓ2|∂x∂tγ|2

which holds provided the strip is “fully plastified”, i.e.∂tγ > 0 in
◦
I . The evolution is

complemented by initial-boundary conditions of the form

∂tγ|∂I = 0, γ(0, x) = γ0(x),

and by either “displacement” or “traction” condition. The latter, which is of interest here,
amounts to prescribe the stressτ at the boundary ofI (and hence everywhere since, in view
of (2.1.4)2, τ is spatially constant).

SettingL = 0 allows to isolate and analyze the dependence of the flow on the dissipative
length-scaleℓ. Assumingm = 0, imposing a constant (in spaceand time) tractionτℓ, and
lettingu = ∂tγ, the evolution (2.1.4) reduces to (2.1.3) (with primes denoting differentiation
with respect tox).

Using the scale invarianceu 7→ au (a , 0), we may normalize the mean of the plastic
flow to one. Such normalization leads to the problem considered in the conjecture and is
natural in order to capture scale effects. Indeed, we can then say that a sample isstronger
than a second one (made of the same material) if a higher stressτℓ is needed to generate the
same mean plastic flow. On the other hand, of course a sample issmallerthan a second one
if the ratioℓ/|I | is higher. Hence,smaller is strongeris equivalent to say that

(c) τℓ is increasing withℓ/|I |.

This is exactly what the numerical simulations performed in[6] indicate.

2.1.2 Main results

The goal of this part is to provide a rigorous validation of (a), (b), and (c). By the rescaling
x 7→ x/ℓ, we may assume without loss of generality thatℓ = 1. In some cases, it will be
harmless to work in a bounded, open and connected setΩ ⊂ RN with Lipschitz boundary
rather than in an intervalI ⊂ R. Givenu : Ω→ R, u denotes its extension by zero:

u(x) =


u(x) if x ∈ Ω
0 if x ∈ RN \Ω.
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First of all, we extend the functionalF given by (2.1.1) toL1(Ω) and we encode the
boundary conditions (2.1.2)1: let F◦ : L1(Ω)→ [0,+∞] be defined as

F◦(u) =



∫
Ω

√
u2 + |∇u|2 dx if u ∈W1,1

0 (Ω)

+∞ if u ∈ L1(Ω) \W1,1
0 (Ω)

(2.1.5)

We recall that the relaxationG of a functionalG : L1(Ω)→ [0,+∞] is defined by

G(u) = inf
{
lim inf
n→+∞

G(un) : un ∈ L1(Ω), un→ u in L1(Ω)
}

(2.1.6)

and thatG is lower semi-continuous with respect to theL1(Ω)-topology. The relaxation of
F◦ is characterized as follows:1

Theorem 2.1. Let F◦ be defined by(2.1.5). Then

F◦(u) =



∫
Ω

√
u2 + |∇u|2 dx+ |Dsu| (Ω) +

∫
∂Ω
|u|dHN−1 if u ∈ BV(Ω)

+∞ if u ∈ L1(Ω) \ BV(Ω) .
(2.1.7)

Furthermore, for all u∈ BV(Ω) it holds:

F◦(u) = |(u,Du)|(RN) = |(u,Du)|(Ω) +
∫

∂Ω

|u|dHN−1 (2.1.8)

= sup

{∫

Ω

u (s− div t) dx+
∫

∂Ω

ut · ndHN−1 : (s, t) ∈ C∞(Ω), ‖(s, t)‖∞ ≤ 1

}
. (2.1.9)

Let

BV∗(Ω) =

{
u ∈ BV(Ω) :

?

Ω

udx = 1

}
.

The positive answer to part (a) of the conjecture follows from Theorem 2.1 and standard di-
rect methods (for related results see, for instance, [5, 37]and the references quoted therein):

Corollary 2.1 (Existence of minimizers). There exists at least one minimizer ofF◦ among
all u ∈ BV∗(Ω).

In order to introduce the results concerning parts (b) and (c) of the conjecture, it is
convenient to have the notion of sub-differential at hand. To this aim, we let

p = max{2,N}, q =
p

p− 1
,

1HereHN−1 denotes the (N−1)-dimensional Hausdorffmeasure (with a slight abuse of notation, we hereafter
identify u with its trace on∂Ω), n is the outward unit normal to∂Ω,∇u andDsu denote the absolutely continuous
part and the singular part ofDu with respect to the Lebesgue measure, respectively,|µ| denotes the total variation
of a measureµ (see [5, Definition 1.4]), (s, t) denotes theRN+1-vector (s, t1, . . . , tN), and (u,Du) denotes the
R

N+1-valued measure (uLN,D1u, . . . ,DNu) (with another slight abuse of notation, we hereafter identify a LN-
integrable functionu ∈ L1(Ω,RN) with the measureuLN).
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and we hereafter consider the functionalφ : Lq(Ω)→ [0,+∞] defined by

φ(u) =


|(u,Du)|(RN) if u ∈ BV(Ω)

+∞ if u ∈ Lq(Ω) \ BV(Ω) .
(2.1.10)

The subdifferential ofφ atum, denoted by∂φ(um) ⊂ Lp(Ω), is defined by:

u∗ ∈ ∂φ(um) ⇐⇒
∫

Ω

u∗(u− um) dx+ φ(um) ≤ φ(u) for all u ∈ Lq(Ω). (2.1.11)

Remark 2.1. Classical embedding theorems imply that BV(Ω) ⊂ Lq(Ω) ⊂ L1(Ω), so that
the functionalφ coincides with the restriction to Lq(Ω) of the relaxationF◦. Henceφ andF◦

have the same minimum and the same minimizers in BV∗(Ω), and the identifications(2.1.8)
and (2.1.9)continue to hold.

We start the discussion on (b) and (c) with a characterization of the minimum value,
which crucially relies on the 1-homogeneity ofφ:

Proposition 2.1. LetτΩ :=
1
|Ω| min

BV∗(Ω)
φ. Then

um ∈ argmin
BV∗(Ω)

φ ⇐⇒


um ∈ BV∗(Ω)
τΩχΩ ∈ ∂φ(um).

HereχΩ denotes the characteristic function of the setΩ. Proposition 2.1 already pro-
vides a weak answer to (b): τΩ, seen as a Lagrange multiplier for the constrained mini-
mization problem, is uniquely determined over all possibleminimizers, a fact which would
yield (b) if one could identify∂φ with the right-hand side of (2.1.3). We slightly postpone
this discussion, and we first notice that the characterization of τΩ given in Proposition 2.1
already allows to justify (c) through a scaling argument:

Theorem 2.2(“Smaller is stronger”). Let

λΩ = {x ∈ RN : x/λ ∈ Ω}.

The functionλ 7→ τλΩ is decreasing (strictly if N= 1).

Let us now return to part (b) of the conjecture. In one space dimension, where the
conjecture is formulated, we are able to give a complete answer to part (b) in the space

SBV∗(I ) = BV∗(I ) ∩ SBV(I ) ,

whereu ∈ SBV(I ) if and only if u ∈ BV(I ) and the singular part of its variation is given only
by the jump part. This means that

dsu =
∑

i∈N
[u(x+i ) − u(x−i )]δxi ,

wherexi are the jump points ofu, δx is the Dirac mass concentrated onx, andu(x±i ) are the
left, resp. right, limits atxi. We prove the following:
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Theorem 2.3. The functionalφ given by(2.1.10)has a unique minimizer u∈ SBV∗(I ).
The minimizer u is even, strictly decreasing in[0, α), smooth in I, and it solves the Euler-
Lagrange equation(2.1.3)(with ℓ = 1 andτℓ = τI defined by Proposition 2.1). Furthermore

lim
x→α−

u(x) > 0 and lim
x→α−

u′(x) = −∞.

Note in particular thatu jumps at∂I , in the sense that it does not attain the boundary
value zero at∂I : this observation confirms the numerical simulations performed in [6].

Besides non-generic domains (such as anN-sphere, where we expect results similar
to those in Theorem 2.3 to hold), we believe that the multi-dimensional problem will not
have smooth minimizers in general, as the mass constraint may produce solutions which
jump down to zero in the interior. Hence, in general the corresponding Euler-Lagrange
equation will not be satisfied by minimizers. However, yet itis possible to characterize the
subdifferential∂φ at least in the sense of distributions, as it has been done forother problems
with linear growth in the gradient [7, 8]. To this aim, we let

X(Ω) =
{
z ∈ (L∞(Ω))N : div z ∈ Lp(Ω)

}

and we recall that for anyu ∈ BV(Ω) and anyz ∈ X(Ω) the functional (z,Du) : C∞c (Ω)→ R
defined by

〈(z,Du), ϕ〉 = −
∫

Ω

uϕ div zdx−
∫

Ω

uz · ∇ϕ dx

is a Radon measure which is absolutely continuous with respect to |Du| (see [7,§C.2]).
Furthermore, the trace [z, n] ∈ L∞(∂Ω) of the normal component ofz ∈ X(Ω) is well
defined (see§2.7). We may now state the characterization of∂φ:

Theorem 2.4(Characterization of∂φ). Let u ∈ BV(Ω) and v∈ Lp(Ω). Then v∈ ∂φ(u) if
and only if there exists(s, z) ∈ L∞(Ω) × X(Ω) such that:

(i) ‖(s, z)‖∞ ≤ 1;

(ii ) v = s− div z in Lp(Ω);

(iii ) φ(u) =
∫

Ω

sudx+
∫

Ω

d(z,Du) +
∫

∂Ω

u[z, n] dHN−1 =

∫

Ω

uvdx.

A recent discussion on the existence, the (non-)uniqueness, and the Euler-Lagrange
equation of minimizers of the total variation with mass and side constraints may be found
in [68]. The thesis is organized as follows. In Section 2.2 wegive the proofs of Theorem
2.1 and Corollary 2.1. In§2.3 we prove Proposition 2.1 and Theorem 2.2. In§2.4 we look
at the uniqueness part of Theorem 2.3. Namely, we show that any minimizer is positive in
I and can not have jump points inI : these two properties, combined with the (not strict)
convexity ofφ, suffice to give uniqueness of the minimizer inSBV. In §2.5 we prove the
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regularity part of Theorem 2.3. The crucial observation is that, though solutions to the
Euler-Lagrange equation need not be concave, their square root does: this gives an a-priori
Lipschitz bound in the interior for solutions of suitable approximating problems, and thus a
smooth minimizer in the limit. In§2.6 we use ode methods to characterize the solutions of
(2.1.3): as a consequence, we show thatu jumps andu′ blows up at the boundary. Finally,
in §2.7 we prove Theorem 2.4.

2.2 Relaxation results and existence of a minimizer

In this section we prove Theorem 2.1 and Corollary 2.1. We begin with the counterpart of
Theorem 2.1 when boundary conditions are neglected.

Lemma 2.1. Let A⊂ RN be an open, bounded set, and let FA : L1(A)→ [0,+∞] be defined
as

FA(u) =



∫
A

√
u2 + |∇u|2 dx if u ∈W1,1(A)

+∞ if u ∈ L1(A) \W1,1(A).
(2.2.1)

Then its relaxationFA (see(2.1.6)) is characterized by

FA(u) =



∫
A

√
u2 + |∇u|2 dx+ |Dsu|(A) if u ∈ BV(A)

+∞ if u ∈ L1(A) \ BV(A) .
(2.2.2)

Proof. The result is an immediate consequence of Theorem 3.2 in [36]. �

In order to prove Theorem 2.1,we need to notice thatF satisfies the so-called “funda-
mental estimate” (see [37, Def. 18.2]).

Lemma 2.2. LetA be the family of open subsets ofΩ. For everyε > 0 and for every
A′,A′′, B ∈ A, with A′ ⋐ A′′, there exists a constant M> 0 with the following property: for
every u, v ∈ Lp(Ω) there exists a cut-off2 ϕ between A′ and A′′ such that:

FA′∪B(ϕu+ (1− ϕ)v) ≤ (1+ ε)[FA′′(u) + FB(v)] + ε(||u||L1(S) + ||v||L1(S) + 1)+ M||u− v||L1(S),

(2.2.3)
where S= (A′′ \ A′) ∩ B.

Proof. The lemma is an immediate consequence of [37, Theorem 19.1] with g(ξ) = |ξ|,
c1 = c2 = c3 = c4 = 1, anda ≡ 0. �

Now we can extend the result in Lemma 2.1 to the case of homogeneous Dirichlet
boundary conditions.

2a cut-off ϕ betweenA′ and A′′ is a functionϕ ∈ C∞0 (A′′)such that 0≤ ϕ ≤ 1 in A′′ andϕ = 1 in a
neighborhood ofA′.
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Proof of Theorem 2.1.Let

Φ(u) :=



∫
Ω

√
u2 + |∇u|2 dx+ |Dsu| (Ω) +

∫
∂Ω
|u|dHN−1 if u ∈ BV(Ω)

+∞ if u ∈ L1(Ω) \ BV(Ω) .
(2.2.4)

First of all we prove the equivalences in (2.1.8) and (2.1.9), i.e. that

Φ(u) = |(u,Du)|(RN) = |(u,Du)|(Ω) +
∫

∂Ω

|u|dHN−1 (2.2.5)

= sup

{∫

Ω

u (s− div t) dx+
∫

∂Ω

ut · ndHN−1 : (s, t) ∈ C∞(Ω), ‖(s, t)‖∞ ≤ 1

}
(2.2.6)

for all u ∈ BV(Ω). By the Radon-Nikodým Theorem [5, Theorem 1.28], (u,Du) may be
uniquely decomposed into the sum (u,∇u)+(0,Dsu), which are absolutely continuous, resp.
singular, with respect toLN+1. Since the two measures are mutually singular, we obtain

|(u,Du)|(RN) =
∫

Ω

√
u2 + |∇u|2dx+ |Dsu|(RN). (2.2.7)

Furthermore (see [5, Corollary 3.89])

|Dsu|(RN) = |Dsu|(Ω) +
∣∣∣unHN−1

∣∣∣ (∂Ω) = |Dsu|(Ω) +
∫

∂Ω

|u|dHN−1

and the first equality in (2.2.5) follows. The proof of the second one is even simpler and we
omit it. For the latter, we just need to recall the characterization of the total variation of a
Radon measure [5, Proposition 1.47],

|(u,Du)|(RN) = sup

{∫

RN
(usdx+ t · dDu) : (s, t) ∈ C∞c (RN), ‖(s, t)‖∞ ≤ 1

}
,

and, sinceu is supported inΩ, the integration by parts’ formula for BV functions [5, (3.85)]:
∫

RN
t · dDu =

∫

Ω

t · dDu =
∫

∂Ω

ut · ndHN−1 −
∫

Ω

udiv t dx.

We now show thatΦ = F◦. Firstly we prove thatΦ ≤ F◦. For this, it suffices to show
thatΦ is lower semi-continuous. Indeed, sinceΦ(u) ≤ F◦(u) for all u ∈ L1(Ω), we then
have that

Φ(u) ≤ lim inf
n→+∞

Φ(un) ≤ lim inf
n→+∞

F◦(un) for all un→ u ∈ L1(Ω).

Let A be an open ball such thatΩ ⊂ A. We have

Φ(u)
(2.2.4)
=



∫

A

√
|u|2 + |∇u|2dx+ |Dsu|(A) if u ∈ BV(Ω)

+∞ if u ∈ L1(Ω) \ BV(Ω).
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It follows from Lemma 2.1 thatΦ(u) ≡ FA(u) for all u ∈ L1(Ω), and sinceFA is lower
semi-continuous, alsoΦ is.

We now prove the opposite inequality,F◦(u) ≤ Φ(u). If u < BV(Ω) the inequality is
trivial. Else, let{w̃n} ⊂W1,1(Ω) be an optimal sequence for the relaxation ofFΩ, i.e.

w̃n→ u in L1(Ω) and FΩ(u) = lim
n→+∞

FΩ(w̃n). (2.2.8)

Let
Ωn = {x ∈ Ω : dist(x, ∂Ω) > 1/n}

(with n sufficiently large so thatΩn is not empty), letAn be an open set with Lipschitz
boundary such thatΩn ⊂ An andAn ⊂ Ω2n, and letBn = Ω \ An. Lemma 2.1 in [25] (with
A = Bn, w = u andθ = u) guarantees that a sequence{wn,k} ⊂W1,1(Bn) exists such that

lim
k→+∞

wn,k = u in L1(Bn), wn,k = u on ∂Bn, and lim sup
k→+∞

∫

Bn

|∇wn,k|dx ≤ |Du|(Bn).

(2.2.9)
We apply Lemma 2.2 withε = 1/n, A′′ = Ω, A′ = Ω2n, andB = Bn. Note thatA′ ∪ B = Ω
and thatS = (A′′ \ A′) ∩ B = Ω \ Ω2n =: Sn. Then for alln sufficiently large there exists
Mn > 0 such that for anyk ∈ N there exists a cut-off ϕn,k betweenΩ2n andΩ such that

FΩ
(
ϕn,kw̃k + (1− ϕn,k)wn,k

) ≤ (1+
1
n

)
(
FΩ(w̃k) + FBn(wn,k)

)

+
1
n

(
‖w̃k‖L1(Sn) + ‖wn,k‖L1(Sn) + 1

)

+Mn||w̃k − wn,k||L1(Sn). (2.2.10)

Setzn,k = ϕn,kw̃k + (1− ϕn,k)wn,k. By definition,zn,k|∂Ω = wn,k|∂Ω = u; in addition,
∫

Ω

|zn,k − u|dx =

∫

Ω2n

|w̃k − u|dx+
∫

Ω\Ω2n

|ϕn,k(w̃k − u) + (1− ϕn,k)(wn,k − u)|dx

≤
∫

Ω2n

|w̃k − u|dx+
∫

Bn

(|w̃k − u| + |wn,k − u|)dx,

hencezn,k → u in L1(Ω) ask→ +∞. Therefore, passing to the limit ask→ +∞ in (2.2.10)
we obtain

FΩ(u)
(2.1.6)
≤ lim inf

k→+∞
FΩ(zn,k) ≤ lim sup

k→+∞
FΩ(zn,k)

(2.2.8),(2.2.9)
≤ (1+

1
n

)

(
FΩ(u) + lim sup

k→+∞
FBn(wn,k)

)
+

1
n

(
1+ 2‖u‖L1(Sn)

)
,

and since

lim sup
k→+∞

FBn(wn,k) ≤ lim sup
k→+∞

∫

Bn

(|wn,k| + |∇wn,k|
)
dx

(2.2.9)
≤

∫

Bn

|u|dx+ |Du|(Bn),
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we have that for alln there existsk(n) such that

FΩ(u) − 1
n
≤ FΩ(zn,k) ≤ (1+

1
n

)

(
FΩ(u) +

∫

Bn

|u|dx+ |Du|(Bn)

)
+

1
n

(
2+ 2‖u‖L1(Sn)

)

for all k ≥ k(n). Defining the diagonal sequencezn = zn,k(n) and using the monotonicity
of positive measures (see e.g. [5, Remark 1.3]), we concludethat zn is also an optimal
sequence for the relaxation ofF, which in addition attains the boundary value:

zn→ u in L1(Ω), zn = u on ∂Ω, and FΩ(u) = lim
n→+∞

FΩ(zn). (2.2.11)

On the other hand, again Lemma 2.1 in [25] (this time withw = 0 in Ω andθ = u on
∂Ω) guarantees thatvn ∈W1,1(Ω) exists such that

vn = u on ∂Ω, vn→ 0 in L1(Ω), and lim sup
n→+∞

∫

Ω

|∇vn|dx ≤
∫

∂Ω

|u|dHN−1.

(2.2.12)
Finally, letun = zn − vn. By constructionun ∈ W1,1

0 (Ω) andun → u in L1(Ω). Hence, using
also triangle inequality,

F◦(u)
(2.1.6)
≤ lim inf

n→+∞
F◦(un)

(2.1.6),(2.2.1)
= lim inf

n→+∞
FΩ(un) ≤ lim inf

n→+∞
(FΩ(zn) + FΩ(vn)) .

(2.2.13)
We note that

lim sup
n→+∞

FΩ(vn) ≤ lim sup
n→+∞

∫

Ω

(|vn| + |∇vn|)dx
(2.2.12)
≤

∫

∂Ω

|u|dHN−1.

Hence, passing to the limit asn→ +∞ in (2.2.13) and using (2.2.11) we conclude that

F◦(u) ≤ FΩ(u) +
∫

∂Ω

|u|dHN−1 = Φ(u),

and the proof is complete. �

The existence of a minimizer can now be obtained by standard direct methods: we
present its proof for completeness.

Proof of Corollary 2.1.Assume that{un} ⊆ BV∗(Ω) is a minimizing sequence forF◦. By
the growth condition and the Rellich’s Theorem there existsa subsequence, still denoted by
{un}, such thatun ⇀ u ∈ BV(Ω) andun→ u in L1(Ω). In particular,

1 = lim
n→+∞

?

Ω

un dx =
?

Ω

udx ,

so thatu ∈ BV∗(Ω). Corollary 2.1 now follows from the lower semi-continuityof F◦. �
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2.3 Characterization and monotonicity of the minimum

In this section we prove Proposition 2.1 and Theorem 2.2.

Proof of Proposition 2.1.We recall thatum is a minimizer ofφ in BV∗(Ω) and

τΩ :=
φ(um)
|Ω| . (2.3.1)

By (2.1.11), the constant functionx 7→ τΩχΩ(x) belongs to∂φ(um) if and only if

τΩ

∫

Ω

(u− um) dx+ φ(um) ≤ φ(u) for all u ∈ Lp(Ω). (2.3.2)

If um ∈ BV∗(Ω) andτΩχΩ(x) ∈ ∂φ(um), then by (2.3.2)φ(um) ≤ φ(u) for all u ∈ BV∗(Ω),
henceum is a minimizer. Let us look at the converse. Ifu < BV(Ω) thenφ(u) = +∞ and
(2.3.2) is obviously true. Ifu ∈ BV(Ω) and

>

Ω
u ≤ 0, then

τΩ

∫

Ω

(u− um) dx+ φ(um)
(2.3.1)
= φ(um)

?

Ω

(u− um) dx+ φ(um) ≤ 0 ≤ φ(u),

hence (2.3.2). Else, sinceφ is positively 1-homogeneous andum is a minimizer inBV∗(Ω)
we have

φ(u) =

(?

Ω

udx

)
φ


u

>

Ω
udx

 ≥
(?

Ω

udx

)
φ(um)

= φ(um) +

(?

Ω

udx− 1

)
φ(um)

(2.3.1)
= φ(um) + τΩ

∫

Ω

(u− um) dx,

hence (2.3.2) holds for allu ∈ Lp(Ω). �

Proof of Theorem 2.2.The proof relies on a scaling argument. Assumeλ1 < λ2, let ui be a
minimizer ofφ in BV∗(λiΩ), and let

τi := τλiΩ =
1

λN
i |Ω|

φ(ui) =
1

λN
i |Ω|

(
|(ui ,Dui)|(λiΩ) +

∫

∂(λiΩ)
|ui |dHN−1

)
.

Let

u(x) = u1

(
λ1

λ2
x

)
∈ BV∗(λ2Ω).

ThenDu = λ1
λ2

Du1 and

|(u,Du)|(B) =
∣∣∣∣∣
((
λ2
λ1

)N
u1,

(
λ2
λ1

)N−1
Du1

)∣∣∣∣∣
(
λ1

λ2
B

)
(2.3.3)
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for any Borel setB ⊂ Ω. Therefore

τ2 =
1

λN
2 |Ω|

(
|(u2,Du2)|(λ2Ω) +

∫

∂(λ2Ω)
|u2(x)|dHN−1(x)

)

≤ 1

λN
2 |Ω|

(
|(u,Du)|(λ2Ω) +

∫

∂(λ2Ω)
|u(x)|dHN−1(x)

)
(sinceu2 is a minimizer)

(2.3.3)
=

1

λN
2 |Ω|

(∣∣∣∣∣
((
λ2
λ1

)N
u1,

(
λ2
λ1

)N−1
Du1

)∣∣∣∣∣ (λ1Ω) +
∫

∂(λ2Ω)

∣∣∣∣u1

(
λ1
λ2

x
)∣∣∣∣ dHN−1(x)

)

=
1

λN
1 |Ω|

(∣∣∣∣
(
u1,

λ1
λ2

Du1

)∣∣∣∣ (λ1Ω) + λ1
λ2

∫

∂(λ1Ω)
|u1(x̂)|dHN−1(x̂)

)

≤ 1

λN
1 |Ω|

(
|(u1,Du1)| (λ1Ω) +

∫

∂(λ1Ω)
|u1(x̂)|dHN−1(x̂)

)
(sinceλ1 < λ2)

= τ1,

and the latter inequality is strict if minimizers are not constant, a fact which is true ifN = 1
(see Theorem 2.7 in§2.6). �

2.4 Uniqueness of minimizers inSBV∗

In this section look at the one-dimensional case,Ω = I = (−α, α). We prove:

Theorem 2.5. The functionalφ given by(2.1.10)has at most one minimizer u∈ SBV∗(I ).

The argument for Theorem 2.5 is based on two lemmas. Firstly we show that, along
minimizers,φ does not degenerate inI , in the sense that:

Lemma 2.3. Any minimizer u∈ BV∗(I ) of φ is positive in I.

This property allows to evaluate the variation ofφ along competitors of a minimizer in
I . A suitable choice of such competitors yields:

Lemma 2.4. No minimizer u∈ BV∗(I ) of φ jumps in the interior of I.

The proofs of Lemmas 2.3 and 2.4 will be given at the end of thissection. We now
prove Theorem 2.5.

Proof of Theorem 2.5.Let u1 andu2 be two minimizers inSBV∗(I ) and set

u = u1 − u2, ut = tu1 + (1− t)u2, t ∈ (0, 1).

Sinceφ is convex andui are minimizers, we have

φ(ut) = φ(u1) = φ(u2) for all t ∈ (0, 1), (2.4.1)
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i.e. ut is a minimizer for everyt ∈ (0, 1). Note that

u′t = tu′1 + (1− t)u′2, dsut = tdsu1 + (1− t)dsu2,

and the same holds foru. Then set

f (s, p) =
√

s2 + p2.

In view of Lemma 2.4 and sinceui ∈ SBV∗(I ), we have

φ(ut+h) − φ(ut)
h

=

∫

I

f (ut+h, u′t+h) − f (ut, u′t)

h
dx+ u1(α−) − u2(α−) + u1(−α+) − u2(−α+).

By Lemma 2.3ut, being a minimizer, is strictly positive inI for everyt ∈ (0, 1), hence

f (ut+h, u′t+h) − f (ut, u′t)

h
→ ∂s f (ut, u

′
t )u+ ∂p f (ut, u

′
t )u
′ a.e. inI as h→ 0.

In addition, taking into account that

| f (s, p) − f (s0, p0)| ≤ |s− s0| + |p− p0|,

it follows ∣∣∣∣∣∣
f (ut+h, u′t+h) − f (ut, u′t)

h

∣∣∣∣∣∣ ≤ |u| + |u
′| ∈ L1(I ).

Therefore we may use Lebesgue’s dominated convergence theorem to conclude that

d
dt
φ(ut) =

∫

I

(
∂s f (ut, u

′
t)u+ ∂p f (ut, u

′
t)u
′) dx+ u1(α−) − u2(α−) + u1(−α+) − u2(−α+).

By the same argument, we obtain

d2

dt2
φ(ut) =

∫

I

(
∂2

s f (ut, u
′
t)u

2 + 2∂s∂p f (ut, u
′
t )uu′ + ∂2

p f (ut, u
′
t )(u

′)2
)

dx. (2.4.2)

A simple computation of the integrand in (2.4.2) shows that

d2

dt2
φ(ut) =

∫

I

(
u1u′2 − u2u′1

)2

((ut)2 + (u′t )
2)3/2

dx .

In view of (2.4.1), this implies that

u1u′2 = u2u′1 a.e. inI .

Sinceui are absolutely continuous and positive inI , we obtain

log(u1) = log(u2) +C, i.e. u1 = Cu2.

Recalling the constraint on the mass which must be satisfied by minimizers, it follows that
C = 1. Henceu1 = u2 and the thesis is achieved. �
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We conclude the section with the proofs of Lemmas 2.3 and 2.4.

Proof of Lemma 2.3.We proceed in three steps.

(I) Every minimizer is non-negative.If not, we would have

M =
?

I
u+ dx >

?

I
udx = 1. (2.4.3)

But then, letting ˜u = u+/M ∈ BV∗(I ), we obtain

φ(ũ) =
1
M

(∫

I

√
u2
+ + (u′+)2 dx+ |dsu+|(I ) + |u+((−α)+)| + |u+(α−)|

)

≤ 1
M
φ(u)

(2.4.3)
< φ(u),

in contradiction withu being a minimizer.

(II) No minimizer is zero in an open set J⊆ I. Assume it is, and letJ = (x0, x1) ⊆ I be
a maximal interval such thatu = 0 a.e. inJ. Since

>

udx = 1, we haveJ ⊂ I . Hence, up to
exchangingx with −x we may assume without loss of generality that

−α < x0 < x1 ≤ α, u = 0 a.e. in (x0, x1), u . 0 in (−α, x0). (2.4.4)

We construct a re-scaled function of the form

ũ(x) =


Au

(
−α + x0+α

x1+α
(x+ α)

)
if −α ≤ x < x1

u(x) if x1 ≤ x ≤ α.

We chooseA such that mass is conserved: since
∫ α

−α
ũdx = A

∫ x1

−α
u

(
−α + x0 + α

x1 + α
(x+ α)

)
dx+

∫ α

x1

u(x) dx

= A
x1 + α

x0 + α

∫ x0

−α
u(x̂)dx̂+

∫ α

x1

u(x) dx,

we let
A =

x0 + α

x1 + α
< 1 . (2.4.5)

Then, using (2.4.4), for the absolutely continuous part of the functional we have

∫ α

−α

√
ũ2 + ũ′2 dx =

x0+α
x1+α

∫ x0

−α

(
x1+α
x0+α

) √
u2 +

(
x0+α
x1+α

)2
u′2 dx̂+

∫ α

x1

√
u2 + (u′)2 dx

=

∫ x0

−α

√
u2 +

(
x0+α
x1+α

)2
u′2 dx̂+

∫ α

x1

√
u2 + (u′)2 dx

(2.4.5)
≤

∫ α

−α

√
u2 + (u′)2 dx. (2.4.6)
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The same argument holds for the singular part,

‖dsũ‖(−α, α) = x0+α
x1+α
‖dsu‖(−α, x0] + ‖dsu‖[x1, α) ≤ ‖dsu‖(−α, α), (2.4.7)

and the boundary part

|ũ((−α)+)| + |ũ(α−)| = x0+α
x1+α
|u((−α)+)| + |u(α−)| ≤ |u((−α)+)| + |u(α−)|. (2.4.8)

Summing (2.4.6)-(2.4.8) we see thatφ(ũ) ≤ φ(u), thusφ(ũ) = φ(u) sinceu is a minimizer.
On the other hand,

φ(ũ) = φ(u) ⇐⇒



u′ = 0 a.e. in (−α, x0)
|dsu|(−α, x0) = 0
|u((−α)+)| = 0

which implies thatu ≡ 0 in (−α, x0). This contradicts (2.4.4) and completes the proof of
(II ).

(III) Conclusion. We argue by contradiction. Up to exchangingx with −x, we may
assume without loss of generality that there existsx0 ∈ I such thatu(x−0 ) = 0. Forε > 0 to
be chosen later, let

a = inf {ξ : ‖u‖L∞(ξ,x0) < ε}.

In view of (II) and sinceu(x−0 ) = 0, choosingε sufficiently small we have

−α < a and x0 − a < 1
2 .

We now distinguish two cases. Ifu(x+0 ) = 0, we let

b = sup{ξ : ‖u‖L∞(x0,ξ) < ε}.

As before,
b < α and b− x0 < 1/2

for ε sufficiently small. If insteadu(x+0 ) > 0, we chooseε so small thatε < u(x+0 ) and we let
b = x0. In conclusion, we have

−α < a < x0 ≤ b < α, b− a < 1, (2.4.9)

and
u(a−) ≥ ε ≥ u(a+), u(b−) ≤ ε ≤ u(b+). (2.4.10)

Let K = (a, b). We define the function

ũ(x) =


Au(x) x ∈ I r K
Aε x ∈ K

43



where we choose

A =

∫
I
udx

∫
IrK

udx+ |K|ε

so that
∫

I
ũdx =

∫
I
udx. By definition ofa andb,

∫
K

udx < |K|ε, henceA < 1. Therefore

φ(u) − φ(ũ) >

∫

K

√
u2 + (u′)2 dx+ |dsu|(a, b) + |u(a−) − u(a+)| + |u(b−) − u(b+)|

− A
(|K|ε + |u(a−) − ε| + |ε − u(b+)|) . (2.4.11)

We recall thatu ≥ 0 (by step (I )) and thatu(x−0 ) = 0 (by assumption). Ifu(x+0 ) = 0 and
b > x0, we have

∫ b

a

√
u2 + u′2 dx+ |dsu|(a, b) ≥ |du|(a, b)

≥ |u(a+) − u(x−0 )| + |u(x+0 ) − u(x−0 )| + |u(x+0 ) − u(b−)| = u(a+) + u(b−) .

If insteadu(x+0 ) > 0 andb = x0,

∫ b

a

√
u2 + u′2 dx+ |dsu|(a, b) =

∫ x0

a

√
u2 + u′2 dx+ |dsu|(a, x0)

≥ |du|(a, x0) ≥ |u(a+) − u(x−0 )| = u(a+) = u(a+) + u(b−)

(sinceu(b−) = u(x−0 ) = 0). Hence, in both cases, (2.4.11) may be rewritten as

φ(u) − φ(ũ) > −A|K|ε + u(a+) + |u(a−) − u(a+)| − A|u(a−) − ε|︸                                                         ︷︷                                                         ︸
=:Ma

+ u(b−) + |u(b−) − u(b+)| − A|ε − u(b+)|︸                                           ︷︷                                           ︸
=:Mb

.

In view of (2.4.9) and (2.4.10), we have

Ma = −A|K|ε + u(a+) + u(a−) − u(a+) − A(u(a−) − ε)
= (1− A)u(a−) + Aε(1− |K|) > 0

and
Mb = u(b−) + u(b+) − u(b−) − A(u(b+) − ε) = (1− A)u(b+) + Aε > 0.

Henceφ(u) > φ(ũ), which is a contradiction. �

Proof of Lemma 2.4.We argue by contradiction. Up to exchangingx with −x, we may
assume that there existsx0 ∈ I such thatu(x−0 ) > u(x+0 ). Then, forε ≥ 0 let

uε(x) =


Aεu(x) in (−α, x0)
Aε(u(x) + ε) in (x0, α),
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where we choose

Aε =

∫
I
udx

∫
I
udx+ ε(α − x0)

,

so that the mass in preserved. We have

φ(uε) = Aε
(
u(−α+) +

∫ x0

−α

√
u2 + (u′)2 dx+ |dsu|(−α, x0) + u(x−0 ) − (u(x+0 ) + ε) +

+

∫ α

x0

√
(u+ ε)2 + (u′)2 dx+ |dsu|(x0, α) + (u(α−) + ε)

)
.

By Lemma 2.3,u > 0 in I . Hence, arguing as in the proof of Theorem 2.5, we have

d
dε
φ(uε)|ε=0 =

(
dAε
dε
|ε=0

)
φ(u) + A0

∫ α

x0

u√
u2 + (u′)2

dx.

Since

A0 = 1,
dAε
dε
|ε=0 = −

α − x0∫
I
udx

,

we obtain

d
dε
φ(uε)|ε=0 = −

α − x0∫
I
udx

φ(u) +
∫ α

x0

u√
u2 + (u′)2

dx ≤ (α − x0)

1−
φ(u)∫
I
udx

 .

Sinceu is not constant (it has a jump in the interior),φ(u) >
∫

I
udx: hence the latter factor

is negative, in contradiction withu being a minimizer. �

2.5 Existence of a smooth minimizer

The goal of this section is to prove that there exists a minimizer for the one-dimensional
problem which is smooth in the bulk. As in the previous section, we letΩ = I = (−α, α),
α > 0.

Theorem 2.6(Existence of a smooth minimizer). There exists a minimizer u ofφ in BV∗(I )
which is smooth in I and solves

τI =
u√

u2 + (u′)2
−


u′√

u2 + (u′)2


′

in I . (2.5.1)

Furthermore u is even and non-increasing in[0, α).

Our approach is based on a-priori concavity estimates, in the spirit of the arguments
developed in [24]. However, we shall not prove that the minimizer is concave, but rather
that its square rootv =

√
u is. To this aim, by letting

φε(u) =
∫

I
fε(u, u

′) dx, where fε(s, p) =
√

s2 + p2 + ε2p2,
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we relax the minimum problem into one which is well posed in the space

H∗(I ) =
{

u ∈ H1
0(I ) :

?

I
udx = 1

}
.

Lemma 2.5. For any ε > 0, there exists a minimizer uε of φε in H∗(I ). Furthermore, uε
may be chosen to be even, non-increasing in[0, α) and positive in I.

Since fε ∈ C2((0,+∞) × R) anduε is positive in the bulk,uε is a smooth solution of the
Euler-Lagrange equation, with uniform bounds in BV; in addition, the Lagrange multiplier
µε is larger than one:

Lemma 2.6. The minimizer uε given in Lemma 2.5 is smooth in I. Furthermore, there exists
µε ≥ 1 such that

−∂2
p fε(uε, u

′
ε)u
′′
ε − ∂s∂p fε(uε, u

′
ε)u
′
ε + ∂s fε(uε, u

′
ε) = µε in I , (2.5.2)

and a positive constant C exists such that
∫

I

√
u2
ε + (u′ε)2 dx ≤ C. (2.5.3)

The core of the argument is the concavity of
√

uε.

Lemma 2.7. Let uε be as in Lemma 2.5. Then
√

uε is concave in I.

In turn, concavity yields a uniform sup-bound onu′ε and a uniform lower bound onuε.

Lemma 2.8. Let uε be as in Lemma 2.5. Then there exists a positive constant C such that

sup
|x|<α−δ

|u′ε(x)| ≤ C
δ

for all δ ∈ (0, α).

Furthermore
uε(x) ≥ 1

4α2
(α − |x|)2 for all x ∈ I .

The proofs of lemmas 2.5-2.8 will be given at the end of this section. We now prove
Theorem 2.6.

Proof of Theorem 2.6.For everyε > 0 let uε ∈ H∗(I ) be the minimizer ofφε given in
Lemma 2.5. Using the bounds in lemmas 2.6 and 2.8, up to a subsequence we have

uε ⇀ u in W1,∞
loc (I ) ∩ BV(I ).

By the lower semi-continuity ofφ, for all ũ ∈ H∗(I ) we have

φ(u) ≤ lim inf
ε→0

φ(uε) ≤ lim inf
ε→0

φε(uε) ≤ lim inf
ε→0

φε(ũ) = φ(ũ).
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By density, the inequality holds for all ˜u ∈ BV∗(I ); henceu is a minimizer ofφ. Because of
the properties ofuε, u is even, non-increasing in [0, α), and positive inI .

By Proposition 2.1,τI ∈ ∂φ(u). On the other hand, sinceu is positive inI and Lipschitz
continuous on compact subsets ofI , for any η ∈ C∞c (I ) the functionh 7→ φ(u + hη) is
differentiable ath = 0: therefore

∫

I

(
u

√
u2 + u′2

η +
u′

√
u2 + u′2

η′
)

dx = τI

∫

I
ηdx,

which means that (
u′

√
u2 + u′2

)′
=

u
√

u2 + u′2
− τI ∈ L∞(I ). (2.5.4)

Sinceu is even, (2.5.4) implies that

u′(x)√
u2(x) + u′2(x)

= −τI x+
∫ x

0

u
√

u2 + u′2
dy =: ℓ(x) ∈W1,∞(I ) (2.5.5)

Let nowK ⋐ I . We have

|ℓ| =
∣∣∣∣∣∣∣

u′√
u2 + (u′)2

∣∣∣∣∣∣∣
≤ 1− δ ⇐⇒ (u′)2(1− (1− δ)2) ≤ (1− δ)2u2.

Hence, choosingδ so small that

‖u′‖2L∞(K)(1− (1− δ)2) ≤ (1− δ)2
(
inf
K

u
)2
,

we have
|ℓ(x)| < 1− δ for all x ∈ K. (2.5.6)

In K we may therefore invert (2.5.5) with respect tou′(x), and by the arbitrariness ofK we
obtain that

u′(x) =
ℓ(x)u(x)
√

1− ℓ2
a.e. in I . (2.5.7)

It follows from (2.5.5), (2.5.6), and (2.5.7) thatu′′ is well defined and belongs toL∞(K).
Henceu ∈ W2,∞

loc (I ) andu solves the Euler-Lagrange equation point-wise. A standardboot-
strap argument then implies thatu is smooth inI . �

We conclude this section with the proof of lemmas 2.5-2.8.

Proof of Lemma 2.5.We divide the proof into various steps.

(i). The proof of existence is standard, but we reproduce it for the sake of completeness.
Let us fixε > 0. Note thatfε is continuous inR × R and convex with respect top, since

∂2
p fε =

s2

(s2 + p2)3/2
+ 2ε2.
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Therefore (see [35, Theorem 3.4])φε is (sequentially) weakly lower semi-continuous and
coercive onH∗(I ). Let now {un} be a minimizing sequence. Then, up to a subsequence,
un ⇀ uε in H1

0(I ) anduε → u in L1(I ). Henceuε ∈ H∗(I ) and, by the lower semi-continuity
of φε, uε is a minimizer.

(ii). The proof thatuε is non-negative is completely analogous to that of Lemma 2.3,
therefore we omit the details.

(iii). Let us extenduε by zero outside ofI , and letu⋆ε be the Schwarz symmetrization
of uε (see [27,§3.3]). By definitionu⋆ε is even, non-increasing in [0, α), and zero outside
of I . We claim thatu⋆ε is also a minimizer ofφε. Let un ∈ C∞c (I ) such thatun → uε in
H1

0(I ). Since‖(u⋆n )′‖L2(I) ≤ ‖u′n‖L2(I) (see [27, Thm. 4.3]), there exists a subsequence such
thatu⋆n ⇀ w in H1

0(I ) andu⋆n → w in L2(I ). By the non-expansivity of the symmetrization
(see [27, Cor. 3.1]),‖u⋆n − u⋆ε ‖L2(I) ≤ ‖un − uε‖L2(I): hencew = u⋆ε . Since fε is convex and
non-decreasing with respect top for all (s, p) ∈ [0,+∞)2, φε(u⋆n ) ≤ φε(un) (see [27, Thm.
4.3]). Therefore, the weak lower semi-continuity ofφε implies that

φε(u
⋆
ε ) ≤ lim inf

n→+∞
φε(u

⋆
n ) ≤ lim

n→+∞
φε(un) = φε(uε).

Finally,
>

I
u⋆ε dx =

>

I
uε dx (see [27, Thm. 3.1]). Henceu⋆ε is also a minimizer.

(iv). It remains to prove thatu⋆ε is positive inI . To this aim, we could argue as in the
proof of Lemma 2.3, but in view of (iii) we may provide a simpler argument. Assume by
contradiction that there existsδ > 0 such thatu⋆ε > 0 in [0, α − δ) andu⋆ε = 0 in (α − δ, α).
Let

v(x) = Au⋆ε (Ax), A =
α − δ
α

< 1.

Thenv andu⋆ε have the same mass and, sinceA < 1,

φε(v) = A
∫ α

0

√
(u⋆ε (Ax))2 + A2[(u⋆ε )′(Ax)]2 dx+ ε2A4

∫ α

0
[(u⋆ε )′(Ax)]2 dx

=

∫ α−δ

0

√
(u⋆ε )2 + A2[(u⋆ε )′]2 dx+ ε2A3

∫ α−δ

0
[(u⋆ε )′]2 dx

< φε(u
⋆
ε ),

in contradiction withu⋆ε being a minimizer. �

Proof of Lemma 2.6.Let η ∈ C∞c (I ) such that
∫

I
ηdx = 0. Sinceuε is positive and continu-

ous inI , uε+hη ≥ c > 0 in supp(η) ⋐ I for hsufficiently small. In addition,
>

I
(uε+hη) dx = 1

for all h. In [c,+∞) × R, the functionsfε, ∂s fε and∂p fε are smooth and grow at most lin-
early with respect top: thereforeh 7→ φε(uε + hη) is differentiable ath = 0, and sinceuε is
a minimizer we have

0 =
d
dh
φε(uε + hη)

∣∣∣∣∣
h=0
=

∫

I

(
∂s fε(uε, u

′
ε)η + ∂p fε(uε, u

′
ε)η
′) dx.
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By the arbitrariness ofη, this shows that there existsµε ∈ R such that

(
∂p fε(uε, u

′
ε)
)′
= ∂s fε(uε, u

′
ε) − µε (2.5.8)

=
uε√

u2
ε + (u′ε)2

− µε := ϕε ∈ L∞(I ).

In turn, taking into account the symmetry ofuε, this means that


1√

u2
ε(x) + (u′ε(x))2

+ 2ε2

 u′ε(x) =
∫ x

0
ϕε(y) dy a.e. in (0, α).

In particular

|u′ε(x)| ≤ 1
2ε2

∫

I
|ϕε|(y) dy for all x ∈ I ,

thereforeuε ∈W1,∞(I ). We may now argue as in the proof of Theorem 2.6 to conclude that
uε ∈ C∞(I ) anduε solves the Euler-Lagrange equation (2.5.2).

Sinceuε ∈ W1,∞(I ) with zero boundary conditions, we may now multiply (2.5.8)by
uε and integrate overI . After one integration by parts, and recalling that

>

uε dx = 1, we
obtain

µε =

?

I
µεuε dx =

?

I

(
∂p fε(uε, u

′
ε) · u′ε + ∂s fε(uε, u

′
ε) · uε

)
dx

=
1
|I |

(
φε(uε) + ε

2
∫

I
(u′ε)

2 dx

)
≥ 1
|I |φε(uε) ≥

?

I
uεdx = 1.

Finally, (2.5.3) is immediate: taken any ˜u ∈ H∗(I ), we have

∫

I

√
u2
ε + (u′ε)2 dx+ ε2

∫

I
u′2ε dx = φε(uε) ≤ φε(ũ) ≤ φ1(ũ) =: C.

�

Proof of Lemma 2.7.Let vε =
√

uε and

gε(s, p) = s
√

s2 + 4p2 + 4ε2s2p2, (s, p) ∈ [0,+∞) × R.

Simple computations starting from (2.5.2) or, more simply,observing that

vε minimizes
∫

I
gε(vε, v

′
ε) dx among allv2 ∈ H1

0(I ) s.t.
?

I
v2 dx = 1,

yield

−∂2
pgε(vε, v

′
ε)v
′′
ε − ∂s∂pgε(vε, v

′
ε)v
′
ε + ∂sgε(vε, v

′
ε) = 2µεvε in I . (2.5.9)
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For s≥ 0, we have

∂sgε =
1

(s2 + 4p2)1/2
(2s2 + 4p2) + 8ε2sp2,

∂2
pgε =

4s3

(s2 + 4p2)3/2
+ 8ε2s2 ≥ 0

∂s∂pgε =
16p3

(s2 + 4p2)3/2
+ 16ε2sp.

Hence (2.5.9) may be rewritten as

v′′ε = Gε(vε, v
′
ε),

where

∂2
pgε(s, p) ·Gε(s, p) = (−2µεs+ ∂sgε − p · ∂s∂pgε)

= 2s

(
−µε − 4ε2p2 +

s3 + 6sp2

(s2 + 4p2)3/2

)

µε≥1
≤ 2s

(
−1+

s3 + 6sp2

(s2 + 4p2)3/2

)
.

A simple computation shows that

s3 + 6sp2 ≤ (s2 + 4p2)3/2 ⇔ 0 ≤ 12s2p4 + 64p6.

ThereforeGε(s, p) ≤ 0 for all (s, p) ∈ [0,+∞)×R, which means thatvε in concave inI . �

Proof of Lemma 2.8.We first prove the Lipschitz bounds. Sincevε =
√

uε is concave, the
differential quotients are decreasing:

vε(x1) − vε(x)
x1 − x

≥ v′ε(x) ≥ vε(x2) − vε(x)
x2 − x

for all x1 < x < x2.

In particular, choosingx1 = −α andx2 = α, we have

u′

2
√

u
= |v′ε(x)| ≤ vε(x) max

{
1

α − x
,

1
α + x

}
≤ 2
δ

sup
|x|<α−δ

vε(x) for all |x| < α − δ

for everyδ ∈ (0, α). In terms ofuε = v2
ε, the last inequality reads as

|u′ε(x)| ≤ 4
δ

sup
|x|<α−δ

uε(x) for all |x| < α − δ,

and the Lipschitz bound follows from Lemma 2.6 (sinceuε are uniformly bounded inL∞).
We now prove the lower bound. Sincevε is concave andvε = 0 on∂I , vε assumes its

maximum in a pointxε ∈ I . Because of the constraint,

1 =
?

v2
ε dx ≤ v2

ε(xε). (2.5.10)
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Again because of concavity,

vε(x) ≥ min

{
vε(xε)

α − x
α − xε

, vε(xε)
α + x
α + xε

}
(2.5.10)
≥ min

{
α − x
α − xε

,
α + x
α + xε

}

≥ inf
|η|<α

min

{
α − x
α − η,

α + x
α + η

}
=

1
2α

(α − |x|)

which proves the lower bound. �

2.6 The smooth minimizer jumps at the boundary

In this section we complete the proof of Theorem 2.3 by showing that:

Theorem 2.7. The minimizer u given in Theorem 2.6 is strictly decreasing and such that

lim
x→α−

u(x) > 0 and lim
x→α−

u′(x) = −∞.

In order to prove Theorem 2.7, we first characterize the solutions to the Euler-Lagrange
equation.

Lemma 2.9. For all τ > 1 and all A > 0 there exists a unique maximal solution u∈
C2([0, xτ)) of 

τ =
u√

u2 + (u′)2
−


u′√

u2 + (u′)2


′

in I

u(0) = A, u′(0) = 0.

(2.6.1)

Furthermore xτ < ∞, u is strictly decreasing in[0, xτ), and

lim
x→x−τ

u(x) =
τ − 1
τ

> 0, lim
x→x−τ

u′(x) = −∞. (2.6.2)

Proof. Since (2.5.1) is invariant underu 7→ u/A, we may assume without loss of generality
thatA = 1. We rewrite the first equation in (2.6.1) as

u′′ = 2
u′2

u
+ u− τ 1

u2

(
u2 + u′2

)3/2
,

so that existence and uniqueness of a classical local solution for the Cauchy problem (2.6.1)
is a standard result. Moreover, sinceu′′(0) = 1 − τ < 0, we haveu′ < 0 in a right-
neighbourhood ofx = 0. As long asu′ < 0, we may useu as the independent variable:
letting

v(u) = u′2(x(u)) + u2, (2.6.3)
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we have

v′(u) = 2u′(x(u))u′′(x(u))x′(u) + 2u = 2
(
u′′(x(u)) + u

)

= 2

(
2

u′2

u
+ u− τ 1

u2

(
u2 + u′2

)3/2
+ u

)
=

2
u

(
2v− τ

u
v3/2

)

andv(1) = 1. We letw(u) = uγv, with γ to be chosen later, and we compute

w′(u) = γuγ−1v+ uγv′ = γuγ−1v+ uγ
2
u

(
2v− τ

u
v3/2

)
=

=
1
u

(
γw+ 4w− 2τuγ−1v3/2

)
=

1
u

(
γw+ 4w− 2τu−1−γ/2w3/2

)
.

We chooseγ = −2, so thatw(u) is a solution of a first-order separable ode:


uw′(u) = 2(w− τw3/2)
w(1) = 1.

(2.6.4)

An integration gives

w(u) =
u2

(1+ τ(u− 1))2
,

which in terms ofv(u) reads as

v(u) =
u4

(1+ τ(u− 1))2
.

Recalling (2.6.3), this gives

u′ = −

√
u4

(1+ τ(u− 1))2
− u2

= −u
√

(1− τ)((τ + 1)u2 − 2uτ − (1− τ))
|1+ τ(u− 1)| as long asu′(x) < 0.

One easily checks that

(1− τ)(u2(τ + 1)− 2uτ + (τ − 1)) ≥ 0 for all u ∈
[
τ − 1
τ + 1

, 1

]

whereas

1+ τ(u− 1) = 0 ⇐⇒ u =
τ − 1
τ
∈

(
τ − 1
τ + 1

, 1

)
.

Thereforeu′(x) never changes sign and blows up for a positive value ofu: in other words,
there existsxτ ∈ (0,+∞] such that

lim
x→x−τ

u(x) =
τ − 1
τ

> 0 and lim
x→x−τ

u′(x) = −∞,

and of course these two conditions imply thatxτ < +∞. �
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We are now ready to prove Theorem 2.7.

Proof of Theorem 2.7.The minimizeru given in Theorem 2.6 satisfies (2.6.1) in (−α, α),
and is even and positive. Henceu coincides inI = (−α, α) with the solution obtained in
Lemma 2.9 withA = u(0). Therefore, in order to prove Theorem 2.7 it suffices to show that
xτ = α, whereJ = (−xτ, xτ) ⊇ I is the maximal interval in which the solution of (2.6.1) is
defined. We argue by contradiction and we assume thatα < xτ. Then we may define

ũ(x) = Au(Bx) for all x ∈ I , where B =
xτ
α

and
A
B
=

∫
I
udx

∫
J

udx
< 1. (2.6.5)

Of course,A is chosen so that mass is conserved:
∫

I
ũdx = A

∫

I
u(Bx) dx =

A
B

∫

J
u(x̂) dx̂ =

∫

I
udx.

The functionũ satisfies the following equation:

τ =
ũ√

ũ2 + 1
B2 (ũ′)2

− 1

B2


ũ′√

ũ2 + 1
B2 (ũ′)2



′

in I . (2.6.6)

Let Iε := [−α + ε, α − ε]. We multiply (2.6.6) byũ and integrate overIε. By an integration
by parts we obtain

τ

∫

Iε
ũdx =

∫

Iε

ũ2

√
ũ2 + 1

B2 (ũ′)2
dx− 1

B2

ũũ′√
ũ2 + 1

B2 (ũ′)2

∣∣∣∣∣∣∣∣∣
∂Iε

+
1

B2

∫

Iε

(ũ′)2

√
(ũ′)2 + 1

B2 (ũ′)2
dx

=

∫

Iε

√
ũ2 +

1

B2
(ũ′)2 dx− 1

B2

ũũ′√
ũ2 + 1

B2 (ũ′)2

∣∣∣∣∣∣∣∣∣
∂Iε

.

Since the first derivative blows up at the boundary, passing to the limit asε→ 0 we get

τ

∫

I
ũdx =

∫

I

√
ũ2 +

1
B2

(ũ′)2 dx+
1
B

(ũ (−α) + ũ (α)) ,

which in terms ofu reads as follows:

τ
A
B

∫

J
udx̂ =

A
B

(
u(−xτ) + u(xτ) +

∫

J

√
u2 + (u′)2dx̂

)
=

A
B
φJ(u).

Therefore, recalling Proposition 2.1,

τ =
φJ(u)∫

J
u
=
φI (u)∫

I
u
. (2.6.7)
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We now show that, sinceu is decreasing, the function

t > 0 7→ F(t) =

∫ t

0

√
u2 + (u′)2 dx+ u(t)

∫ t

0 udx

is strictly decreasing, which contradicts (2.6.7) and thusproves the theorem. Indeed,

F′(t) =

( √
u2 + (u′)2(t) + u′(t)

) (∫ t

0 udx
)
−

(∫ t

0

√
u2 + (u′)2 dx+ u(t)

)
u(t)

(∫ t

0 udx
)2

< 0

if and only if
(
√

u2 + (u′)2(t) + u′(t))∫ t

0

√
u2 + (u′)2 dx+ u(t)

<
u∫ t

0 udx
,

which is true in view of the following chain of inequalities:

(
√

u2 + (u′)2(t) + u′(t))
∫ t

0

√
u2 + (u′)2 dx+ u(t)

<
(
√

u2 + (u′)2(t) + u′(t))
∫ t

0
udx

<
(u+ |u′| + u′)∫ t

0
udx

=
u∫ t

0
udx

where in the last equality we have used the monotonicity ofu in [0, xτ). �

2.7 The subdifferential of φ

In this section we prove Theorem 2.4. To this aim, we recall (see [7,§C.2]) that for any
u ∈ BV(Ω) and anyz ∈ X(Ω) the functional (z,Du) : C∞c (Ω)→ R defined by

〈(z,Du), ϕ〉 = −
∫

Ω

uϕ div zdx−
∫

Ω

uz · ∇ϕ dx (2.7.1)

is a Radon measure which is absolutely continuous with respect to |Du|. Furthermore, there
exists a linear operator [·, n] : X(Ω)→ L∞(∂Ω), such that

‖[z, n]‖∞ ≤ ‖z‖∞, (2.7.2)

which represents the trace on∂Ω of the normal component ofz in the sense that
∫

RN
wdiv zdx+

∫

RN
d(z,Dw) =

∫

∂Ω

u[z, n]dHN−1 for all z ∈ X(Ω), w ∈ BV(Ω). (2.7.3)

We will need the following estimate:

Lemma 2.10. For all u ∈ BV(Ω), all s ∈ L∞(Ω), and allz ∈ X(Ω), it holds:
∣∣∣∣∣
∫

Ω

(sudx+ d(z,Du))
∣∣∣∣∣ ≤ ‖(s, z)‖∞|(u,Du)|(Ω). (2.7.4)

54



Proof. Let {un} ⊂W1,1(Ω) be an optimal sequence for Lemma 2.1, that is,
∫

Ω

√
u2

n + |∇un|2dx→
∫

Ω

√
u2 + |∇u|2dx+ |Dsu|(Ω)

(2.1.7),(2.1.8)
= |(u,Du)|(Ω) (2.7.5)

asn → +∞. Up to a subsequence, we also have thatun → u weakly in BV(Ω) and in
L

N
N−1 (Ω): hence

〈(z,Du), ϕ〉 (2.7.1)
= lim

n→+∞

(
−

∫

Ω

unϕ div zdx−
∫

Ω

unz · ∇ϕ dx

)
= lim

n→+∞

∫

Ω

ϕz · ∇undx

for all ϕ ∈ C∞c (Ω). Therefore
∣∣∣∣∣
∫

Ω

ϕ (sudx+ d(z,Du))
∣∣∣∣∣ = lim

n→∞

∣∣∣∣∣
∫

Ω

ϕ(sun + z · ∇un)dx
∣∣∣∣∣

(2.7.5)
≤ ‖ϕ‖∞‖(s, z)‖∞|(u,Du)|(Ω)

and the conclusion follows from the arbitrariness ofϕ. �

We also recall that given a normed spaceE and a functionalψ : E→ [0,+∞], thepolar
transformationof ψ is defined by

ψ̃ : E∗ → [0,+∞], ψ̃(u) = sup

{
〈v, u〉
ψ(v)

: v ∈ E

}
, (2.7.6)

whereE∗ denotes the dual ofE, with pairing 〈·, ·〉, and where we use the convention that
0/0 = 0 and 0/∞ = 0. For anyv ∈ Lp(Ω), let

U(v) =
{
(s, z) ∈ L∞(Ω) ∩ X(Ω) : v = s− div z a.e. in Ω

}
(2.7.7)

and
ψ : Lp(Ω)→ [0,+∞], ψ(v) = inf {‖(s, z)‖∞ : (s, z) ∈ U(v)} (2.7.8)

with the usual understanding thatψ(v) = +∞ if U(v) = ∅. The proof of Theorem 2.4 is
based on the following result.

Proposition 2.2. Letψ be defined by(2.7.8). Thenψ = φ̃.

In the next lemma we summarize some properties of the polar transformation which we
need. The proofs may be found in [7, Lemma 1.5, Prop. 1.6 and Theorem 1.8].

Lemma 2.11. Let E be a normed space, and E∗ be its dual.

(i) if ψ1, ψ2 : E→ [0,+∞] are such thatψ1 ≤ ψ2, thenψ̃1 ≥ ψ̃2.

If ψ is convex, lower semi-continuous and positive homogeneousof degree1, then:

(ii ) ˜̃
ψ|E = ψ;

(iii ) v ∈ ∂ψ(u) if and only ifψ̃(v) ≤ 1 and〈v, u〉 = ψ(u).
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We are now ready to prove Proposition 2.2.

Proof of Proposition 2.2.The polar transformations ofψ andφ are given respectively by

ψ̃ : Lq(Ω)→ [0,+∞], ψ̃(u) = sup



∫
Ω

uvdx

ψ(v)
: v ∈ Lp(Ω)

 ,

φ̃ : Lp(Ω)→ [0,+∞], φ̃(v) = sup



∫
Ω

uvdx

φ(u)
: u ∈ Lq(Ω)

 .

We first argue thatψ ≥ φ̃. Let v ∈ Lp(Ω). If ψ(v) = +∞ the claim is obvious, hence we
assume thatψ(v) < ∞. For any (s, z) ∈ U(v), we have

φ̃(v) = sup
u∈ Lq(Ω)

∫
Ω

uvdx

φ(u)
(2.7.7)
= sup

u∈Lq(Ω)

∫
Ω

u(s− div z) dx

φ(u)

= sup
u∈BV(Ω)

∫
Ω

u(s− div z) dx

φ(u)
(since otherwiseφ(u) = +∞)

(2.7.3)
= sup

u∈BV(Ω)

∫
Ω

usdx+
∫
Ω

d(z,Du) −
∫
∂Ω

u[z, n] dHN−1

φ(u)

(2.7.4),(2.7.2)
≤ sup

u∈BV(Ω)

‖(s, z)‖∞|(u,Du)|(Ω) + ‖z‖∞
∫
∂Ω
|u|dHN−1

φ(u)

≤ ‖(s, z)‖∞ sup
u∈ BV(Ω)

|(u,Du)|(Ω) +
∫
∂Ω
|u|dHN−1

φ(u)
(2.1.8),(2.1.10)
= ‖(s, z)‖∞.

The inequality now follows taking the infimum over all (s, z) ∈ U(v):

φ̃(v) ≤ inf
(s,z)∈U(v)

‖(s, z)‖∞ = ψ(v).

To prove the opposite inequality, we note thatψ is convex, lower semi-continuous and
positive homogeneous of degree 1. Therefore, by Lemma 2.11 (i) and (ii ), ψ ≤ φ̃ if and only
if φ ≤ ψ̃. Let us define

D =
{
(s, z) ∈ C∞

(
Ω;RN+1

)
: ‖(s, z)‖∞ ≤ 1

}
.

Then

ψ̃(u) = sup
v∈ Lp(Ω)

∫
Ω

uvdx

ψ(v)
≥ sup

(s,z)∈D

∫
Ω

u(s− div z) dx

ψ(s− div z)

≥ sup
(s,z)∈D

∫
Ω

u(s− div z) dx

‖(s, z)‖∞
(by definition ofψ)

≥ sup
(s,z)∈D

∫

Ω

u(s− div z) dx (by definition ofD).
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If u < BV(Ω), then (see [5, Prop. 3.6])

sup

{∫

Ω

udiv zdx : z ∈ C∞0
(
Ω;RN

)
, ‖z‖∞ ≤ 1

}
= +∞

and therefore (choosings= 0) ψ̃(u) = +∞. Otherwise, integrating by parts (here, sincez is
smooth, the classical theory of BV functions suffices, see e.g. [5, (3.85)]) we get:

ψ̃(u) ≥ sup
(s,z)∈D

(∫

Ω

usdx+
∫

Ω

z · dDu+
∫

∂Ω

uz · ndHN−1
)

(2.1.9)
= φ(u) .

�

The characterization of∂φ given by Theorem 2.4 now follows from part (iii ) of Lemma
2.11.

Proof of Theorem 2.4.Sinceφ is convex, lower semi-continuous and positive homogeneous
of degree 1, part (iii ) of Lemma 2.11 implies that

v ∈ ∂φ(u) ⇐⇒

φ̃(v) ≤ 1∫
Ω

uvdx = φ(u).

By Proposition 2.2,ψ = φ̃ whereψ is defined in (2.7.8). Therefore:∀v ∈ Lp(Ω)

φ̃(v) ≤ 1 ⇐⇒ ψ(v) ≤ 1 ⇐⇒ ∃(s, z) ∈ U(v) : ‖(s, z)‖∞ ≤ 1.

In addition, by (2.7.3) we obtain

φ(u) =
∫

Ω

uvdx =
∫

Ω

sudx+
∫

Ω

d(z,Du) +
∫

∂Ω

u[z, n] dHN−1

and the proof is complete. �

2.8 Appendix

In this appendix we sketch the derivation of the partial differential equation (2.1.4) from
the full model in (0.1.2)-(0.1.3). Let (x, y, z) denote rectangular cartesian coordinates. We
restrict attention to the plane-strain shearing of a body which occupies a strip of finite length
I in they-direction, but is unbounded in thex- andz-directions. The plane-strain shearing
condition means

Tn = τe1 on ∂(R × I × R)

with τ constant in space and time. We make the ansatz that the displacement vector has the
form u = (u(y, t), 0, 0). Accordingly, the ansatz forEe andEp are

Ee =



0 γe(y, t) 0
γe(y, t) 0 0

0 0 0


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and

Ep =



0 γp(y, t) 0
γp(y, t) 0 0

0 0 0


.

Thus the decomposition (1.1.1a) reduces to

γe :=
∂u
∂y
− γp

with γe andγp theelastic and plastic strainsrespectively. The explicit derivation of (2.1.4)
is based on the assumptions that the regime is fully plastified, i.e. the plastic strain satisfies

γ̇p > 0 in
◦
I , and thatη = 0. Under these assumptions (1.1.6) reads as

T0 + µL2
(
∆Ep − sym(∇divEp) + 1

3(div divEp)I
)
= Y(Ep)

Ėp

dp − ℓ
2div

(
Y(Ep)

∇Ėp

dp

)
(2.8.1)

wheredp =
√
|Ėp|2 + ℓ2|∇Ėp|2. Sinceγp = γp(y, t), it follows that divEp = 0, hence (2.8.1)

reduces to

T0 + µL2∆Ep = Y(Ep)
Ėp

dp − ℓ
2div

[
Y(Ep)

∇Ėp

dp

]
. (2.8.2)

One easily sees thatT0 = T, hence divT = 0. Together with the boundary conditions, this
implies that

T0 =



0 τ 0
τ 0 0
0 0 0


.

Under the further assumption of a constant flow resistanceY(·) =
√

2k, after simple com-
putations we conclude that (2.8.2) translates into

τ + µL2∂2
yyγ

p =
√

2k

[
γ̇p

dp − ℓ
2∂y

(
∂yγ̇

p

dp

)]
(2.8.3)

which, after a suitable rescaling, provides (2.1.4).
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Chapter 3

Droplets spreading under
contact-line friction: asymptotic
analysis

3.1 Introduction

3.1.1 The model

Understanding the dynamics of wetting phenomena of droplets on solid substrates is still an
ongoing challenge. The difficulty comes from the classical theory of fluids. Indeed, in the
Navier-Stokes equations, the constant viscosity coupled with a no-slip boundary condition
at the liquid-solid interface results in a nonphysical singularity at moving contact lines,
i.e. an infinite rate of energy dissipation [67, 41]. Many models have been proposed in
order to remove this singularity (see e.g. [39, 75, 22]). Allof them introduce at least one
“microscopic” lengthscale in the problem. The most common approach is to introduce
effective slip conditions at the liquid-solid interface: the simplest slippage model, the so-
called Navier slip, reads as

U = µBUζ at the liquid-solid interface,ζ = 0. (3.1.1)

Here we adopt a two-dimensional framework, (ξ, ζ) ∈ R × R+ with the solid substrate at
ζ = 0, U denotes the horizontal component of the velocity field within the liquid phase,µ
denotes the liquid’s viscosity andµB ≥ 0 is the so-called slip length. The ratio 1/B is to be
understood as a friction coefficient between the liquid and the solid.

Away from the contact linewhere the liquid, the solid and the surrounding vapor meet,
slippage models for single-phase flows have survived an extensive crosscheck by MD sim-
ulations (see e.g. [86] and the discussion in [78, 80]). However, recent investigations by
Qian, Wang and Sheng [78] and by Ren and E [80] have confirmed that, near the contact
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line region, slippage models such as (3.1.1) cease to provide a valid description of the dy-
namics: there, the main driving force which is responsible for the slip is the unbalanced
Young’s stress. Of particular interest in this note is the contribution by Ren and E [80]
and by Ren, Hu and E [81]. There, by a combination of moleculardynamics and contin-
uum thermodynamics, an effective continuum model is derived, in which the unbalanced
Young’s stress results from the deviation of the contact angle Θ from its static valueΘS.
Such deviation drives the motion of the contact line in a way which, in the simplest case of
a linear friction law, reads as follows:

Dγ(cosΘ − cosΘS) = UCL if ΘS > 0 (partial wetting),

Dγ(cosΘ − 1) = max{UCL, 0} if ΘS = 0 (complete wetting).
(3.1.2)

HereUCL is the speed of the contact line,γ denotes the liquid-vapor surface tension, and
1/D is an effective friction coefficient at the contact line. Note that the dynamic contact
angle is strictly larger than the static one if the wet regionexpands, smaller (or equal, in
complete wetting) if it contracts.

All together, (3.1.1) and (3.1.2) introduce two parametersin the problem,B and D,
which account for the effective friction at the liquid-solid and liquid-solid-vapor interfaces,
respectively. The general goal of this chapter is to discussthe effect of these parameters
on the evolution of a droplet, assumed for simplicity to be symmetric, which spreads over
an horizontal substrate. To this aim, it is convenient to argue in the regime of lubrication
approximation, which we introduce now.

3.1.2 Lubrication approximation and its dissipative structure

Lubrication approximation (see e.g. [75]) is a tool to reduce the complexity of the Navier-
Stokes system while retaining the effects of both capillary forces and frictional forces (vis-
cous friction in the bulk, surface friction at the liquid-solid interface, and contact-line fric-
tion at the liquid-solid-vapor interface). Lubrication approximation is based on a separation
of the (macroscopic) lengthscales, which (in the presence of a contact line) has been rig-
orously justified in two model cases [53, 70]. Namely, the typical vertical lengthscaleZ
is assumed to be much smaller than the typical horizontal lengthscaleX, and the typical
timescale is chosen so to retain the effects of both surface tension and viscosity:

ε =
Z
X
≪ 1, T =

3µ
γ

X4

Z3
.

Introducing new independent variables according to the above scaling,

(t, x, z) :=
(
τ

T
,
ξ

X
,
ζ

Z

)
,
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and performing a careful asymptotic expansion inε (see Section 3.3), one obtains a limiting
evolution which consists in a fourth order free boundary problem for the normalized height
of the liquid film,h(t, x), and the extent of the wetted region, (s−(t), s+(t)):



ht + (hu)x = 0, u = (h2 + bh)hxxx, h > 0 in (s−(t), s+(t))

h = 0, d
dt s±(t) = lim

x→s±(t)∓
u at x = s±(t)

(3.1.3)

and the free boundary condition (3.1.2) translates into

d
(
h2

x − θ2
S

)
=


±ds±

dt if θS > 0

max
{
±ds±

dt , 0
}

if θS = 0
at x = s±(t). (3.1.4)

Hereu represents the normalized mean horizontal velocity of the liquid phase,θS = ε
−1ΘS

is the normalized static contact angle, and

b =
3µB
Z

, d =
3DµX

2Z
.

Now, it follows from a simple asymptotic expansion near the contact lines (see Section 3.4)
that the equation in (3.1.3) does not possess receding traveling waves with zero contact
angle (see [21, 28] for the general structure of traveling waves for thin-film equations): in
other words, for instance,ds+

dt ≥ 0 wheneverhx = 0 atx = s+(t). Therefore (3.1.4) simplifies
to

d
(
h2

x − θ2
S

)
= ±ds±

dt
at x = s±(t). (3.1.5)

The free boundary problem (3.1.3)-(3.1.5) preserves the dissipative structure of the orig-
inal system. The energy

E(h(t)) =
∫ s+(t)

s−(t)

1
2

(h2
x + θ

2
S)dx (3.1.6)

corresponds, to leading order in lubrication approximation, to the surface energy of the
droplet, and accounts (viaθS and the Young’s law) for all the three surface tension coeffi-
cients (liquid/solid, liquid/vapor and solid/vapor) which enter into the system (see e.g. [20]).
As formally shown in Section 3.5, a sufficiently smooth solution to (3.1.3)-(3.1.5) is such
that

d
dt

∫ s+(t)

s−(t)

1
2

(h2
x + θ

2
S)dx = − 1

2d


(
ds−
dt

)2

+

(
ds+
dt

)2 −
∫ s+(t)

s−(t)

u2

h+ b
dx. (3.1.7)

or, equivalently,

d
dt

∫ s+(t)

s−(t)

1
2

(h2
x+θ

2
S)dx = −d

2

[
(h2

x(t, s−(t)) − θ2
S)2 + (h2

x(t, s+(t)) − θ2
S)2

]
−
∫ s+(t)

s−(t)
m(h)h2

xxxdx.

(3.1.8)
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The two terms at the right-hand side of (3.1.7) encode the twodifferent means of free
energy dissipation: the latter, which is standard in this field, represents viscous friction both
in the liquid’s bulk and at the liquid/solid interface; the former instead represents frictionat
the contact lineand is specific to the free boundary condition proposed in [80]. As expected,
it vanishes when the effective friction coefficient 1/d does.

3.1.3 Scaling laws without contact-line friction

Assume now that the droplet is symmetric, i.e.s− = −s+ = s, and has unit mass, i.e.

M = 1

(the case of a generalM can be easily recovered by scaling, see§3.7). In classical models,
(3.1.5) is replaced by its frictionless counterpart, 1/d = 0:

hx ≡ −θS at x = s(t),

which amounts to assume an instantaneous enforcement of equilibrium at the contact line.
In this case, the droplet’s dynamics are known to be influenced only logarithmically by
the slippage model, at least at intermediate timescales. This fact has been first observed
by Hocking for θS > 0 (see also Cox [34] for the case of rough surfaces) by matched
asymptotic methods. More precisely, in [65] a relation is obtained between the contact-line
velocity and themacroscopic contact angle, θm, defined there as the slope of the unique
even arc of parabola having the same mass and support at its zero:

p(s, x) =
3

4s3
(s2 − x2)+, θm = |∂xp(s, s)| = 3

2s2
. (3.1.9)

In the present two-dimensional case, it reads as follows:

θ3
m ∼ θ3

S + 3s′ log
( sθ

b

)
. (3.1.10)

In the caseθS = 0, the same logarithmic correction was obtained by Hocking in [66] and
leads to the following scaling law for the speed of the contact line, which is often referred
to as the logarithmic correction to Tanner’s law [85]:

s∼


t

log
(

1
b7t

)

1/7

. (3.1.11)

The scaling law (3.1.11) was then inferred in [17] by a different formal argument which
used quasi-selfsimilar solutions, and rigorously derivedin [52] for the boundary of the
“macroscopic support”, (−a(t), a(t)) = {h(t, ·) > b}, i.e. replacings(t) by a(t) in (3.1.9)
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and (3.1.11). In the latter two contributions, the time window of validity of (3.1.11) is also
obtained:

s7
0 log

(
1

bs0

)
≪ t ≪ b−7. (3.1.12)

Note that the appearance of an intermediate timescale is real: on one hand, it takes a certain
time for the droplet to forget its initial shape; on the otherhand, for large timesh≪ b on the
whole support, hence the evolution is governed by slippage alone ands will scale like t1/6.
Again in complete wetting, analogous logarithmic corrections were obtained by de Gennes
[39] for a related model in which the contact angle conditionis replaced by the action of
van der Waals forces.

3.1.4 Scaling laws with contact-line friction

In the presence of contact-line friction the situation is more complicated, since the scaling
laws will depend not only on whetherθS is zero or not, but also on the relation between the
two parametersb andd. In particular, due to presence of two parameters, more thanone
intermediate scaling law should be expected in general. Indeed, in [81], formal considera-
tions based on the dissipation relation (3.1.7) have been worked out in the complete wetting
regime,ΘS = 0. Three timescales are identified:

- an early stage, dominated by contact-line friction, wheres(t) ∼ t1/5;

- a moderate stage, dominated by viscous friction, wheres(t) ∼ t1/7;

- a final stage, dominated by surface friction, wheres(t) ∼ t1/6.

Such behavior has been validated by numerical simulations of (3.1.3)-(3.1.5). The goal of
this contribution is to give a more precise and more quantitative description of these scaling
laws, in the spirit of (3.1.10), (3.1.11) and (3.1.12), covering also the case of partial wetting
(see§3.2.2). As a by-product, we will obtain a matched asymptoticexpansion of solutions
to (3.1.3)-(3.1.5) for a wide class of free boundary conditions relating the speed and the
contact angle.

3.2 Results and outline

3.2.1 Traveling waves

In Section 3.4 we heuristically classify the traveling-wave solutions to (3.1.3)-(3.1.5), i.e.
the solutions to 

−U = ( f 2 + b f) fξξξ , f > 0 in (0,+∞),

f = 0, fξ = θ at ξ = 0.
(3.2.1)
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In particular, we argue that (3.1.3) is expected to have a unique advancing front which
displays a “linear” (up to a log-correction) behavior at infinity. This is an important pre-
requisite, since in the case of a spreading droplet, the local behavior near the contact line is
that of an advancing traveling wave, whose profile is determined by “matching” it to the bulk
region. This procedure has been followed in the past by many authors [65, 66, 34, 56, 43, 63]
in order to obtain qualitative information on the macroscopic dynamics. In all of these
papers, the matching condition indeed selects the solutionto (3.2.1) which displays the
“linear” behavior at infinity. Though it is quite clear from the heuristics in Section 3.4 that
such traveling wave exists and is unique, we were unable to find a proof in the literature.
Therefore we will provide it in Section 3.6 (see also [31]). In fact, it is harmless to consider
a velocity fieldU which, instead of being constant, varies smoothly between two limiting
positive values. Thus, we will prove the following, slightly more general result:

Theorem 3.1.For anyθ ≥ 0 and any U∈ C([0,+∞)) non-negative, bounded, and such that
inf U > 0 if θ = 0, there exists a unique solution f∈ C1([0,+∞)) ∩C3((0,+∞)) of (3.2.1)
such that fξξ(ξ)→ 0 asξ → +∞.

Its proof follows the general approach of [45], where a similar equation was considered
in a bounded domain: the proof of existence is based on the construction of a solution
operator via the Green’s function, whereas uniqueness relies on estimates of the solution’s
behavior near the domain’s boundaries. However the detailsdiffer quite a bit from those in
[45], due to the unboundedness of the domain and the different boundary conditions (both
at zero and at infinity).

3.2.2 Scaling laws

From Section 3.7 on, we restrict our analysis to the case of a symmetric droplet: hence we
look at 

ht + (hu)x = 0, u = (h2 + bh)hxxx in (0, s(t))

h = 0, d
dt s(t) = lim

x→s(t)−
u at x = s(t)

hx = hxxx = 0 at x = 0

(3.2.2)

with the contact-line condition

d
(
h2

x − θ2
S

)
=

ds
dt

at x = s(t). (3.2.3)

In §3.7 we perform a renormalization of (3.2.2)-(3.2.3) which highlights the crucial role
of the parameter

k =
dM

b2
,

which may be seen as a measure of the relative strength of surface friction versus contact-
line friction. In summarizing the further results of this chapter (see also [32]), we assume
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once again that
M = 1

and we disregard universal constants.

Scaling laws in complete wetting

If θS = 0, we will argue that:

(A) for a stronger contact-line friction,d . b2, the droplet displays an early timescale
dominated by contact-line friction and a final timescale dominated by surface friction:

s∼


(dt)1/5 if

s5
0
d ≪ t ≪ b5

d6 (ands0 ≪ b
d)

(bt)1/6 if t ≫ b5

d6 ;
(3.2.4)

(B) for a stronger surface friction,b2 ≪ d, the droplet displays an early timescale dom-
inated by contact-line friction, a moderate timescale dominated by viscous friction,
and a final timescale dominated by surface friction:

s∼



(dt)1/5 if
s5
0
d ≪ t ≪ 1

d7/2 log5/2 d
b2

(ands2
0 ≪

1
d log d

b2
)

(
t

log 1
b7t

)1/7

if 1
d7/2 log5/2 d

b2
≪ t ≪ b−7

(bt)1/6 if t ≫ b−7.

(3.2.5)

The scaling laws in (B) quantify those predicted in [81]. A main difference may be noted:

• for a stronger contact-line friction, case (A), the system bypasses the moderate timescale
dominated by viscous friction.

One also notices that:

• for a stronger surface friction, case (B), the moderate regime is logarithmically cor-
rected by surface friction, as in the case of zero contact-line friction (see (3.1.11)-
(3.1.12));

• all timescales, besides the final one, depend both on surfaceand on contact-line fric-
tion.

As already pointed out in§3.1.3, the lower bounds on the initial times are real: they cor-
respond to the time that the system needs to “forget” its initial shape and to relax to a
quasi-static configuration.
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A heuristic argument and its limitation

In §3.8 we present, in the case of complete wetting, a simple heuristic argument based on the
dissipation relation (3.1.7) and already used in this framework (see the discussion in§3.8).
It turns out that this argument is already capable to predict(3.2.4) and (3.2.5). However,
it relies on quite a heavy hypothesis: the quasi-static equilibrium configuration ofh (see
(3.1.9)) must be postulatedup to the contact-line. This corresponds to assuminga-priori
that the microscopic contact angleθ is “relatively close” toθm. Such fact may not be true,
especially in complete wetting, since the slope might vary abruptly near the contact line. It
should instead be demonstrated: indeed, the discrepancy between effective and microscopic
contact angles is probably the main object of interest in this matter, especially in this case
where a speed-dependent contact angle condition is postulated.

Matched asymptotic analysis

In order to overcome such a strong limitation, in§3.9 we work out a matched asymptotic
study of (3.2.2)-(3.2.3). After the works of Hocking [65, 66] and of Cox [34], matched
asymptotic with speed-dependent contact angle conditionshave been extensively performed
in the past [56, 43, 63]. However, none of them includes (3.2.3), and the scaling assump-
tions used are not always sharp or easy to reconstruct. Hence, here we extend, modify and
simplify the asymptotic in a way which includes (3.2.3) and keeps track of all the assump-
tions used. Up to the extent we need for (3.2.3), we may argue for a rather general relation
between speed and contact angle,

|hx(t, s(t))| = θ = θ(s′(t), θS), θ R θS for s′ R 0, (3.2.6)

which makes the results potentially applicable to different boundary conditions and there-
fore, we believe, of independent interest. The asymptotic is based on the assumptions that
the evolution is “slow” and quasi-static, and yields the following: if

0 ≤ s6s′ ≪ 1 and bs≪ 1, (3.2.7)

then

θ3
m ∼



θ3 + 3s′ log
(

sθ
b

)
if b≪ sθ and s′ ≪ θ3

3s′ log
(

s(s′)1/3

b

)
if b3 ≪ s3s′ and s′ ≫ θ3,

(3.2.8)

whereθm is defined as in (3.1.9). The first assumption in (3.2.7) says that the droplet spreads
and spreads slowly: in particular, it rules out of the analysis an initial timescale during
which the evolution is governed by the droplet’s initial shape. The second one ensures (via
mass conservation) thath(t, ·) ≫ b on most of its support, which motivates callingθm a
macroscopic contact angle. Of course, (3.2.8) recovers the earlier results in [65, 66]when
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θ ≡ θS. In §3.9 we also obtain an asymptotic relation betweens andθ, valid whenh ≪ b
but the evolution is “slow” and quasi-static:

(
3

2s2

)3

∼ θ3 if bs≫ 1, s5s′ ≪ b, and θ > 0. (3.2.9)

In §3.10 and§3.11 we consider the specific contact-angle condition (3.2.3) in the regime
of complete wetting, and we use ode arguments to pass from (3.2.8) and (3.2.9) to the
early and moderate scaling laws in (3.2.4) and (3.2.5). In the particular case 1/d = 0,
(3.1.11)-(3.1.12) are also recovered. The scaling laws forlong time are obtained in§3.12
by a different asymptotic which assumes a quasi-selfsimilar profileof the solution. As a
consequence, one may conclude thatθm andθ are indeed “relatively close” to each other,
which a-posteriori justifies the heuristic argument described in§3.2.2.

Scaling laws in partial wetting

In the case of partial wetting,θS > 0, the profile of a spreading droplet converges (exponen-
tially, see§3.13) to the unique steady state with given mass and contact angleθS ast → +∞:
assumingM = 1,

h→ 3

4s3
∞

(s2
∞ − x2)+ and s ↑ s∞ =

√
3

2θS
as t → +∞.

We focus on the most interesting case of

θS ≫ b2, i.e. bs∞ ≪ 1,

which guarantees the persistence for all times of a macroscopic profile. In§3.13 we argue
that, for sufficiently large times, the system evolves according with the Cox-Hocking rela-
tion (3.1.10) between the effective and the microscopic contact angle. Hence, also in partial
wetting the contact-line friction plays no role for large times. However, it turns out that there
are still intermediate timescales which are influenced by contact-line friction. We illustrate
the results in words forM = 1, neglecting a (logarithmically short) transition timescale (the
reader is referred to§3.13 for the precise statements):

(i) if d ≪ θS, then (3.1.10) is preceded by an early timescale dominated by contact-line
friction;

(ii) if θS ≪ d, then (3.1.10) is preceded by an early timescale dominated by contact-line
friction and a moderate timescale dominated by viscous friction.

These results identify the ratiod/θS as threshold parameter in the partial wetting regime. In
addition, the upper bounds on the timescales permit to quantify the time in which (3.1.10)
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takes over: again up to a logarithmic correction, the analysis in §3.13 shows that

(3.1.10) ⇐⇒ t ≫



1
dθ5/2

S

if d≪ θS

1

θ
7/2
S log1/6

(
θS
b2

) if θS ≪ d.

3.3 Lubrication approximation

Consider a Newtonian liquid placed over a flat solid surface and surrounded by vapor
(assumed to have zero viscosity). Letµ and γ denote the viscosity of the liquid and
the liquid-vapor surface tension, respectively. We consider a one dimensional geometry,
(ξ, ζ) ∈ R × (0,∞), with the solid substrate coinciding with{ζ = 0}. The region occupied
by the liquid at timeτ is denoted byL(τ), andL = ∪τ>0L(τ). The so-called “lubrication ap-
proximation” of the Navier-Stokes equations is based on a separation of the (macroscopic)
length scales: the typical vertical length scaleZ is much smaller than the typical horizontal
length scaleX, and the typical time-scale is chosen so to retain the effects of both surface
tension and viscosity:

ε =
Z
X
≪ 1, T =

3µ
γ

X4

Z3
.

Introducing new independent variables according to the above scaling,

(t, x, z) :=
(
τ

T
,
ξ

X
,
ζ

Z

)
,

and performing a careful asymptotic expansion inε (see e.g. [75, 81], the limiting evolution
is described by the normalized thickness of the liquid film,

h(t, x) :=
1
Z
L1 ({ζ > 0 : (t, x, ζ) ∈ L}) ,

and the normalized average horizontal velocityu,

u(t, x) :=
T
X

∫

{ζ>0: (t,x,ζ)∈L}
U(t, x, ζ)dζ.

Namely, one obtains

ht + (hu)x = 0, u = (h2 + bh)hxxx in {h > 0}, (3.3.1)

whereb = 3µB/Z and

{h(t) > 0} := {x : h(t, x) > 0}, {h > 0} :=
⋃

t>0

{h(t) > 0}.

We now translate (3.1.2) in the lubrication regime. Let{h(t) > 0} = (s−(t), s+(t)). By
symmetry reasons, it suffices to consider the left contact line,x = s−(t): let therefore

θ := hx(t, s−(t)).
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At x = s−(t) we have
Θ = tan(εθ) ∼ εθ for ε ≪ 1.

Accordingly, letΘS = εθS. Because of the scaling,U = X
T u = γ

3µε
3u. Therefore (3.1.2)

reads as

γ

3µ
ε3u = Dγ (cos(εθ) − cos(εθS)) ∼ ε2

2
Dγ(θ2

S − θ2) at (t, s−(t)).

Letting d = 3DµX
2Z , we obtain

u ∼ d(θ2
S − θ2) at (t, s−(t)).

By symmetry, we conclude that the lubrication approximation of (3.1.2) is

u = ±d
(
h2

x − θ2
S

)
at x = s±(t). (3.3.2)

Collecting (3.3.1) and (3.3.2) and including the kinematiccondition s′(t) = u at x = s±(t),
we obtain the free boundary problem (3.2.2).

3.4 Traveling waves

A traveling wave solution to (3.1.3) is of the form

h(t, x) = f (ξ), ξ = x+ Ut

whereU ∈ R is the wave speed and, of course,s−(t) = −Ut ands+(t) ≡ +∞. HenceU > 0
(U < 0) correspond to an advancing (resp. receding) front. Substituting into (3.1.3) and
integrating once, we obtain thatf solves


−U = ( f 2 + b f) fξξξ , f > 0 in (0,+∞),

f = 0, fξ = θ at ξ = 0,
(3.4.1)

with θ to be determined using (3.1.4), which now reads as

d
(
θ2 − θ2

S

)
=


U if θS > 0

max{U, 0} if θS = 0.
(3.4.2)

The admissible behaviors of the solutions to (3.4.1) nearξ = 0 may be easily ascertained
by formal expansions (see [21] and the detailed analysis in [28] for the caseU < 0). Near
the contact line,

f (ξ) ∼



√
8U
3b ξ

3/2 if θ = 0 and U ≥ 0

θξ − U
2bθξ

2 logξ if θ > 0
as ξ → 0. (3.4.3)
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In particular, as is well-known, traveling waves withθ = 0 only exist ifU ≥ 0. Therefore
(3.4.2) simplifies to

d
(
θ2 − θ2

S

)
= U

for all θS. Rewriting it, we determineθ:

θ :=

√
U
d
+ θ2

S. (3.4.4)

It follows immediately from (3.4.4) thatU ≥ −dθ2
S, i.e. a front can not recede too fast.

In addition, (3.4.4) implies that fronts can only advance inthe complete wetting regime,
characterized byθS = 0. On the other hand, (3.4.4) withθ = 0 implies thatU ≤ 0. Hence
the former behavior in (3.4.3) is excluded (besides the trivial caseU = 0), and we conclude
that

f (ξ) ∼ θξ − U
2bθ

ξ2 logξ as ξ → 0 for any U ≥ −dθ2
S. (3.4.5)

The local behavior given by (3.4.5) will be used in Section 3.5 in order to motivate the
aforementioned dissipative structure of (3.1.3).

For largeξ there is a one-parameter family of quadratic behaviors,

f (ξ) ∼ Aξ2 +
U

6A2ξ
, A ∈ R,

plus a single “linear” (logarithmically corrected) one ifU > 0:

f (ξ) ∼ (3U)1/3ξ(logξ)1/3 as ξ → +∞ if U > 0. (3.4.6)

These heuristics suggest that for anyU > −dθ2
S there is a one-parameter family of traveling-

wave solutions, a uniqueness criterion being a suitable condition at+∞. In Section 3.6 we
will make this assertion rigorous by proving Theorem 3.1. Before that, let us use (3.4.5) in
order to formally infer the dissipation relation (3.1.7).

3.5 The dissipative structure

We now formally show that, for sufficiently smooth solutions, the dissipation relation (3.1.7)
holds. For the ease of the presentation, we argue in the case of a symmetric droplet, the
extension to the general case being harmless. We thus consider (3.2.2)-(3.2.3). LetE(h) be
the symmetric version of (3.1.6). We have

d
dt

E(h(t)) =
s′(t)
2

(h2
x(t, s(t)) + θ

2
S) +

∫ s(t)

0
hxhxtdx

=
s′(t)
2

(h2
x(t, s(t)) + θ

2
S) + [hxht]

s(t)
0 −

∫ s(t)

0
hthxxdx. (3.5.1)
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Sinceh(t, s(t)) = 0 for all t, we have

ht(t, s(t)) = −s′(t)hx(t, s(t)).

Therefore, using the boundary conditions in (3.2.2)-(3.2.3), the two boundary terms in
(3.5.1) combine into

s′(t)
2

(h2
x(t, s(t)) + θ

2
S) + [hxht]

s(t)
0 =

s′(t)
2

(h2
x(t, s(t)) + θ

2
S) − s′(t)h2

x(t, s(t))

=
s′(t)
2

(θ2
S − h2

x(t, s(t)))

= − 1
2d

(s′(t))2. (3.5.2)

For the integral term in (3.5.1), after one integration by parts we obtain

−
∫ s(t)

0
hthxxdx =

∫ s(t)

0
hxx(hu)xdx

= [hxxhu]s(t)
0 −

∫ s(t)

0
(h3 + bh2)h2

xxxdx. (3.5.3)

The boundary term in (3.5.3) is zero at zero. Ats(t), we assume thath has the same local
expansion of a traveling wave (see (3.4.5)): then, withθ = |hx(t, s(t))| andξ = s(t) − x,

lim
x→s(t)−

h(t, x)hxx(t, x)u(t, x) = lim
ξ→0+
−

(
θξ · s′(t)

bθ
logξ · s′(t)

)
= 0. (3.5.4)

Combining (3.5.2)-(3.5.4) into (3.5.1) we conclude that

d
dt

∫ s(t)

0

1
2

(h2
x + θ

2
S)dx = − (s′(t))2

2d
−

∫ s(t)

0
(h3 + bh2)h2

xxxdx,

and the symmetric versions of (3.1.7) and (3.1.8) follow observing that

(h3 + bh2)h2
xxx = h(h2 + bh)h2

xxx = h
u2

h2 + bh
=

u2

h+ b

and using boundary conditions.

3.6 Proof of Theorem 3.1

Scaling both the unknown function and the independent variable as

v(r) = b−1 f (y), r = b−1y,
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(3.2.1) may be rewritten as follows:



v′′′ = − U

v2 + v
, v > 0 in (0,+∞)

v = 0, v′ = θ at r = 0
v′′ → 0 as r → +∞,

(3.6.1)

where throughout this section′ denotes the derivative with respect tor. Hence, we will
equivalently show that for anyθ ≥ 0 and any non-negativeU ∈ C([0,+∞)) such that
U ≤ U1, andU ≥ U0 > 0 if θ = 0, there exists a unique solutionv ∈ C1([0,∞))∩C3((0,∞))
of (3.6.1). We split the proof into various steps.

3.6.1 Approximating problems

For anyε > 0, let us consider the following approximating problem:

(Pε)



v′′′ε = −
U

v2
ε + vε

in r ∈ (0, 1/ε)

vε = ε, v′ε = θ at r = 0

v′′ε = 0 at r = 1/ε.

We associate to (Pε) the following linear problem:

(PLε)



v′′′ε = f in (0, 1/ε)

vε = ε, v′ε = θ at r = 0

v′′ε = 0 at r = 1/ε.

We also introduce the Green’s function associated to the homogeneous part of (PLε):



Gεrrr = δ(r − t) on (0, 1/ε) × (0, 1/ε)

Gε(0, t) = Gεr(0, t) = 0

Gεrr (1/ε, t) = 0.

Simple computations show thatGε is in fact independent ofε, and is given by

Gε(r, t) = G(r, t) =



G+(r, t) = t2

2 − rt if r ≥ t

G−(r, t) = − r2

2 if r ≤ t.

(3.6.2)

It is standard to check that for anyf ∈ C([0,+∞)) the function

r 7→ ε + θr +
∫ 1/ε

0
G(r, t) f (t)dt
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is aC3((0,+∞))-solution of (PLε).

To prove the existence of a solution to (Pε), we apply Schauder’s fixed point theorem.
Let S be the closed, bounded and convex subset of the real Banach spaceX = C([0, 1/ε])
defined by

S = {g ∈ C([0, 1/ε]) : ε ≤ g ≤ Mε}, (3.6.3)

whereMε > 0 is a constant to be chosen below. OnS we define the (nonlinear) operatorF
by setting

F : S ∋ g 7→ v, where v(r) := ε + θr −
∫ 1/ε

0
G(r, t)

U(t)
g2(t) + g(t)

dt.

Note thatv ∈ C([0, 1/ε]) andGrr ≤ 0. Sinceg ≥ ε > 0, we then have

v′′(r) ≥ 0, v′(r) ≥ θ, and v(r) ≥ ε + θr for all r ∈ [0, 1/ε]. (3.6.4)

In addition

v′′(r) = −
∫ 1/ε

0
Grr (r, t)

U(t)
g2(t) + g(t)

dt
(3.6.2),(3.6.3)
≤

∫ 1/ε

0

U1

ε
dt =

U1

ε2
. (3.6.5)

Hence

v ≤ ε + θ
ε
+

U1

2ε4
=: Mε,

so thatF(S) ⊂ S. Together withv(0) = ε andv′(0) = θ, (3.6.4) and (3.6.5) imply that
F(S) is a bounded subset ofC2([0, 1/ε]): in particular, by the Ascoli-Arzelà Theorem,
F(S) is relatively compact inC0([0, 1/ε]), and the existence of a fixed pointvε follows from
Schauder’s fixed point theorem:

vε(r) = ε + θr −
∫ 1/ε

0
G(r, t)

U(t)

v2
ε(t) + vε(t)

dt, (3.6.6)

and from (3.6.4) we also have

v′′ε (r) ≥ 0, v′ε(r) ≥ θ, and vε(r) ≥ ε + θr for all r ∈ [0, 1/ε]. (3.6.7)

3.6.2 Existence forθ > 0

We now pass to the limit asε ↓ 0 in the approximating problem (Pε). First we consider the
caseθ > 0. It follows from (3.6.7) that

v2
ε(t) + vε(t) ≥ (ε + θt)2 + (ε + θt) = (ε + θt)(1+ ε + θt) ≥ θt.

73



Therefore

v′ε(r)
(3.6.2)
= θ +

∫ r

0
t

U(t)

v2
ε(t) + vε(t)

dt + r
∫ 1/ε

r

U(t)

v2
ε(t) + vε(t)

dt

≤ θ + U1

(∫ r

0
t
1
θt

dt + r
∫ 1/ε

r

dt
(ε + θt)(1+ ε + θt)

)

= θ + U1
r
θ

(
1+ log

(
ε + θ/ε

1+ ε + θ/ε

)
− log

(
ε + θr

1+ ε + θr

))

≤ θ + U1
r
θ

(
1+ log

(
1+

1
θr

))
. (3.6.8)

Similarly,

v′′ε (r) =
∫ 1/ε

r

U(t)dt

v2
ε(t) + vε(t)

≤ U1

∫ 1/ε

r

dt

v2
ε

≤ U1

∫ 1/ε

r

dt

θ2t2
≤ U1

θ2r
. (3.6.9)

Together withvε(0) = ε, the estimates (3.6.8) and (3.6.9) imply that

‖vε‖C1([0,R]) + ‖vε‖C2([R−1,R]) ≤ KR for all R> 0.

Then, by the Ascoli-Arzelà theorem, a subsequence (which we do not relabel) exists such
that

vǫ → v in Cloc([0,+∞)) ∩C2
loc((0,∞)).

In particular,v(0) = 0. By (3.6.7),v > 0 in (0,∞): hence, passing to the limit in the equation
of (Pε) we see thatv satisfies the differential equation in (3.6.1). Finally, (3.6.7), (3.6.8) and
(3.6.9) imply that

θ ≤ v′(r) ≤ θ + U1
r
θ

(
1+ log

(
1+

1
θr

))
and 0≤ v′′(r) ≤ U1

θ2r
, (3.6.10)

hence the boundary conditions are satisfied. This proves theexistence of a solution to (3.6.1)
if θ > 0.

3.6.3 Existence forθ = 0

In the caseθ = 0, we begin noting that

vε(r)
(3.6.2),(3.6.6)
= ε +

∫ r

0

t
2(2r − t)U(t)

v2
ε(t) + vε(t)

dt +
r2

2

∫ 1/ε

r

U(t)dt

v2
ε(t) + vε(t)

≥ U0

2

∫ r

0

t(2r − t)

v2
ε(t) + vε(t)

dt
(3.6.7)
≥ U0

3
r3

v2
ε(r) + vε(r)

.

Hence
v3
ε(r) + v2

ǫ (r) ≥ C−1r3, (3.6.11)
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where here and in the rest of this proofC ≥ 1 denotes a generic positive constant, indepen-
dent ofε andr. The bound in (3.6.11) implies that

vε ≥ C−1 min
{
r, r3/2

}
, (3.6.12)

which in turn yields

v2
ε + vε ≥ C−1 min

{
r2 + r, r3 + r3/2

}
= C−1


r3/2 if r ≤ 1

r2 if r ≥ 1

= C−1 max
{
r3/2, r2

}
.

Therefore

v′ε(r) =
∫ r

0
t

U(t)

v2
ε(t) + vε(t)

dt + r
∫ 1/ε

r

U(t)

v2
ε(t) + vε(t)

dt

≤ C

(∫ r

0

t

t3/2
dt + r

∫ 1/ε

r

1

t3/2
dt

)
≤ Cr1/2 (3.6.13)

and, similarly,

v′′ε (r) =
∫ 1/ε

r

U(t)dt

v2
ε(t) + vε(t)

≤ C
∫ 1/ε

r

dt

t2
≤ C

r
. (3.6.14)

The argument is now identical toII , with (3.6.8) and (3.6.9) replaced by (3.6.13) and
(3.6.14), respectively.

3.6.4 Uniqueness

Let v1 andv2 be two solutions of (3.6.1) and letw = v1 − v2. Thenw satisfies



w′′′ = U
(

1
v2

2+v2
− 1

v2
1+v1

)
in (0,+∞)

w(0) = w′(0) = 0

w′′(r)→ 0 as r → +∞.

Since the functionv 7→ 1
v2+v

is decreasing andU is non-negative,

ww′′′ = U(v1 − v2)(
1

v2
2 + v2

− 1

v2
1 + v1

) ≥ 0. (3.6.15)

Let us define the auxiliary function

h(r) := ww′′ − w′2

2
.
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Note thath′(r) = ww′′′ ≥ 0, i.e.h is increasing. We claim that

h(0) = 0. (3.6.16)

If (3.6.16) holds, then the monotonicity ofh implies that thath(r) ≥ 0 for r > 0. Thus

ww′′ ≥ w′2

2
≥ 0 r > 0. (3.6.17)

As a consequence of (3.6.15) and (3.6.17),

0 ≤ 2w′′w′′′ = ((w′′)2)′.

On the other hand,w′′(r)→ 0 asr → +∞, which implies thatw′′ ≡ 0: sincew(0) = w′(0) =
0, we conclude thatw ≡ 0.

It remains to show (3.6.16). In view of (3.6.10) and (3.6.12),

vi ≥

θr if θ > 0

C−1r3/2 if θ = 0
for r ≤ 1.

Hence

0 ≤ −v′′′i (r) =
U

v2
i + vi

≤ U1


1
θr if θ > 0

Cr−3/2 if θ = 0
for r ≤ 1.

Consequently, we have that

0 ≤ v′′i (r) ≤ Ci


− log r if θ > 0

r−1/2 if θ = 0
for r ≤ 1/2 (3.6.18)

(Ci depends oni through, say,v′′i (1/2)) and after two other integrations

0 ≤ vi(r) − θr ≤ Ci


−r2 log r if θ > 0

Cr3/2 if θ = 0
for r ≤ 1/2. (3.6.19)

Therefore, forr ≤ 1/2 we have

|ww′′|
(3.6.18),(3.6.19)

≤ C


r2 log2 r if θ > 0

r if θ = 0

→ 0 as r → 0,

and (3.6.16) follows sincew′(0) = 0.
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3.7 Renormalization

In the rest of the Chapter we perform the qualitative analysis of (3.2.2)-(3.2.3). It is conve-
nient to scale all quantities in such a way that the mass is 1 and the equation is parameter-
free:

x =
M
b

x̂ and s=
M
b

ŝ, h = bĥ, t =
M4

b7
t̂.

In particular, the nonlinearitym(h) = h3 + bh2 turns intom(ĥ) = ĥ3 + ĥ2: the transition
between the two regimes ofm, h ∼ b, in the new variables occurs atĥ ∼ 1. The free
boundary condition (3.2.3) reads as

dM

b2

(
ĥ2

x̂ −
M2

b4
θ2

S

)
=

dŝ

dt̂
at x̂ = ŝ(t̂).

Hence, introducing the parameters

αS =
M

b2
θS, k =

dM

b2

and removing all hats, (3.2.2)-(3.2.3) read as



ht + (hu)x = 0, u = (h2 + h)hxxx, h > 0 in (0, s(t))

hx = hxxx = 0 at x = 0

h = 0, s′(t) = lim
x→s(t)−

u(t, x) = k
(
h2

x − α2
S

)
at x = s(t)

(3.7.1)

and the dissipation relation (3.1.7) transforms into

d
dt

∫ s(t)

0

1
2

(h2
x + α

2
S)dx = − 1

2k
(s′(t))2 −

∫ s(t)

0

u2

h+ 1
dx. (3.7.2)

3.8 A heuristic argument in complete wetting

As we mentioned earlier, in the case of complete wetting the scaling law (3.1.11) was first
observed by Hocking [66] and then rigorously derived in [52]for the boundarya(t) of the
“macroscopic support”, (−a(t), a(t)) = {h(t, ·) > b}. While Hocking uses careful matched
asymptotic expansions, the heuristic behind the rigorous results in [52] is much simpler:
it relies on the energy dissipation mechanism encoded by (3.7.2) and it is inspired by that
used by de Gennes in [39]; more recently, Glasner [55] has given a detailed interpretation to
these heuristic in terms of gradient flows. The essential simplification consists in assuming
that most of the energy is contained and dissipated in the macroscopic support (though near
its boundary). This allows to avoid all the subtleties of “matching” with a microscopic
region near the contact line. However, (3.7.2) contains a term which actsat the contact line.
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Hence, in revisiting the heuristic in the present case, one is forced to argue in the whole
support (−s(t), s(t)) rather than just on the macroscopic one.

The crucial assumption is that the evolution is quasi-static, in the sense that the droplet’s
profile is, at leading order, in equilibrium given mass and support:

h ∼ 1

s3
(s2 − x2) (3.8.1)

(here and after we disregard universal constants). Then, bya simple computation,

d
dt

∫ s

0
h2

xdx ∼ − s′

s4
.

In order to compute the rate of dissipation in (0, s(t)), we pick the simplest possible form of
the velocity fieldu such thatu = 0 at x = 0 andu = s′(t) at x = s(t):

u ∼ xs′

s
.

Then ∫ s

0

u2

h+ 1
dx ∼ s′2

s2

(∫

{h≥1}

x2

h
dx+

∫

{h≤1}
x2dx

)
.

In view of (3.8.1), the first integral on the right-hand side is zero ifs≫ 1. Simple compu-
tations using (3.8.1) then yield

∫ s

0

u2

h+ 1
dx ∼


s2(s′)2 log 1

s if s≪ 1

s(s′)2 if s≫ 1.
(3.8.2)

Plugging (3.8.1) and (3.8.2) into (3.7.2) we obtain

− s′

s4
∼


− (s′)2

k − s2(s′)2 log 1
s if s≪ 1

− (s′)2

k − s(s′)2 if s≫ 1,

that is,

1
s′
∼



s4

k + s6 log 1
s if s≪ 1

s4

k + s5 if s≫ 1.
(3.8.3)

We note that

s4

k
≫ s6 log

1
s
⇐⇒ 1

k
≫ s2 log

1

s2
(3.8.4)

s4

k
≫ s5 ⇐⇒ 1

k
≫ s. (3.8.5)

Hence we must distinguish two cases.
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(1). If k≪ 1, then (3.8.4) is always satisfied fors≪ 1, and (3.8.3) reads as

1
s′
∼



s4

k if s≪ 1
k

s5 if s≫ 1
k .

(3.8.6)

We assume thats0 ≪ 1/k, so that both the regimes in (3.8.6) are seen. Then, solving (3.8.6)
renders

s∼


s0 + (kt)1/5 ∼ (kt)1/5 if

s5
0
k ≪ t ≪ 1

k6

t1/6 if t ≫ 1
k6 .

(3.8.7)

(2). If k ≫ 1, then (3.8.5) is never satisfied fors≫ 1, whereas fors≪ 1 (3.8.4) may
be inverted as follows:

(3.8.4) ⇐⇒ 1
k logk

≫ s2.

Therefore (3.8.3) reads as

1
s′
∼



s4

k if s2 ≪ 1
k logk

s6 log 1
s if 1

k logk ≪ s2 ≪ 1

s5 if s≫ 1.

Assuming thats2
0 ≪

1
k logk and solving this ode (see§3.11.2 for details) yields

s∼



s0 + (kt)1/5 ∼ (kt)1/5 if
s5
0
k ≪ t ≪ 1

k7/2 log5/2 k(
t

log 1
t

)1/7
if 1

k7/2 log5/2 k
≪ t ≪ 1

t1/6 if t ≫ 1.

(3.8.8)

Returning to the original variables, (3.8.7) and (3.8.8) coincide with (3.2.4), resp. (3.2.5).

It must be pointed out that (3.8.1) implicitly postulates that the microscopic contact
angleθ is “close” to θm. To convince the reader we note that, had we used the equivalent
formulation of (3.7.2),

d
dt

∫ s(t)

0

1
2

h2
xdx

(3.7.2),(3.7.1)
= −k

2
h4

x|x=s(t) −
∫ s(t)

0

u2

h+ 1
dx,

with the contact-angle given by

hx|x=s(t)
(3.8.1)∼ − 1

s2
, (3.8.9)

we would have obtained exactly the same result. But the postulate (3.8.9) is not legitimate
a priori and should instead be demonstrated: the slope mightvary abruptly near the con-
tact line, and such discrepancy is indeed the main issue to beclarified within this theory.
Therefore, in the next section we work out a formal asymptotic study which avoids such
postulate.
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3.9 Matched asymptotic and the macroscopic contact angle

We work under the more general boundary condition (3.2.6), which under the normalization
performed in (3.7) reads as

|hx(t, s(t))| = α(s′(t), αS), α(s′, αS) R αS for s′ R 0. (3.9.1)

Note that the contact-angle condition in (3.7.1) is included in (3.9.1) by letting

α(s′, αS) =

√
s′

k
+ α2

S. (3.9.2)

The asymptotic is based on two main assumptions:

(I) the evolution within the liquid’s bulk is “quasi-static”;

(II) the evolution within the liquid’s bulk is “slow”.

The former is of a qualitative nature. In order to make it moreprecise, it is convenient
to introduce a variable transformation which differs from those used in earlier studies and
yields sharp scaling assumptions. It fixes the free boundaryand preserves mass:

h(t, x) =
1

s(t)
H(t, y), y =

x
s(t)
∈ (0, 1).

Then

s6s′(yH)y − s7Ht = ((H3 + sH2)Hyyy)y in (0,∞) × (0, 1). (3.9.3)

A quasi-static evolution of the liquid’s bulk means that, except maybe for a region where
H ≪ 1, H depends on time only through the modulations given bys ands′. Hence (3.9.3)
reads as

(s6s′)(yH)y ∼ ((H3 + sH2)Hyyy)y,

which may be integrated once with respect toy (from y = 0), obtaining

(s6s′)yH ∼ (H3 + sH2)Hyyy in (0, 1). (3.9.4)

We now think ofH and its derivatives to beO(1); then (3.9.4) shows a scaling-wise natural
way to quantify the notion of a “slow” evolution within the liquid’s bulk:

s6s′ ≪ 1 if s≪ 1 (3.9.5)

and

s5s′ ≪ 1 if s≫ 1. (3.9.6)
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Note that four conditions are to be imposed forH, whereas (3.9.4) is of third order: we’ll
use

Hy|y=0 = 0, H|y=1 = 0,
∫ s(t)

0
H(s(t), x)dx =

1
2

(3.9.7)

to determineH, and

Hy|y=1 = −αs2 (3.9.8)

to determine a relation betweens and s′. Provided (3.9.5) holds, we obtain the following
asymptotic:

(
3

2s2

)3

∼



α3 + 3s′ log(sα) if 1 ≪ sα and s′ ≪ α3

3s′ log(s(s′)1/3) if 1 ≪ s3s′ and s′ ≫ α3.

(3.9.9)

If instead (3.9.6) holds, then (
3

2s2

)3

∼ α3 if α > 0. (3.9.10)

Returning to the original variables we obtain (3.2.8) and (3.2.9). In the rest of the section
we provide the details for both. The first one is by far less obvious.

3.9.1 Slow evolution with a macroscopic profile: the outer expansion

We first consider the cases≪ 1, which in view of mass conservation implies thatH ≫ 1 in
the liquid’s bulk, i.e., a macroscopic profile exists. Sinces≪ 1, (3.9.4) and (3.9.8) simplify
to

(s6s′)yH ∼ H3Hyyy in (0, 1) (3.9.11)

and

Hy|y=1 = 0, (3.9.12)

respectively. In view of (3.9.5), we expandH in powers ofs6s′:

H = H0(y) + (s6s′)H1(y) + l.o.t..

At zeroth order, (3.9.11) and (3.9.7) read as


(H0)yyy = 0 in (0, 1).

(H0)y|y=0 = 0, H0|y=1 = 0,
∫ 1
0 H0(y)dy = 1

2 .
(3.9.13)

A simple calculation shows that the solution of (3.9.13) is

H0(y) =
3
4

(1− y2).
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Since the contact-angle condition (3.9.12) can not be satisfied, we proceed to first order. For
H1, we obtain 

(H1)yyy =
y

H2
0
=

16y
9(1−y2)2 in (0, 1)

(H1)y|y=0, H1|y=1 = 0,
∫ 1
0 H1(y)dy = 0.

Three integrations yield, after lengthy but straightforward computations,

H1(y) =
8− 9B

18
(1− y2) +

4
9

(
(1+ y) log(1+ y) + (1− y) log(1− y) − 2 log 2

)
,

whereB = (H1)yy(0) has to be determined via the mass constraint. After an additional
calculus exercise, one sees thatB = −4/9: therefore

Hy ∼ (H0 + s6s′ H1)y = −
3
2

y+ s6s′
(
−4

3
y+

4
9

log

(
1+ y
1− y

))

∼ −3
2
+

4
9

s6s′ log

(
1

1− y

)
as y→ 1. (3.9.14)

SinceHy has a logarithmic singularity asy → 1, yet we can not impose the contact-angle
condition (3.9.12). This points to the necessity of an innerexpansion which permits to
cancel the singularity by a suitable matching. Before proceeding we observe that, in terms
of the original variables, (3.9.14) reads as

hx ∼ −
3

2s2
+

4
9

s4s′ log
( s
s− x

)
for

s
s− x

≫ 1. (3.9.15)

3.9.2 Slow evolution with a macroscopic profile: the inner expansion

Near the free boundary we follow [65, 66] and use the scaling of a traveling wave,

h(t, x) = f (ξ), ξ = s(t) − x.

We impose the touchdown condition,f (0) = 0, the contact angle condition,fξ = α atξ = 0,
and the kinematic condition,f = f u = 0 atξ = 0. Then, after one integration, we see that
for eacht > 0 

fξξξ = −
s′

f 2 + f
for ξ > 0

f = 0, at ξ = 0

fξ = α at ξ = 0.

(3.9.16)

In order to achieve a matching with the solution in the outer region, fξ must be no more than
logarithmically large at infinity. This singles out the unique solution of (3.9.16) such that
fξξ → 0 asξ → +∞, as given by Theorem 3.1 in§3.2.1. A simple asymptotic expansion of
(3.9.16) shows that this solution is such that

f (ξ) ∼ (3s′)1/3ξ(logξ)1/3 as ξ → +∞ if s′ > 0. (3.9.17)
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In order to infer the asymptotic form offξ up to order 0 inξ, we distinguish two regimes.

(1). β = s′

α3 ≪ 1. In this case we rescale (3.9.16) according toξ̂ = αξ, so that

fξ̂ξ̂ξ̂ = −
β

f 2 + f
, fξ̂(0) = 1,

and we linearize aroundβ = 0: f = f0 + β f1 + .... At leading order inβ we have

f0 = ξ̂. (3.9.18)

At first order inβ we have

( f1)ξ̂ξ̂ξ̂ = −
1

ξ̂2 + ξ̂
for ξ > 0, f1(0) = ( f1)ξ̂(0) = 0.

After two integrations (using the boundary conditions), weobtain

( f1)ξ̂ = (1+ ξ̂) log(1+ ξ̂) − ξ̂ log ξ̂ = (1+ ξ̂)

(
log ξ̂ + log

(
1+

1

ξ̂

))
− ξ̂ log ξ̂

∼ 1+ log ξ̂ as ξ̂ → +∞. (3.9.19)

Recombining (3.9.18) and (3.9.19), we see that

fξ̂ ∼ ( f0 + β f1)ξ ∼ 1+ β
(
1+ log ξ̂

)
for ξ̂ ≫ 1.

Recalling thatβ≪ 1, in terms of the outer variable the previous expression reads as follows:

−hx ∼ α +
s′

α2
log(α (s− x)) for α(s− x)≫ 1. (3.9.20)

(2). β = s′

α3 ≫ 1. In this case we scale (3.9.16) according toξ̂ = (s′)1/3ξ, so that

fξ̂ξ̂ξ̂ = −
1

f 2 + f
, fξ̂(0) =

1

β1/3
.

At leading order inβ−1/3 we obtain that


fξ̂ξ̂ξ̂ = − 1
f 2+ f

in (0,+∞)

f (0) = fξ̂(0) = 0, lim
ξ̂→+∞

fξ̂ξ̂(ξ̂) = 0.
(3.9.21)

Theorem 3.1 guarantees that (3.9.21) has a unique solution,and the asymptotic in (3.9.17)
yields

fξ̂ ∼ log1/3(ξ̂3) as ξ̂ → +∞.

In terms of the outer variables, this means that

−hx ∼
(
s′ log

(
s′(s− x)3

))1/3
for s′(s− x)3 ≫ 1. (3.9.22)
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3.9.3 Slow evolution with a macroscopic profile: the matching

In the outer region, whereh≫ 1, the velocity fieldu = (h2 + h)hxxx ∼ h2hxxx has the same
scaling ofh3

x. Therefore, in order to get a relation between the velocity and the macroscopic
contact angle, it is natural to cube the expressions obtained for hx. For the outer profile, at
order one ins6s′ we find from (3.9.15) that

h3
x ∼ −

(
3

2s2

)3

+ 3s′ log
( s
s− x

)
for (s− x) ≪ s. (3.9.23)

For the inner profile, (3.9.20) (at order one ins′/α3) and (3.9.22) yield

h3
x ∼



−α3 − 3s′ log(α(s− x)) for (s− x)≫ 1
α

if s′ ≪ α3

−3s′ log
(
(s′)1/3(s− x)

)
for (s− x) ≫ 1

(s′)1/3 if s′ ≫ α3.
(3.9.24)

Having carefully tracked the scaling assumptions both in the outer and in the inner region
allows to simplify the matching with respect to [65, 66]. Indeed, we just have to notice
that the range of validity of the expansions (3.9.23) and (3.9.24) overlap if 1≪ sα when
s′ ≪ α3, and if s3s′ ≫ 1 whens′ ≫ α3. In these cases we may equate them, and after a
cancelation of the log(s− x) terms we obtain (3.9.9).

3.9.4 Slow evolution without macroscopic profile

Sinces≫ 1, H3 + sH2 ∼ sH2, so that (3.9.4) takes the form

(s5s′)y ∼ HHyyy.

Because of (3.9.6), we expandH in powers ofs5s′: H = H0 + (s5s′)H1+l.o.t.. At zeroth
order, as in§3.9.1 we recover

H0(y) =
3
4

(1− y2).

This solution meets the boundary condition (H0)y = −αs2 providedα > 0, and in terms of
the original variables we obtain (3.9.10).

3.10 Intermediate scaling law in complete wetting without contact-
line friction

As a first example, which we shall anyway need later on, we recover the well-known loga-
rithmic correction to Tanner’s law stated in (3.1.11)-(3.1.12) in the case thatα ≡ 0. We will
neglect universal constants.

Sinceα ≡ 0, only the second regime in (3.9.9) is relevant. Hence, if

s≪ 1 (3.10.1)
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and if
s6s′ ≪ 1, s3s′ ≫ 1, (3.10.2)

then
1

s6
∼ s′ log

(
s3s′

)
. (3.10.3)

We now analyze (3.10.1)-(3.10.3) in the (s, s′) plane. First of all, we make (3.10.3) explicit
(in what follows we shall often use this type of argument; we provide its details here once
for all):

1

s6
∼ s′ log

(
s3s′

)
⇐⇒ 1

s3
∼ s3s′ log

(
s3s′

) (3.10.2)
≫ 1

⇐⇒ 1

s3 log
(

1
s3

) ∼ s3s′

⇐⇒ s′ ∼ 1

s6 log
(

1
s

) . (3.10.4)

Then we observe that

s6s′ ≪ 1
(3.10.4)
⇐⇒ 1

log
(

1
s

) ≪ 1 ⇐⇒ s≪ 1,

1≪ s3s′
(3.10.4)
⇐⇒ s3 log

(
1
s

)
≪ 1 ⇐⇒ s≪ 1.

Hence (3.10.1)-(3.10.3) are equivalent to (3.10.1) and (3.10.4). If (3.10.1) is initially true,
i.e. s0 := s(0)≪ 1, we may integrate (3.10.4): since

(
s7 log

(
1
s

))′
(3.10.1)∼ s6 log

(
1
s

)
s′,

we obtain

s7 log

(
1
s

)
∼ t provided s7

0 log

(
1
s0

)
≪ t. (3.10.5)

We now check for how long (3.10.1) remains true:

s≪ 1 ⇐⇒ s7 ≪ 1 ⇐⇒ t

log
(

1
t

) ≪ 1 ⇐⇒ t ≪ 1,

and in this case (3.10.5) may be inverted as before, yielding

s7 ∼ t

log
(

1
t

) provided s7
0 log

(
1
s0

)
≪ t ≪ 1 and s0 ≪ 1. (3.10.6)

Note that the time window is not empty sinces0 ≪ 1. Returning to the original variables
we recover (3.1.11)-(3.1.12). Large timescales will be analyzed in§3.12.
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3.11 Intermediate scaling laws in complete wetting with contact-
line friction

We now focus on the specific boundary condition proposed in [80] in the case of complete
wetting,αS = 0. In view of (3.9.2), we then have

α =
√

s′/k. (3.11.1)

We will neglect universal constants, and argue that:

(I) if k . 1 ands0 ≪ 1
k , then

s(t) ∼ (kt)1/5 if
s5
0

k
≪ t ≪ 1

k6
; (3.11.2)

(II) if k≫ 1 ands2
0 ≪

1
k logk, then

s(t) ∼



(kt)1/5 if
s5
0
k ≪ t ≪ 1

k7/2 log5/2 k(
t

log( 1
t )

)1/7
if 1

k7/2 log5/2 k
≪ t ≪ 1.

(3.11.3)

Note that the time windows in (3.11.2) and (3.11.3)1 are not empty in view of the assump-
tions ons0. Returning to the original variables and lettingM = 1 we obtain the early and
moderate timescales in (3.2.4) and (3.2.5). Large timescales will be analyzed in the next
section.

The rest of the section is devoted to showing that (3.9.9) and(3.9.10) imply (3.11.2) and
(3.11.3). In§3.11.1 we show that, under (3.11.1), (3.9.9) and (3.9.10) are equivalent to

s′ ∼ k

s4
if s≪ 1

k
for k . 1, (3.11.4)

s′ ∼



k
s4 if s2 ≪ 1

k logk

1
s6 log( 1

s)
if 1

k logk ≪ s2 ≪ 1.
for k≫ 1. (3.11.5)

In §3.11.2 we easily infer (3.11.2) and (3.11.3) from (3.11.4) and (3.11.5).

3.11.1 The ode’s fors

Plugging (3.11.1) into (3.9.9), we obtain that if

s≪ 1 (3.11.6)

and
s6s′ ≪ 1, (3.11.7)
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then

1

s6
∼



(
s′
k

)3/2
+ 3

2 s′ log
(

s2s′
k

)
if k≪ s2s′ and k3 ≪ s′

s′ log
(
s3s′

)
if 1 ≪ s3s′ and s′ ≪ k3.

(3.11.8)

The relation in (3.11.8)1 may be split into two regimes:

1

s6
∼



(
s′

k

)3/2
if

(
s′

k3

)1/2 ≫ log
(

s2s′

k

)

s′ log
(

s2s′
k

)
if

(
s′

k3

)1/2 ≪ log
(

s2s′
k

)
.

Therefore (3.11.8) is equivalent to

1

s6
∼



(
s′
k

)3/2
if k≪ s2s′ and

(
s′

k3

)1/2 ≫ log
(

s2s′
k

)

s′ log
(

s2s′
k

)
if k≪ s2s′ and 1≪

(
s′

k3

)1/2 ≪ log
(

s2s′
k

)

s′ log
(
s3s′

)
if 1 ≪ s3s′ and s′ ≪ k3.

(3.11.9)

Plugging (3.11.1) into (3.9.10), we obtain

1

s6
∼

(
s′

k

)3/2

if α > 0, s5s′ ≪ 1, and s≫ 1. (3.11.10)

We now analyze each regime in (3.11.9) and (3.11.10).

•Within (3.11.9)1, we have

1

s6
∼

(
s′

k

)3/2

⇐⇒ s′ ∼ k

s4
. (3.11.11)

Hence

k≪ s2s′
(3.11.11)
⇐⇒ k≪ k

s2
⇐⇒ (3.11.6)

(
s′

k3

)1/2

≫ log

(
s2s′

k

)
(3.11.11)
⇐⇒ 1

ks2
≫ log

(
1

s2

)

⇐⇒ s2 log

(
1
s

)
≪ 1

k
, (3.11.12)

and (3.11.7) is absorbed by (3.11.6) and (3.11.12):

s6s′ ≪ 1
(3.11.11)
⇐⇒ s2 ≪ 1

k

(3.11.6)
⇐= (3.11.12).

We now distinguish two cases. Ifk . 1, (3.11.6) guarantees that (3.11.12) holds, and
(3.11.4) follows fors≪ 1 (the window 1≪ s≪ 1

k in (3.11.4) will follow from (3.11.10)).
If k≫ 1, we may rewrite the constraint in (3.11.12) as

s2 log

(
1
s

)
≪ 1

k
⇐⇒ s2 ≪ 1

k logk
≪ 1. (3.11.13)
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Hence (3.11.13) enforces (3.11.6) and (3.11.5)1 follows.

•Within (3.11.9)2 we have

1

s6
∼ s′ log

(
s2s′

k

)
⇐⇒ 1

ks4
∼ s2s′

k
log

(
s2s′

k

)
.

Then
ks4 ≪ 1 ⇐⇒ s2s′ ≫ k (3.11.14)

and in this case

1

s6
∼ s′ log

(
s2s′

k

)
⇐⇒ s2s′

k
∼ 1

ks4 log
(

1
ks4

)

⇐⇒ s′ ∼ 1

s6 log
(

1
ks4

) . (3.11.15)

In particular,

(
s′

k3

)1/2

≪ log

(
s2s′

k

)
(3.11.15)
⇐⇒ 1

k3s6 log
(

1
ks4

) ≪ log2


1

ks4 log
(

1
ks4

)


(3.11.14)
⇐⇒ 1

k3s6
≪ log3

(
1

ks4

)

(3.11.14)
⇐⇒ 1

k
≪ s2 log

1

s2
. (3.11.16)

Together with (3.11.6), (3.11.16) implies that (3.11.9)2 is seen only if 1≪ k. In this case,
the constraints in (3.11.9)2 may be written as follows:

1≪
(

s′

k3

)1/2

≪ log

(
s2s′

k

)
(3.11.16),(3.11.15)
⇐⇒ 1

s2
log1/3 1

s
≪ 1

ks4
≪ 1

s2
log

1
s
(3.11.17)

(3.11.6)
⇐⇒ 1

k3 log3 k
≪ s6 ≪ 1

k3 logk
.(3.11.18)

By (3.11.17) we deduce that log
(

1
ks4

)
∼ log

(
1
s

)
. Therefore (3.11.15) reads as

s′ ∼ 1

s6 log
(

1
s

) (3.11.19)

and holds provided (3.11.6), (3.11.7), (3.11.14) and (3.11.18) are satisfied. Noting that
(3.11.6) is implied by (3.11.18) (sincek≫ 1) and that

(3.11.7) ⇐⇒ s6s′ ≪ 1
(3.11.19)
⇐⇒ (3.11.6)

(3.11.14) ⇐⇒ ks4 ≪ 1⇐⇒ k3/2s6 ≪ 1 ⇐= (3.11.18),
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we conclude that

s′ ∼ 1

s6 log
(

1
s

) if
1

k3 log3 k
≪ s6 ≪ 1

k3 logk
and k≫ 1. (3.11.20)

• For (3.11.9)3 we argue exactly as in§3.10: we obtain that (3.11.19) holds provided
s′ ≪ k3 and (3.11.6) are satisfied. Now

s′ ≪ k3 ⇐⇒ 1

k3
≪ s6 log

(
1
s

)
.

Because of (3.11.6), also (3.11.9)3 is seen only if 1≪ k, and in this case

s′ ≪ k3 ⇐⇒ s6 ≫ 1
k3 logk

. (3.11.21)

Combining (3.11.6), (3.11.20), and (3.11.21) we obtain (3.11.5)2.

•Within (3.11.10), we have

s′ ∼ k

s4
if α > 0, s5s′ ≪ 1 and s≫ 1.

Since
s5s′ ∼ ks≪ 1 ⇐⇒ s≪ 1

k
,

the regime in (3.11.10) is not empty only ifk≪ 1, and (3.11.4) follows for 1≪ s≪ 1
k .

3.11.2 The timescales

We now infer from (3.11.4) and (3.11.5) the scaling laws forsgiven by (3.11.2) and (3.11.3).

(I) If k . 1 ands0 ≪ 1/k, it follows from (3.11.4) that

s5 ∼ s5
0 + 5kt ∼ kt provided t ≫

s5
0

k
,

and
s≪ 1

k
⇐⇒ t ≪ 1

k6
,

whence (3.11.2).

(II) If k ≫ 1, we assume thats2
0 ≪

1
k logk, so that both regimes in (3.11.5) are seen.

According to (3.11.5)1, we have

s5 ∼ s5
0 + 5kt ∼ kt provided t ≫

s5
0

k
, (3.11.22)

which holds as long as

s2 ≪ 1
k logk

(3.11.22)
⇐⇒ t ≪

(
1

k7 log5 k

)1/2

=: t1. (3.11.23)
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As t ∼ t1, the free boundary enters the second regime in (3.11.5), which has already been
analyzed in§3.10: it follows from (3.10.6) that

s(t) ∼


t

log
(

1
t

)

1/7

if max

{
t1, s

7
1 log

(
1
s1

)}
≪ t ≪ 1 and s1 ≪ 1, (3.11.24)

with initial condition s1 := s(t1) = (kt1)1/5. Note thats1 ≪ 1 sincek≫ 1 andt1 is given by
(3.11.23). Since

s7
1 log

(
1
s1

)
(3.11.5)∼

s5
1

k
(3.11.22)∼ t1,

the lower bounds ont in (3.11.24) coincide. Therefore we conclude that

s(t) ∼


t

log
(

1
t

)

1/7

if t1 ≪ t ≪ 1. (3.11.25)

Gathering (3.11.22), (3.11.23) and (3.11.25) we obtain (3.11.3).

3.12 Long time scaling laws in complete wetting

The asymptotic of this section is based on two main assumptions:

(I) the timescale is “large”;

(II) the evolution is “quasi-selfsimilar”.

We will argue that

s(t) ∼ t1/6 if t ≫ max

{
1,

1

k6

}
. (3.12.1)

Comparing (3.12.1) with (3.11.2) and (3.11.3), we see that the whole remaining range of
timescales is covered by (3.12.1). In terms of the original variables, we obtain the final
timescale in (3.2.4) and (3.2.5).

We now motivate (3.12.1). In complete wetting,h → 0 ast → +∞: henceh ≪ 1
everywhere for sufficiently large times, and conservation of mass implies that

s≫ 1, (3.12.2)

which partially encodes (I). Sinceh3 + h2 ∼ h2 everywhere, we may replace the equation in
(3.7.1) with

ht + (h2hxxx)x = 0. (3.12.3)
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Following (I), we introduce the selfsimilar variable transformation of (3.12.3) which pre-
serves mass:

h = t−1/6 f (t, y), y = xt−1/6 ∈ (0, a(t)), where a(t) = t−1/6s(t).

Then 
1
6(y f)y − t ft = ( f 2 fyyy)y, f > 0 in (0, a)

fy|y=0 = fyyy|y=0 = 0, f |y=a = 0,
∫ a

0
f dy = 1/2

(3.12.4)

while the boundary condition reads as

f 2
y |y=a =

1

kt1/6

(
lim

y→a(t)
f fyyy

)
. (3.12.5)

Since (3.12.5) is not time independent, an exact selfsimilar profile does not exist. However,
if

kt1/6 ≫ 1 (3.12.6)

(which completes (I)), the contact-angle condition is onlya perturbation offy|y=a = 0.
Hence we assume thatf is quasi-selfsimilar in the sense that it has an expansion ofthe form

f (t, y) = f0(y) + (k6t)−1 f1(y) + . . . ,

which encodes (II). Then, at leading order, (3.12.4) reads as


1
6y f0 = f 2

0 f0yyy, f > 0 in (0, a)

f0y|y=0 = f0yyy|y=0 = 0, f0|y=a = 0, f0y|y=a = 0,
∫ a

0 f0(y)dy = 1/2.
(3.12.7)

As is well-known [14], (3.12.7) has a unique solution (f0, a). Therefore, recalling (3.12.2)
and (3.12.6), we obtain (3.12.1).

3.13 Partial wetting with contact line friction

In the case of partial wetting,αS > 0, the profile of a spreading droplet converges to the
unique steady state with mass 1 and contact anglesαS ast → +∞:

h→ 3

4s3
∞

(s2
∞ − x2)+, s ↑ s∞ =

√
3

2αS
, s′ → 0 as t → +∞. (3.13.1)

We focus on the most interesting case of

αS ≫ 1
(3.13.1)
⇐⇒ s≤ s∞ ≪ 1, (3.13.2)

91



which guarantees the persistence for all times of a macroscopic profile. Because ofs≪ 1,
(3.9.10) may be ignored and we only have to look at (3.9.9), which we rewrite for the
reader’s convenience:

(
3

2s2

)3

∼



α3 + 3s′ log(sα) if 1 ≪ sα and s′ ≪ α3

3s′ log(s(s′)1/3) if 1 ≪ s3s′ and s′ ≫ α3.

(3.13.3)

In view of (3.13.1), for sufficiently large times (3.13.3) reduces to

(
3

2s2

)3

∼ α3
S + 3s′ log(sαS), (3.13.4)

which is equivalent to the well-known Cox-Hocking relationbetween the effective and the
microscopic contact angle. In terms of the original variables, it coincides with (3.1.10).

The relation (3.13.4) yields an exponential convergence ofs to s∞. Indeed, let

s=

√
3

2αS
ŝ, t =

√
27

2α7
S

logαSt̂.

In view of (3.13.1) and (3.13.2), log(αSs) ∼ log(
√
αS) ast → +∞. Hence (3.13.4) reads as

dŝ

dt̂
∼ 1− ŝ6

ŝ6
.

An integration shows that 1− ŝ(t̂) ∼ e−6t̂ ast̂ → +∞, i.e.

√
3

2αS
− s(t) ∼ e−Dt as t → +∞, D :=

√
8α7

S

3 log2αS
.

In order to infer the timescale of validity of (3.13.4), we have to give a closer look to
(3.13.3) in order to identify the intermediate scaling lawswhich precede (3.13.4). We will
argue that:

(i) if |k logk| . αS, then

s(t) ∼ (kt)1/5 for
s5
0

k
≪ t ≪ 1

kα5/2
S

;

(ii) if k . αS ≪ k logk, then

s(t) ∼



(kt)1/5 if
s5
0
k ≪ t ≪ 1

k7/2 log5/2 k(
t

log( 1
t )

)1/7
if 1

k7/2 log5/2 k
≪ t ≪ 1

k7/6α
7/3
S log1/6(α2

Sk)
=: t2.
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(iii) if αS ≪ k, then

s(t) ∼



(kt)1/5 if
s5
0
k ≪ t ≪ 1

k7/2 log5/2 k(
t

log( 1
t )

)1/7
if 1

k7/2 log5/2 k
≪ t ≪ 1

α
7/2
S log1/6 αS

.

Preliminarily we observe that

α =

√
s′

k
+ α2

S ∼



(
s′
k

)1/2
if s′ ≫ kα2

S

αS if s′ ≪ kα2
S.

(3.13.5)

Because of (3.13.5), (3.13.3) coincides with the case of complete wetting as long ass′ ≫
kα2

S. Therefore (3.11.2) and (3.11.3) hold under the additionalconstraints thats≪ 1 and
s′ ≫ kα2

S: imposing them, a few simple computations yield (i), (ii), and (iii) up to t = t2.
When s′ ≪ kα2

S, thenα ∼ αS and (3.13.3)1 coincides with (3.13.4). Instead, (3.13.3)2

yields

s(t) ∼


t

log
(

1
t

)

1/7

if
1

k7/2 log5/2 k
≪ t ≪ 1

with the additional constraints thatα3
S ≪ s′ ≪ kα2

S and thats3s′ ≫ 1. Hence this regime
is seen only ifαS ≪ k: in this case, a few more computations imposing the bounds onthe
speed yield (iii).
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Chapter 4

Droplets spreading under
contact-line friction: existence of
weak solutions

4.1 Introduction and main results

In this Chapter we consider the thin-film equation with the free boundary condition pro-
posed in [80] and discussed in Chapter 3:

ṡ(t) = d
(
(hx|x=s(t))

2 − θ2
S

)
(4.1.1)

where the superposed dot denotes the material time derivative. For simplicity, we consider
the case of a symmetric droplet in (−s(t), s(t)). Furthermore, we replace the mobilitym(h) =
h3 + bh2 discussed in Chapter 3 by a more general mobility:

(P)



ht + (m(h)hxxx)x = 0, h > 0, h even in (0, t) × (−s(t), s(t))

h = 0, ṡ(t) = lim
x→s(t)−

m(h)
h

hxxx at (0, t) × {x = s(t)}

ṡ(t) = d
(
h2

x − θ2
S

)
at (0, t) × {x = s(t)}

h(0, x) = h0(x), h0 even in (−s(t), s(t)),

(4.1.2)

where

m ∈ C∞((0,∞)), with m(h) ∼ hn, n > 0 as h→ 0. (4.1.3)

The parametern > 0 is related to the slip condition imposed at the liquid-solid interface:
in particular the equation withn = 2 corresponds to Navier slip,n = 3 means no slip, while
n ∈ (0, 3) models various relaxed slip conditions. The case withn = 1 may also be seen as
the lubrication approximation of the two-dimensional Hele-Shaw flow in half-space [53].
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The energy is given (see (3.1.6)) by

E(h) =
∫ s(t)

−s(t)

1
2

(h2
x + θ

2
S) dx. (4.1.4)

Arguing exactly as in Section 3.5, one sees that solutions of(P) formally satisfy

d
dt

∫ s(t)

−s(t)

1
2

(h2
x + θ

2
S) dx = − ṡ2(t)

2d
−

∫ s(t)

−s(t)
m(h)h2

xxx dx. (4.1.5)

We translate the problem on the fixed domainI = (−1, 1) by using the simple change of
variable

y =
x

s(t)
∈ I (4.1.6)

and by defining the new function

v(t, y) = h(t, ys(t)), (4.1.7)

so that
vt = ht + hxyṡ andvy = hxs.

Then the free boundary condition is replaced by

ṡ(t) = d


(vy|y=1)2

s2
− θ2

S

 , (4.1.8)

and the system (4.1.2) reads as

(Pv)



vt −
ṡ
s
yvy +

1

s4
(m(v)vyyy)y = 0, v > 0, v even in (0, t) × I

v = 0, ṡ(t) = lim
y→1

m(v)
v

vyyy

s3
at (0, t) × {y = 1}

ṡ(t) = d


v2

y

s2
− θ2

S

 at (0, t) × {y = 1}

v(0, y) = v0(y), v0 even in I .

(4.1.9)

The surface energy functional (4.1.4) in the new variables is replaced by

E(v) =
1
2

∫

I


v2

y

s
+ sθ2

S

 dy, (4.1.10)

and the energy balance (4.1.5) reads now as

d
dt

1
2

∫

I


v2

y

s
+ sθ2

S

 dy = − ṡ2

2d
− 1

s5

∫

I
m(v)v2

yyy dy. (4.1.11)

We let
{v > 0}T := {(t, y) ∈ dom(v) : t ≤ T, v(t, y) > 0}

and we denote by< ·, · > the duality pairing between (H1(Ω))′ andH1(Ω). Our goal is to
prove the existence of non-negative weak solutions to (Pv) in the following sense:
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Theorem 4.1. Let m be as in(4.1.3). For any v0 ∈ H1(I ), even and non-negative, and any
s0 > 0 there exists a pair of functions(s, v) with v ∈ C

1
2 ,

1
8 ([0,∞) × I ) ∩ L∞loc([0,∞); H1(I )),

v ≥ 0, and s∈ H1((0,∞)), s > 0, which solves(Pv) with initial datum v0 in the sense that,
for all T > 0, it holds that:

(i) vt ∈ L2((0,T); (H1(I ))′);

(ii) vyyy ∈ L2
loc({v > 0}) and

√
m(v)vyyy ∈ L2({v > 0});

(iii) for all ϕ ∈ L2((0,T); H1(I ))

∫ T

0
< vt, ϕ > dt =

∫ T

0

∫

I

ṡ
s
yvyϕ +

∫ T

0

∫

I

1

s4
m(v)vyyyϕy; (4.1.12)

(iv) v(0, y) = v0(y) in H1(I );

(v) v(t, 1) = 0 in L2(0,T);

(vi) v is even;

(vii) v dissipates E in the sense that

E(v(t)) +
1
2d

∫ t

0
ṡ2 +

"

{v>0}t

1

s5
m(v)v2

yyy ≤ E(v0). (4.1.13)

The kinematic condition, ˙s(t) = lim
y→1

m(v)
v

vyyy

s3
, is captured in its weak form of mass

conservation, which may be obtained from testing (4.1.12) by s:

s(t)
∫

I
v(y, t) dy = s0

∫

I
v0(y) dy. (4.1.14)

The free boundary condition (4.1.8) is encoded only very weakly, in the form of the energy
inequality (4.1.13). By “very weakly” we mean the following: if the solution had sufficient
additional regularity, such that on one hand (4.1.13) were satisfied as an equality, and on the
other hand the formal computations in Section 3.5 were rigorous (cf. (3.1.8)), so that

E(v(t)) +
∫ t

0

ṡ
2


v2

y(1)

s2
− θ2

S

 +
"

{v>0}t

1

s5
m(v)v2

yyy = E(v0), (4.1.15)

then the (4.1.8) would be implied. A further weakness of Theorem 4.1 is that we are not
able to prove thatv > 0 a.e. in (0,T) × I . In this respect, it is important to notice that even
for the well-known case of a zero-contact angle condition, the standard entropy estimates
(see§4.2) in our fixed-domain framework would not yield a.e. positivity of the solution,
since there the support of the test functions is fixed in thex-variable, that is, receding in
they-variable whens increases. This points to the necessity of a refinement of thestandard
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entropy estimates, localized in such a way that the test function “follows” the free-boundary.
We hope to come back to this topic in the future, and as such we leave it as an open question.

A merit of our approach is the construction of approximatingsolutions (s, v) in which v
is positive and(s, v) satisfy the free boundary condition(4.1.8). More precisely, they are
(suitably symmetrized) strong solutions (see§4.3) of the following problem:

(Pσ)



vt −
ṡ
s
yvy +

1

s4
(mσ(v)vyyy)y = 0, v > 0 (t, y) ∈ (0,∞) × (0, 1)

vy = vyyy = 0 (t, y) ∈ (0,∞) × {y = 0}

v = σ, mσ(v)vyyy = 0, (t, y) ∈ (0,∞) × {y = 1}

ṡ(t) = d


v2

y

s2
− θ2

S

 (t, y) ∈ (0,∞) × {y = 1}

v(0, y) = v0(y) + σ, in (0, 1).

(4.1.16)

Hereσ > 0 andmσ is (a simple modification of) the standard regularization for thin-film
equations: following [16] and [10], we let

mσ(τ) =
τ4m(τ)

σm(τ) + τ4
.

We believe that this approximation is a good candidate for a consistent scheme that captures
the main features of the limiting problem. An even more consistent candidate would emerge
from replacing the boundary condition (mσ(v)vyyy)|y=1 = 0 (a zero-flux condition) by the
stronger kinematic conditions3ṡ(t) =

(
mσ(v)

v vyyy

)
|y=1: indeed, since solutions of (Pσ) are

positive, and therefore smooth, a control on the trace of third derivative is conceivable.
However, at present we have to leave it as a further open question.

Besides the specific free-boundary condition, this chapterstands as a first investigation of
different formulations for thin-film equations, which lie in between the weak and the classi-
cal ones. We believe that this kind of formulations has the potential to yield improvements
in the theory, e.g. conditions for the uniqueness of global weak solutions, and therefore
deserves to be explored. It should be noted in this respect that this approach to the problem
raises some new technical issues: these are described in Section 4.3, where both the proof
of Theorem 4.1 and the plan of this chapter are outlined. Before that, however, let us give a
brief overview on thin-film equations.

4.2 An overview on thin-film equations

Thin-film equations are fourth-order degenerate diffusion equations of the form

ht + (m(h)hxxx)x = 0 (4.2.1)
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wherem(h) = hn for n > 0 (for simplicity, we adopt a one-dimensional framework). The
diffusion coefficientm is positive forh > 0, but vanishes at zero. Byn we denote its growth
exponent near zero. Equation (4.2.1) can be seen as the prototype of a family of parabolic
equations of higher order which arises in several applications to material sciences and fluid
dynamics, and in whichh(t, x) is required to be non-negative. For instance, in the Cahn-
Hilliard model of phase separation for binary mixtures,h plays the role of the concentration
of one component (see [44]). As we have seen in Chapter 3 in lubrication theory,h denotes
the height of a viscous droplet spreading on a solid surface in which inertia is negligible
and the dynamics are governed by viscosity and capillarity forces. Instead, as discussed
in Section 4.1, the exponentn is related to the slip condition imposed at the liquid-solid
surface.

The second-order counter-part of degenerate diffusion equations is the well-knownporous
medium equation(see e.g. [77, 87]):

ht − △Φ(h) = 0, (4.2.2)

whereΦ′(h) > 0 for h > 0 andφ(h) ∼ hm as h → 0. Herem > 1 makes the equa-
tion degenerate. Comparing (4.2.1) to (4.2.2) some similarities emerge: for instance, both
equations are parabolic and in divergence form, with a nonlinear diffusion coefficient which
provides instantaneous smoothing of the solutions in regions whereh is positive. However,
strong differences emerge, too. The most crucial one is the lack of comparison or maximum
principle, which in general does not hold for higher-order equations: for instance, classical
solutions to the linear non-degenerate parabolic equationht + hxxxx = 0 may in general
change sign even in the case of strictly positive initial data [13].

In spite of the lack of comparison principle, the degeneracyof the operator ash → 0
allows to establish a special form of “minimum principle”: the existence of non-negative
solutions starting from a non-negative initial datum. Thiswas first proved in 1990 by Bernis
and Friedman [13]. In this pioneering paper, in one space dimension they were able to show
the existence of nonnegative and Hölder continuous weak solutions for all valuesn ≥ 1,
provided that the initial data were nonnegative, and positivity of solutions forn ≥ 4. We
point out once again that this kind of a weak maximum principle is due to the nonlinear
and degenerate structure of (4.2.1), and is not common to fourth-order parabolic equations.
The positivity of solutions was later extended ton ≥ 7/2 by Beretta, Bertsch, and Dal Passo
[10] and by Bertozzi and Pugh [16], where a rich structure of qualitative and regularity
properties of solutions to (4.2.1) are also shown, depending on the growth exponentn. The
approach in these papers relies on two essential estimates.The first one is the well-known
energy estimate

1
2

∫

Ω

h2
x(t) dx+

"

{h>0}t
m(h)|hxxx|2 dx dt ≤ 1

2

∫

Ω

h2
x(0) dx. (4.2.3)
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The second key a-priori estimate is a class of integral inequalities, so called “entropy esti-
mates”, which play an important role also for proving results on finite speed propagation
of support (see e.g. [10, 16, 18, 12, 11]). The simplest form of entropy estimate can be
formally obtained by testing the equation with a functionG′(y) that satisfies

G′′(y) =
1

m(y)
.

Then
d
dt

∫

Ω

G(h) dx = −
∫

Ω

h2
xx dx. (4.2.4)

More generally, choosingG such that

G′′(h) =
hα+n−1

m(h)
,

one arrives at the entropy estimates of the form

d
dt

∫

Ω

hα+1

α(α + 1)
dx . −

∫

Ω

|(hα+n+1
2 )xx|2 dx−

∫

Ω

|(hα+n+1
4 )x|4dx (4.2.5)

for α ∈
(

1
2 − n, 2− n

)
. In particular, as shown in [10, 16], it follows from (4.2.5)that

an initially positive solution remains positive for all times if n ≥ 7
2 (i.e. α + 1 ≤ −2).

This feature may then be used to build up an approximating procedure and construct non-
negative “entropy” solutions to (4.2.1) for 0< n < 3, as limits of solutions of approximating
problems with very carefully modified initial data and mobilities, such thatm(h) ∼ h4 as
h→ 0.

Let us point out that the growth exponentn = 3 appears to be a borderline value with
respect to the qualitative behavior of solutions to (4.2.1). For instance, in [14] it is proved
that compactly supported source type solutions (i.e. solutions that start as a Dirac mass at
the origin and spread out in a self-similar way while preserving the mass) do not exist for
n ≥ 3. Technically, this is reflected by the entropy estimates: for n ≥ 3 there is noα > −1
such that the entropy estimates hold, hence

∫
hα+1

0 is unbounded for compactly supported
initial data.

The entropy inequality (4.2.5) guarantees that entropy solutions have sufficient regularity to
ensure the zero contact angle condition for almost everyt. Hence the solutions constructed
in [13, 10, 16] may be seen as weak solutions of the following free-boundary problem:



ht + (m(h)hxxx)x = 0, h > 0, in (0, t) × (s−(t), s+(t))

h = 0, ṡ±(t) = lim
x→s±(t)∓

m(h)
h

hxxx at (0, t) × {x = s±(t)}

hx = 0 at (0, t) × {x = s±(t)}

h(0, x) = h0(x) in (s−(t), s+(t)).

(4.2.6)
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The theory of entropy solutions described so far was later extended to higher space dimen-
sions in [38, 18, 57], where new difficulties arise: for instance, not strong enough being the
norms controlled by energy and entropy estimate, Hölder continuity (or even boundedness)
is lost and the identification of the limit becomes harder. The existence of weak solutions
with non-zero contact angle is instead much less investigated: in the casen = 1, it was ob-
tained in one space dimension by Otto [76] for a prescribed, positive contact angle; results
in this direction for a genericn were obtained in [20]. More recently, a study of (4.2.6) as
a classical free-boundary problem has been initiated: global existence of classical solutions
with initial data close to the equilibrium solution (x)2

+ (with s+ = +∞) were obtained in
[51] (see also [50]). In [69], analogous results have been obtained the case ofn = 2 with
a prescribed, non-zero contact angle, for initial data close to the traveling-wave solution.
So far, we have not been able to extend the latter result to thecase of the free-boundary
condition (4.1.1): the reason is that, whilehx(t, s+(t)) = −1 is linear and (scaling-wise) of
low order, condition (4.1.1), rewritten in form of

hx(t, s+(t)) = −

√
1
d

(
lim

x→s+(t)
hn−1hxxx

)
+ θ2

S

is nonlinear and (scaling-wise) of highest order (it depends on the trace of the third deriva-
tive for a fourth-order problem).

Though the analytical development for entropy solutions isnow sufficiently well estab-
lished, many questions remain unanswered. Among the most mathematically intriguing
problems there is of course the (non-)uniqueness of entropysolutions for 0< n < 3. We
refer to [10] for an example of non-uniqueness. Another outstanding question is to identify
a threshold condition on the exponentn such that initially positive solutions can/cannot de-
velop finite-time singularities of the formh(t, x) → 0 ast ↑ t∗ < ∞, a phenomenon which
was observed numerically and by matched asymptotics in [15]for sufficiently small val-
ues ofn. Among the open problems are also a more robust notion of weaksolutions with
non zero contact angle, regularity properties (such as continuity and even boundedness) in
higher space dimension, and the development of a full theoryof classical solutions for the
formulation (4.2.6).

4.3 Plan of the proof of the main result

The proof of Theorem 4.1 is based on a multi-step approximating procedure. As we said,
a solution to (Pv) will be obtained as limit of solutions to (Pσ). In turn, a solution to (Pσ)
will be obtained as limit, asδ → 0, of problems in which we replace the diffusivity mσ,
which is itself degenerate asv→ 0 and unbounded asv→ ∞, by an approximating family
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of non-degenerate and bounded diffusivitiesmδ,σ :

mδ,σ(τ) = δ +
|τ|n+4

σ|τ|n + τ4 + δ|τ|n+4
, τ ∈ R, (4.3.1)

for someδ > 0 andσ > 0. We also need to raise the initial datumv0 of an heightε > 0.
Letting

Ω = (0, 1), Qt = (0, t) ×Ω,

we consider the following problems:

(Pε,δ,σ)



vt −
ṡ
s
yvy +

1

s4
(mδ,σ(v)vyyy)y = 0, in Qt

vy = vyyy = 0 at (0, t) × {y = 0}

v = ε, vyyy = 0 at (0, t) × {y = 1}

ṡ(t) = d


v2

y

s2
− θ2

S

 at (0, t) × {y = 1}

v(0, y) = v0(y) + ε, in Ω.

(4.3.2)

Letting
H1
ε(Ω) = {v ∈ H1(Ω) s.t. v(1) = ε}

a solution of (Pε,δ,σ) is defined as follows

Definition 4.1. Let T > 0, ε > 0, δ ≥ 0, σ > 0. Let v0 ∈ H1(Ω) be non-negative and s0 > 0.
A pair of functions(s, v), with v ∈ L∞([0,T); H1

ε (Ω)) and s∈ H1(0,T), is called a solution
of (Pε,δ,σ) in (0,T) with initial datum v0 if

(i) vt ∈ L2([0,T); (H1(Ω))′);

(ii) v ∈ L2((0,T),H3(Ω));

(iii) for all ϕ ∈ C∞([0,T) × Ω̄)

∫ T

0
< vt, ϕ > dt =

"

QT

ṡ
s
yvyϕ −

"

QT

1

s4
mδ,σ(v)vyyyϕy; (4.3.3)

(iv) v(1) = ε in L2(0,T);

(v) vy(0) = 0 in L2(0,T);

(vi) v(0, y) = v0ε(y) in H1(Ω);

(vii) s(t) > 0 in [0,T] and ṡ(t) = d


v2

y(t, 1)

s2
+ θ2

S

 in L2(0,T).
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In order to obtain global existence for (Pε,δ,σ), we firstprescribethe free boundarys(t)
and consider the following problems:

(Pε,δ,σ,s)



vt −
ṡ
s
yvy +

1

s4
(mδ,σ(v)vyyy)y = 0 in Qt

vy = vyyy = 0 at (0, t) × {y = 0}

v = ε, vyyy = 0 at (0, t) × {y = 1}

v(0, y) = v0(y) + ε in Ω,

(4.3.4)

where indeed the free-boundary condition (4.1.8) is removed. In Section 4.5 we prove local
existence of solutions for (Pε,δ,σ,s) (see Proposition 4.1). The reason for these solutions
to be only local is that, onces is fixed (i.e., the contact-angle condition does not hold),
the dissipative structure is lost (compare (4.1.15)). In Section 4.6 we apply a contraction
argument to obtain a local existence result for (Pε,δ,σ) (see Proposition 4.3). This is, from the
technical viewpoint, both the hardest part of the work and the crucial one in order to capture
the contact-angle condition. Once this condition is recovered, then also the dissipative
structure is, and local existence can be upgraded to global existence (see Proposition 4.4
in Section 4.7). In Section 4.8 we prove an entropy-type estimate for solutions to (Pε,δ,σ)
which is uniform with respect toδ (see Lemma 4.5): this allows to pass to the limit asδ→ 0
obtainingpositivesolutions to (Pε,0,σ) (see Proposition 4.5). Finally, in Section 4.9 we pass
to the limit asε = σ → 0 (in a nowadays standard fashion) and complete the proof of
Theorem 4.1.

4.4 Preliminaries

We frequently use the following interpolation inequalities due to Gagliardo-Nirenberg (see
[48], [73], and [74]). We consider the one dimensional case,and we let∂ j denote the j-th
order derivative.

Theorem 4.2 (Gagliardo-Nirenberg inequalities). Let 0 < q < p, 1 ≤ r ≤ ∞, m ∈ N,
j ∈ [1,m− 1], such that1r < m+ 1

p, and let I⊂ R be an interval. Positive constants C1, C2

exist such that the following inequality holds for all u∈ Lq(I ) such that∂mu ∈ Lr (I ):

∫

I
|∂ ju|p dx ≤ C1

(∫

I
|∂mu|r dx

) αp
r
(∫

I
|u|q dx

) (1−α)p
q

+C2

(∫

I
|u|q dx

) p
q

(4.4.1)

whereα is given by
1
p
= j + α

(
1
r
−m

)
+ (1− α)

1
q
. (4.4.2)

Furthermore, C2 = 0 if I is unbounded or if u= 0 somewhere in̄I.

The particular cases we are interested in are the following ones:
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(i) If j = 0, p = ∞, m= 2, r = q = 2, andu vanishes somewhere inI , the corresponding
inequality reads as:

sup|u| . ‖u‖3/42 ‖∂
2u‖1/42 . (4.4.3)

If ∂u(0) = 0, replacingu by ∂u we get

sup|∂u|2 . ‖∂u‖3/42 ‖∂
3u‖1/42 . (4.4.4)

(ii) If j = 1, p = r = q = 2, m= 2 the corresponding inequality follows

‖∂u‖2 ≤ C1‖u‖1/22 ‖∂
2u‖1/22 +C2‖u‖2. (4.4.5)

Replacingu by ∂u we get

‖∂2u‖2 ≤ C1‖∂u‖1/22 ‖∂
3u‖1/22 +C2‖∂u‖2. (4.4.6)

We recall here the following interpolation Theorem by Simon:

Theorem 4.3. ([82], Corollary 8.4) Let X⊂ B ⊂ Y with compact imbedding X֒→ B (X,
B and Y are Banach spaces). Let F be bounded in Lp(0,T; X) where1 ≤ p < ∞, and Ft

be bounded in L1(0,T; Y). Then F is relatively compact in Lp(0,T; B). Let F be bounded in
L∞(0,T; X), and Ft be bounded in Lr(0,T; Y) where r> 1. Then F is relatively compact in
C(0,T; B).

4.5 Local existence of solutions for approximating problems with
a prescribed free boundary

The aim of this section is to show local existence of weak solutions to (Pε,δ,σ,s). We will use
the following assumptions ons:

∫ ∞

0
ṡ2 ≤ k2 and 0< sm ≤ s(t) ∀ t (4.5.1)

for some positivek andsm.

Proposition 4.1. Let mδ,σ ∈ C1(R, [δ, δ−1]) and s satisfying(4.5.1). Suppose T< Tδ,k (see
Lemma 4.2) and v0 ∈ H1(Ω). Then there exists a weak solution v∈ L∞((0,T); H1

ε (Ω)) ∩
L2((0,T); H3(Ω)) to (Pε,δ,σ,s) in (0,T) with initial datum v0 in the following sense:

" T

0
< vt, ϕ >=

"

QT

ṡ
s
yvyϕ +

"

QT

1

s4
mδ,σ(v)vyyyϕy (4.5.2)

for all ϕ ∈ L2((0,T); H1(Ω)). Furthermore vt ∈ L2((0,T), (H1(Ω))′) and
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(i) v(0) = v0 in H1(Ω);

(ii) ∂v(t, 0) = 0 in L2(0,T);

(iii) v (t, 1) = ε in L2(0,T).

The strategy for Proposition 4.1 is based on a density argument with respect tos: Indeed,
after having proved the existence for smooths(t), we will extend this result for the general
hypothesis (4.5.1) ons. So the starting point will be to prove (by a Galerkin type method)
the following existence result fors∈ C1(0,T).

Proposition 4.2. Let T > 0. Let v0 ∈ H1
ε(Ω) and let mδ,σ ∈ C1(R, [δ, δ−1]) for someδ > 0.

We suppose
s ∈ C1[0,T] ∩ H1

0(0,T), s(0) = s0 and 0 < sm ≤ s (4.5.3)

for some positive constants sm, s0. Then there exists a weak solution v of to(Pε,δ,σ,s) in
(0,T) with initial datum v0 in the sense of Proposition 4.1.

In the course of the proof of Proposition 4.2 we will use the following interpolation
inequality:

Lemma 4.1.
∣∣∣∣∣∣

∫ t

0
a(t)

∫

Ω

y fygyy dy dt

∣∣∣∣∣∣ ≤ t1/2
(∫ t

0
a2

)1/2 (
sup

t

∫

Ω

f 2
y sup

t

∫

Ω

g2
y

)1/2

(4.5.4)

+ t1/4
(∫ t

0
a2

)1/2 (
sup

t

∫

Ω

f 2
y

)1/2 ((
sup

t

∫

Ω

g2
y

) ("

Qt

g2
yyy

))1/4

Proof. Inequality (4.5.4) is obtained by using Hölder inequality:
∣∣∣∣∣∣

∫ t

0
a(t)

∫

Ω

y fygyy dy dt

∣∣∣∣∣∣ ≤
(∫ t

0
a2

)1/2 (∫ t

0
(
∫

Ω

y fygyy)
2
)1/2

≤
(∫ t

0
a2

)1/2 (∫ t

0
(
∫

Ω

f 2
y )(

∫

Ω

g2
yy)

)1/2

(4.4.6)
≤

(∫ t

0
a2

)1/2 [∫ t

0

(∫

Ω

f 2
y

) (∫

Ω

g2
y

)
dt

+

∫ t

0

(∫

Ω

f 2
y

) (
(
∫

Ω

g2
y)(

∫

Ω

g2
yyy)

)1/2

dt


1/2

≤ t1/2
(∫ t

0
a2

)1/2 (
sup

t

∫

Ω

f 2
y sup

t

∫

Ω

g2
y

)1/2

+ t1/4
(∫ t

0
a2

)1/2 (
sup

t

∫

Ω

f 2
y

)1/2 ((
sup

t

∫

Ω

g2
y

) ("

Qt

g2
yyy

))1/4

.

�
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Proof. For notational convenience in this proof we set∂v = vy. We will use (u, v) to indicate
the scalar product

∫
Ω
∂u∂v. First of all we pass to a zero boundary condition for the unknown

function aty = 1, by defining the function ˆv(y, t) = v(y, t) − ε: then (4.3.4) reads as


v̂t −
ṡ
s
y∂v̂+

1
s4
∂(m̂(v̂)∂3v̂) = 0 in QT

∂v̂ = ∂3v̂ = 0 at (0,T) × {y = 0}

v̂ = ∂3v̂ = 0 at (0,T) × {y = 1}

v̂(0, y) = v0(y), in Ω

(4.5.5)

wherem̂(v̂) := mδ,σ(v̂ + ε). For notational convenience we remove all hats, except that on
m̂, and we proceed by analyzing the following problem:

(P̂)



vt −
ṡ
s
y∂v+

1
s4
∂(m̂(v)∂3v) = 0 in QT

∂v = ∂3v = 0 at (0,T) × {y = 0}

v = ∂3v = 0 at (0,T) × {y = 1}

v = v0 at {t = 0} ×Ω.

(4.5.6)

We set
H1
∗ (Ω) = {v ∈ H1(Ω) : v(1) = 0}

and
H3
∗ (Ω) = {v ∈ H3(Ω) : v(1) = 0 and∂v(0) = 0}

which take into account the essential boundary conditions.The spaces are equipped equiv-
alent norms

‖v‖H1
∗ (Ω) := ‖∂v‖L2(Ω)

and
‖v‖H3

∗ (Ω) := ‖∂v‖L2(Ω) + ‖∂3v‖L2(Ω)

respectively. The Galerkin discretization consists in replacing the infinite-dimensional space
H3
∗ (Ω) with a finite-dimensional spaceVN:

VN ⊂ H3
∗ (Ω), dimVN = N < ∞.

In order to defineVN, we now construct a suitable Hilbertian basis ofH3
∗ (Ω). To this aim,

we wish to define a linear solution operator

T : H3
∗ (Ω) −→ H3

∗ (Ω)

with T(g) = v solving the problem


v+ ∂4v = g in Ω

∂v = ∂3v = 0 at{y = 0}

v = ∂3v = 0 at{y = 1}.

(4.5.7)
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In order to do so, we formally multiply the equation in (4.5.7) by −∂2w with w ∈ H3
∗ (Ω).

After integrations by parts we obtain the following weak form
∫

Ω

∂v∂w dy+
∫

Ω

∂3v∂3w dy = −
∫

Ω

g∂2w dy. (4.5.8)

This naturally leads to define the linear continuous functional L : H3
∗ (Ω)→ R by

L(w) := −
∫

Ω

g∂2w dy

and the bilinear operatora : H3
∗ (Ω) × H3

∗ (Ω)→ R as follows:

a(v,w) :=
∫

Ω

∂v∂w dy+
∫

Ω

∂3v∂3w dy.

So the variational equation (4.5.8) can be written in the abstract form of

a(v,w) = L(w) for all w ∈ H3
∗ (Ω). (4.5.9)

Being an equivalentH3-norm, it follows immediately thata is continuous and coercive.
Therefore, by the Lax-Milgram theorem, for anyg ∈ H3

∗ (Ω) there exists a unique element
v ∈ H3

∗ (Ω) such that (4.5.9) holds. This implies that there exists a unique weak solution
v ∈ H3

∗ (Ω) of (4.5.7) in the weak sense (4.5.8). This allows us to defineT as follows:

T(g) := v.

By a bootstrap argument, we in fact havev ∈ C∞(Ω): Indeed, sincev,w andg ∈ H3
∗ (Ω),

from (4.5.8) we have ∫

Ω

∂3v∂3w dy =
∫

Ω

(v− g)∂2w dy.

Hence∂3v ∈ H3(Ω), which impliesv ∈ H6(Ω). Thereforev ∈ C5(Ω), and iterating this
argument, theC∞-regularity is achieved. Integrating by parts (4.5.8), it holds

∫

Ω

(v+ ∂4v− g)∂2w dy+ [∂3v(1)∂2w(1)− ∂3v(0)∂2w(0)] = 0. (4.5.10)

Choosing a suitably smooth test functionϕ = ∂2w, we havev + ∂4v− g = 0 a.e. inΩ, and
consequently (4.5.10) implies that

∂3v(1)ϕ(1)− ∂3v(0)ϕ(0) = 0

for all ϕ ∈ C∞(QT). From the arbitrary ofϕ we deduce

∂3v(0) = ∂3v(1) = 0. (4.5.11)

In contrast to the essential boundary conditions, the conditions in (4.5.11) follow from the
variational equation (4.5.8), hence it is not necessary to impose them explicitly onv in the
definition of the space (i.e., they are of “natural” type). Weobserve thatT satisfies the
following properties:
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• T is self-adjoint:
We letw = T( f ); integrating by parts we have:

(T(g), f ) =
∫

∂(T(g))∂ f =
∫

Ω

∂v∂ f = −
∫

Ω

∂2v f

= −
∫

Ω

∂2v(w+ ∂4w) = −
∫

Ω

∂2v w−
∫

Ω

∂2v ∂4w

= −
∫

Ω

∂2w v−
∫

∂2w∂4v = −
∫

Ω

(v+ ∂4v)∂2w = −
∫

Ω

g∂2w

=

∫

Ω

∂g∂w =
∫

Ω

∂(T( f ))∂g = (g,T( f )). (4.5.12)

• T is compact:
Let ‖g‖H3

∗ (Ω) ≤ C. From (4.5.7) and recalling thatv ∈ C5(Ω), we have the further
conditions

∂4v(1) = 0 and∂5v(0) = 0. (4.5.13)

Multiplying the equation in (4.5.7) by∂6v, integrating by parts, and using Hölder
inequality, we obtain

∫

Ω

(∂3v)2 +

∫
(∂5v)2 =

∫

Ω

∂g∂5v ≤
(∫

Ω

(∂5v)2
)1/2 (∫

Ω

(∂g)2
)1/2

.

Then ∫

Ω

(∂3v)2 +

∫

Ω

(∂5v)2 ≤
∫

Ω

(∂g)2.

On the other hand, choosingw = v in (4.5.8), it easily follows that
∫

Ω

(∂v)2 +

∫

Ω

(∂3v)2 ≤
∫

Ω

(∂g)2

and sincev(1) = 0, we conclude that

‖T(g)‖H5(Ω) = ‖v‖H5(Ω) ≤ ‖g‖H1
∗ (Ω) ≤ ‖g‖H3

∗ (Ω),

henceT is compact.

T being a self-adjoint and compact operator in the Hilbert space H3
∗ (Ω) we conclude that

H3
∗ (Ω) admits an Hilbertian basis,{ψk}∞k=0, consisting of eigenfunctions ofT [26, Theorem

(VI.11)]:
Tψk = λkψk, λk ∈ R. (4.5.14)

Substituting (4.5.14) in (4.5.7),ψk satisfies the following spectral problem


−µkψk + ∂
4ψk = 0, in Ω

∂ψk = ∂
3ψk = 0, at {y = 0}

ψk = ∂
3ψk = 0, at {y = 1}

(4.5.15)
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whereµk =
1−λk
λk

. Multiplying the equation in (4.5.15) by∂2ψk we have

µk

∫

Ω

(∂ψk)
2 +

∫

Ω

(∂3ψk)
2 = 0

which, from the coercivity, impliesµk ≥ 0 for all k ≥ 0. LetVN = span{ψ0, ..., ψN}. Without
loss of generality, the eigenvalues are ordered so that 0= µ0 < µ1 < ..., and, after a suitable
Gram-Schimdt orthonormalization process, the eigenfunctions are taken to be orthonormal
in H1

∗ (Ω), i.e.

(ψi , ψ j) =
∫

Ω

∂ψi∂ψ j = δi j . (4.5.16)

Note that, from (4.5.15) and (4.5.16),

ψ0 =

√
3

2
(1− y2).

Fix now an integerN. Let vN(t, y) be an approximated solution belonging toVN, namely

vN(t, y) =
N∑

k=0

aN
k (t)ψk(y) in QT . (4.5.17)

We want to select the unknown coefficientsaN
k (t) (0 ≤ t ≤ T, k = 0, ...,N) by plugging

(4.5.17) into the problem (4.5.6). We first notice that

d
dt

(vN, ψk) =
∫

Ω

∂vN
t ∂ψk =

N∑

j,k=0

ȧN
j (t)

∫

Ω

∂ψ j∂ψk
(4.5.16)
= ȧN

k (t). (4.5.18)

Assuming for a moment thatvN is a solution of (̂P), by integration by parts we obtain

d
dt

(vN, ψk) = −
N∑

j,k=0

ȧN
j (t)

∫

Ω

ψ j∂
2ψk dy = −

∫

Ω

vN
t ∂

2ψk dy

=

∫

Ω

[− ṡ
s
y∂vN +

1

s4
∂(m̂(vN)∂3vN)]∂2ψk dy

= − ṡ
s

∫

Ω

y∂vN∂2ψk dy+
1

s4

∫

Ω

∂(m̂(vN)∂3vN)∂2ψk dy. (4.5.19)

From the boundary conditions and an integration by parts we obtain

ȧN
k (t) =

d
dt

(vN, ψk) = −
ṡ
s

∫

Ω

y∂vN∂2ψk dy− 1
s4

∫

Ω

m̂(vN)∂3vN∂3ψk dy (4.5.20)

on 0≤ t ≤ T for all k = 0, ...,N. The initial conditionvN(0) = vN(0, y) = vN
0 reads as

aN
k (0) = (vN

0 , ψk) k = 0, ...,N. (4.5.21)
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Collecting (4.5.18) and (4.5.20), we obtain the following initial value problem for the coef-
ficientsaN

k :

ȧN
k (t) = − ṡ

s

∫

Ω

y∂vN∂2ψk −
1

s4

∫

Ω

m̂(vN)∂3vN∂3ψk (4.5.22)

with initial condition
aN

k (0) = (vN
0 , ψk) (4.5.23)

for all k = 0, ...,N. Since s ∈ C1(0,T), the right hand side of (4.5.22) is locally Lips-
chitz with respect toaN = (aN

0 , ..., a
N
N). Therefore, according to the standard existence

theory for ordinary differential equations, there existsτ > 0 and a unique functionaN(t) =
(aN

0 (t), ..., aN
N(t)) satisfying (4.5.22) and (4.5.23) for 0≤ t ≤ τ. This leads to the local exis-

tence of a functionvN satisfying (4.5.21) and (4.5.20). These locally defined solutions can
be extended to the whole time line as a consequence of the a priori estimates onaN

k (t), in-
dependent ofN, that shall be proved in the next step. From the choice of the eigenfunctions
ψk we have

d
dt

∫

Ω

(∂vN)2

2
=

∫

Ω

∂vN∂vN
t

(4.5.17)
=

N∑

j,k=0

∫

Ω

aN
j (t)∂ψ j ȧ

N
k (t)∂ψk

=

N∑

j,k=0

aN
j (t)ȧN

k (t)
∫

Ω

∂ψ j∂ψk =

N∑

k=0

aN
k (t)ȧN

k (t)

=
d
dt

N∑

k=0

(aN
k (t))2

2
. (4.5.24)

Thus, in view of (4.5.23), we have
N∑

k=0

(aN
k (t))2

2
=

∫

Ω

(∂vN)2

2
. (4.5.25)

Integrations by parts in (4.5.22) lead to

d
dt

∫

Ω

(∂vN)2

2
= − ṡ

2s
(∂vN(1))2 +

ṡ
2s

∫

Ω

(∂vN)2 − 1

s4

∫

Ω

m̂(vN)(∂3vN)2 (4.5.26)

and integrating in time we have
∫

Ω

(∂vN(t))2

2
+

"

Qt

1

s4
m̂(vN)(∂3vN)2

=

∫

Ω

(∂vN
0 )2

2
− 1

2

∫ t

0

ṡ
s
(∂vN(1))2 +

1
2

"

Qt

ṡ
s
(∂vN)2. (4.5.27)

In particular we can estimate
∣∣∣∣∣∣

∫ t

0

ṡ
s
(∂vN(1))2

∣∣∣∣∣∣
(4.5.3),(4.4.4)
≤ C

∫ t

0

(∫

Ω

(∂vN)2
)3/4 (∫

Ω

(∂3vN)2
)1/4

≤ Cα

∫

Qt

(∂vN)2 + α

∫

Qt

(∂3vN)2 (4.5.28)
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for all α > 0. Choosingα sufficiently small, and using again (4.5.3) andm ∈ [δ, δ−1], from
(4.5.27) we obtain that

∫

Ω

(∂vN(t))2

2
+C−1

"

Qt

(∂3vN)2 ≤
∫

Ω

(∂vN
0 )2

2
+C

"

Qt

(∂vN)2. (4.5.29)

Hence a Gronwall argument yields
∫

Ω

(∂vN(t))2

2
+

"

Qt

(∂3vN)2 ≤ CT for all t ∈ (0,T), (4.5.30)

independently ofN. Then (4.5.25) implies that

N∑

k=0

(aN
k (t))2

2
≤ CT for all t ∈ (0,T). (4.5.31)

In particular from (4.5.30) we have

‖vN‖L∞((0,T),H1
∗ (Ω)) ≤ C (4.5.32)

and
‖vN‖L2((0,T),H3

∗ (Ω)) ≤ C. (4.5.33)

The estimate in (4.5.31) allow to extend globally the solution to (4.5.22) to (0,T) for an
arbitraryT > 0. Our task now is to pass to the limit asN →∞.Givenϕ ∈ L2((0,T); H1(Ω)),
let ψ ∈ L2((0,T); H3

∗ (Ω)) be defined by

ψ(t, y) :=
∫ 1

y

∫ y′

0
ϕ(t, y′′) dy′′ dy′ (4.5.34)

so that∂ψ(0) = ψ(1) = 0. LetPN be the projection on the subspaceVN of H3
∗ (Ω):

PNψ =

N∑

k=0

bkψk, bk = (ψ, ψk). (4.5.35)

Multiplying (4.5.20) bybk, summing from 0 toN and integrating in time, it follows that
"

QT

vN
t ∂

2PNψ =

"

QT

ṡ
s
y∂vN∂2PNψ +

"

QT

1

s4
m̂(vN)∂3vN∂3PNψ. (4.5.36)

By (4.5.4), (4.5.20) and (4.5.30) we have that
∣∣∣∣∣∣

"

Qt

ṡ
s
y∂vN∂2PNψ

∣∣∣∣∣∣ ≤ C‖ψ‖L2((0,T);H3
∗ (Ω)). (4.5.37)

After integrations by parts we have
∫

Ω

∂3ψ j∂
3ψk = −

∫

Ω

∂2ψ j∂
4ψk = −

∫

Ω

∂2ψ jµkψk = µk

∫

Ω

∂ψ j∂ψk = µkδ jk (4.5.38)
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and by (4.5.35)

∫

Ω

(∂3 PN ψ)2 =

∫

Ω

N∑

j,k=0

b jbk∂
3ψ j∂

3ψk

(4.5.38)
=

N∑

j=0

b2
jµ j ≤

∞∑

j=0

b2
jµ j =

∫

Ω

(∂3ψ)2. (4.5.39)

Thus
∣∣∣∣∣∣

"

Qt

1

s4
m̂(vN)∂3vN∂3PNψ

∣∣∣∣∣∣ ≤ C

("

Qt

m̂(vN)(∂3vN)2
)1/2 ("

QT

(∂3PNψ)2
)1/2

(4.5.30)
≤ C

("

QT

(∂3PNψ)2
)1/2

(4.5.39)
≤ C‖ψ‖L2((0,T);H3

∗ (Ω)). (4.5.40)

Gathering (4.5.37) and (4.5.40) we obtain
∣∣∣∣∣∣

"

Qt

vN
t ∂

2ψ

∣∣∣∣∣∣ ≤ C‖ψ‖L2((0,T);H3
∗ (Ω)) for all ψ ∈ L2((0,T); H3

∗ (Ω)) (4.5.41)

and since∂2ψ = −ϕ
∣∣∣∣∣∣

"

Qt

vN
t ϕ

∣∣∣∣∣∣ ≤ C‖ϕ‖L2((0,T);H1(Ω)) for all ϕ ∈ L2((0,T); H1(Ω)). (4.5.42)

Hence
‖vN

t ‖L2((0,T);(H1(Ω))′) ≤ C. (4.5.43)

Collecting (4.5.32), (4.5.33), and (4.5.43), and using Simon compactness criterion (see The-
orem 4.3 in Section 4.4), a subsequence (still indexed byN) can be selected in such a way
that

vN ∗
⇀ v in L∞((0,T); H1

∗ (Ω)), (4.5.44)

vN ⇀ v in L2((0,T); H3
∗ (Ω)), (4.5.45)

vN → v in C([0,T); L2(Ω)), (4.5.46)

vN
t ⇀ vt in L2((0,T); (H1

∗ (Ω))′). (4.5.47)

which in particular implies (i) − (iii ) of Proposition 4.1. We want now pass to the limit as
N → ∞ in the weak formulation (4.5.36). By (4.5.47), we have that as N → ∞:

"

QT

vN
t ∂

2PNψ =

"

QT

vN
t ∂

2ψ −→
∫ T

0
< vt, ∂

2ψ >
(4.5.34)
= −

∫ T

0
< vt, ϕ > . (4.5.48)
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From (4.5.45) and the regularity of̂mwe have

m̂(vN) −→ m̂(v) in L2(QT) asN→ ∞. (4.5.49)

Indeed
"

QT

|m̂(vN) − m̂(v)|2 ≤
"

QT

sup|m̂′|2|vN − v|2 ≤ C
"

QT

|vN − v|2 (4.5.45)−→ 0

as N → ∞. Thus (4.5.49) and (4.5.45) allow to pass to the limit in the third integral of
(4.5.36):

"

QT

1
s4

m̂(vN)∂3vN∂3PNψ→
"

QT

1
s4

m̂(v)∂3v∂3ψ
(4.5.34)
= −

"

QT

1
s4

m̂(v)∂3v∂ϕ. (4.5.50)

Now for the first term of the right hand side in (4.5.36) we have

"

QT

ṡ
s
y∂vN ∂2PNψ

(4.5.44)−→
"

QT

ṡ
s
y∂v∂2ψ

(4.5.34)
= −

"

QT

ṡ
s
y∂vϕ. (4.5.51)

Combining (4.5.48) and (4.5.50) with (4.5.51) enables us topass to the limit and obtain a
weak solution in the following sense:

∫ T

0
< vt, ϕ >=

"

QT

ṡ
s
y∂vϕ +

"

QT

1

s4
m̂(v)∂3v∂ϕ (4.5.52)

for all ϕ ∈ L2((0,T),H1(Ω)). It follows that the original functionv(y, t) = v̂(y, t) + ε is a
solutionv to (Pε,δ,σ,s) in the sense of Proposition 4.1. �

In order to pass from Proposition 4.2 to Proposition 4.1, some useful a priori estimates
are presented in the following lemma:

Lemma 4.2. Let v be a solution to(Pε,δ,σ,s). Suppose mδ,σ ∈ C1(R, [δ, δ−1]) and (4.5.3).
Then the following a priori estimates hold

sup
t

∫

Ω

v2
y

s
dy+

"

Qt

δ

s5
v2

yyy ≤ C
∫

Ω

v2
0y

s0
dy for all t <

δ

Ck4
=: Tδ,k (4.5.53)

‖vt‖L2((0,T);(H1(Ω))′) ≤ C(δ, k, sm). (4.5.54)

Proof. Here and afterC > 1 denotes a universal constant. Sincev ∈ L2(0,T; H3(Ω), choos-
ing ϕ = −∂2v

s in (4.5.2) we obtain on the left hand side:

−
∫ t

0

1
s
< vt, ∂

2v >=
1
2s

∫

Ω

(∂v)2
∣∣∣∣
t

0
+

∫ t

0

ṡ

2s2

∫

Ω

v2
y.
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Therefore

∫

Ω

v2
y

2s

∣∣∣∣
t

0
= −

∫ t

0

ṡ

s2

∫

Ω

y(
v2

y

2
)y −

"

Ωt

1

s5
m̂(v)v2

yyy−
"

Ωt

v2
y ṡ

2s2

= −
∫ t

0

ṡ

s2

v2
y

2
(1)+

"

Ωt

ṡ

s2

v2
y

2
−

"

Ωt

1

s5
mδ,σ(v)v2

yyy−
"

Ωt

v2
y ṡ

2s2

= −
∫ t

0

ṡ

s2

v2
y(1)

2
−

"

Ωt

1

s5
mδ,σ(v)v2

yyy

(4.4.4),(4.3.1)
≤

∫ t

0

|ṡ|
2s2

(∫

Ω

v2
y

)3/4 (∫

Ω

v2
yyy

)1/4

− δ
"

Ωt

1

s5
v2

yyy

=

∫ t

0

|ṡ|
(2δ)1/4

(
1
2s

∫

Ω

v2
y

)3/4 (
δ

s5

∫

Ω

v2
yyy

)1/4

− δ
"

Ωt

1

s5
v2

yyy. (4.5.55)

Using Hölder and Joung inequalities, we obtain

sup
t

∫

Ω

v2
y

2s
dy ≤ 1

(2δ)1/4

(∫ t

0
ṡ2

)1/2

∫ t

0


∫

Ω

v2
y

2s


3/2 (∫

Ω

δ

s5
v2

yyy

)1/2

dt



1/2

−
"

Qt

δ

s5
v2

yyy dy

≤ k

(2δ)1/4

sup
t

∫

Ω

v2
y

2s


3/4 

∫ t

0


∫

Ω

δv2
yyy

s5


1/2

dt



1/2

−
"

Qt

δ

s5
v2

yyy dy

≤ kt1/4

(2δ)1/4

sup
t

∫

Ω

v2
y

2s


3/4 ("

Qt

δ

s5
v2

yyy dydt

)1/4

−
"

Qt

δ

s5
v2

yyy dy

≤ C
k4/3t1/3

δ1/3
sup

t
(
∫

Ω

v2
y

2s
dy) − 1

2

"

Qt

δ

s5
v2

yyy dy. (4.5.56)

Now if
k4t
δ
< C−1 then (4.5.53) is recovered. We now show (4.5.54):

∣∣∣∣∣∣

∫ T

0
< vt, ϕ > dt

∣∣∣∣∣∣ =
∣∣∣∣∣∣

"

QT

vtϕ

∣∣∣∣∣∣

≤
∣∣∣∣∣∣

"

QT

ṡ
s
yvyϕ

∣∣∣∣∣∣ +
∣∣∣∣∣∣

"

QT

1

s4
mδ,σ(v)vyyyϕy

∣∣∣∣∣∣ = I1 + I2. (4.5.57)
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We note that

I1 ≤
∫ T

0

|ṡ|
√

s




∫

Ω

v2
y

s


1/2 (∫

Ω

ϕ2
)1/2

 dt

≤ 1
√

sm

(∫ T

0
ṡ2

)1/2 
∫ T

0

(∫

Ω

ϕ2
) 

∫

Ω

v2
y

s




1/2

≤ k
√

sm

sup
t

∫

Ω

v2
y

s


1/2 ("

QT

ϕ2
)1/2

(4.5.53)
≤

("

QT

ϕ2
)1/2

(4.5.58)

and that

I2 ≤
∣∣∣∣∣∣

"

QT

1

s4
mδ,σ(v)vyyyϕy dy

∣∣∣∣∣∣

≤
("

QT

1

s3
mδ,σ(v)ϕ2

y

)1/2 ("

QT

1

s5
mδ,σ(v)v2

yyy

)1/2

≤
(

1

δs3
m

)1/2 ("

QT

ϕ2
y

)1/2 ("

QT

δ

s5
v2

yyy

)1/2

(4.5.53)
≤ C‖ϕ‖L2([0,T);H1(Ω)). (4.5.59)

Inserting (4.5.58) and (4.5.59) in (4.5.57), (4.5.54) follows. �

The last task is to extend by a density argument Proposition 4.2 to the case ofssatisfying
(4.5.1), which will leads us to Proposition 4.1.

Proof of Proposition 4.1.Let sn ∈ C1(0,T) be such thatsn ≥ sm and

sn −→ s in H1(0,T) as n→ ∞. (4.5.60)

By Hölder inequality

|sn(t) − s(t)| ≤
∫ t

0
|ṡn − ṡ| ≤

(∫ T

0
|ṡn − ṡ|2

)1/2

t1/2 ≤ on(1)t1/2

so that
sn −→ s uniformly in (0,T) as n→ ∞. (4.5.61)

Let vn be the solution of (Pε,δ,σ,sn) obtained in Proposition 4.2. From (4.5.53) and (4.5.54)
we have, respectively,

sup
t

∫

Ω

v2
ny

sn
dy+

"

Qt

δ

s5
n
v2

nyyy≤ C
∫

Ω

v2
0ny

s0
dy ≤ C

∫

Ω

v2
0y

s0
dy (4.5.62)
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for all t < Tδ,k and
‖vnt‖L2((0,Tδ,k);(H1

∗ (Ω))′) ≤ C. (4.5.63)

It follows from (4.5.62) and (4.5.63) that for a subsequence(still denoted asvn) we have, as
n→ ∞:

vn
∗
⇀ v in L∞((0,Tδ,k); H1(Ω)), (4.5.64)

vn ⇀ v in L2((0,Tδ,k); H3(Ω)), (4.5.65)

vnt ⇀ vt in L2((0,Tδ,k); (H1(Ω))′). (4.5.66)

From the regularity given in (4.5.64) and (4.5.66), by Simoncompactness criterion (see
Theorem 4.3 in Section 4.4) we have:

vn→ v in C([0,Tδ,k); L2(Ω)) (4.5.67)

asn→ ∞, which, in particular, implies (i); both (ii ) and (iii ) are given by (4.5.65) and the
continuity of the trace operator. Our last task is to pass to the limit asn→ ∞ in the weak
formulation

∫ Tδ,k

0
< vnt, ϕ >=

"

QTδ,k

ṡn

sn
yvnyϕ +

"

QTδ,k

1

s4
n
mδ,σ(vn)vnyyyϕy (4.5.68)

for all ϕ ∈ L2((0,Tδ,k); H1(Ω)). Firstly from (4.5.66) and (4.5.67) we obtain

∫ Tδ,k

0
< vnt, ϕ >−→

∫ Tδ,k

0
< vt, ϕ > as n→ ∞. (4.5.69)

Then, by definition (4.3.1), it follows thatmδ,σ is globally Lipschitz inR, namely

sup|m′δ,σ| ≤ C (4.5.70)

which together with (4.5.67) leads to

mδ,σ(vn) −→ mδ,σ(v) in L2(QTδ) (4.5.71)

as n → ∞ as proved in (4.5.49). Hence combining (4.5.71) with (4.5.65) and (4.5.61),
implies that asn→ ∞

"

QTδ

1

s4
n
mδ,σ(vn)vnyyyϕy −→

"

QTδ

1

s4
mδ,σ(v)vyyyϕy. (4.5.72)

Finally using (4.5.61) and (4.5.60) combined with (4.5.64)we have
"

QTδ

ṡn

sn
yvnyϕ −→

"

QTδ

ṡ
s
yvyϕ as n→ ∞. (4.5.73)

Collecting (4.5.69), (4.5.72) and (4.5.73), we obtain (4.5.2) and Proposition 4.1 follows.�
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4.6 A fixed Point result

In this section we prove:

Proposition 4.3. For any ε, δ, σ > 0 there exists a solution(s, v) to problem(Pε,δ,σ) (see
(4.3.2)) in the sense of Definition 4.1 for T sufficiently small.

Proof. Let k ≥ 1 andT > 0 to be chosen later, and fixsm ∈ (0, s0
2 ]. We set

ST = {s∈ H1(0,T) : ‖ṡ‖L2 ≤ k, s(0) = s0, s≥ sm}.

Given s ∈ ST , let v be the solution of (Pε,δ,σ,s) given in Proposition 4.1. We writef . g,
resp. f ≪ g, if a constantC ≥ 1 independent ofk and ofT < Tδ,k (may depend onδ, v0,
sm, s0, ε, d, Lipschitz constant ofmδ,σ) exists such thatf ≤ Cg, resp.C f ≤ g. The a-priori
bounds translate into:

(4.5.53) ⇒ sup
t

∫

Ω

v2
y +

"

Qt

v2
yyy . 1, (4.6.1)

(4.5.54) ⇒ ‖vt‖L2((0,t);(H1
ε (Ω))′) . 1. (4.6.2)

We observe that

∫ t

0
(vy(t, 1))4 dt

(4.4.4)
.

∫ t

0

(∫

Ω

v2
y

)3/2 (∫

Ω

v2
yyy

)1/2

≤
(
sup

t

∫

Ω

v2
y

)3/2 ("

Qt

v2
yyy

)1/2

t1/2
(4.6.1)
≤ Ct1/2 (4.6.3)

(4.6.1)
. 1 for T ≪ 1. (4.6.4)

Hence it is well defined:

s̃(t) = s0 + d
∫ t

0


v2

y(τ, 1)

s2(τ)
− θ2

S

 dτ =: F(s). (4.6.5)

In addition
∫ t

0
ṡ2 (4.6.5)

. 1+
∫ t

0
(vy(t, 1))4dt

(4.6.4)
. 1 ≤ k2 for T ≪ 1 (4.6.6)

for k sufficiently large and, consequently

s̃(t) ≥ s0 − dθ2
St −Cdt1/2 ≥ s0

2
for T ≪ 1.
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Therefore the inclusionF(ST ) ⊆ ST holds. From now onk is fixed once for all and.,≪
also include dependence onk. We claim that ifT is small enough, then F is a contraction in
ST , i.e. there existsL < 1 such that

‖ ˙̃s1 − ˙̃s2‖L2(0,T) ≤ L‖ṡ1 − ṡ2‖L2(0,T) (4.6.7)

for all s1, s2 ∈ ST . Let (s1, u) and (s2, v) be two pairs. Defines = s1 − s2, w = u − v,
s̃= s̃1 − s̃2. We have:

∫ t

0

˙̃s2 dt .

∫ t

0


u2

y(1)

s2
1

−
v2

y(1)

s2
2


2

dt

.

∫ t

0


u2

y(1)

s2
1

−
v2

y(1)

s2
1


2

dt +
∫ t

0
v4

y(1)


1

s2
1

− 1

s2
2


2

dt

.

∫ t

0
(u2

y(1)+ v2
y(1))2w2

y(1) dt + sup
t

s2
∫ t

0
v4

y(1) dt

(4.6.3)
. t1/4

(∫ t

0
w4

y(1) dt

)1/2

+ t3/2
∫ t

0
ṡ2 (4.6.8)

where in the last inequality we have used

s2 =

(∫ t

0
|ṡ|

)2

. t

(∫ t

0
ṡ2

)
.

Note that as in (4.6.4)

∫ t

0
w4

y(1) dt .

(
sup

t

∫

Ω

w2
y

)3/2 ("

Qt

w2
yyy

)1/2

t1/2. (4.6.9)

Hence (4.6.8) turns into

∫ t

0

˙̃s2 dt ≤
(
sup

t

∫

Ω

w2
y

)3/4 ("

Qt

w2
yyy

)1/4

t1/2 + t3/2
∫ t

0
ṡ2. (4.6.10)

We will now bound the energy ofw in terms ofṡ. We formally write the equation for the
difference as follows :

wt −
ṡ1

s1
yuy +

ṡ2

s2
yvy +

1

s4
1

(mδ,σ(u)uyyy)y −
1

s4
2

(mδ,σ(v)vyyy)y = 0. (4.6.11)

After few calculations,

wt −
ṡ1

s1
ywy +

(
ṡ2

s2
− ṡ1

s1

)
yvy +

1

s4
1

(mδ,σ(u)(uyyy− vyyy))y +

+
1

s4
1

(mδ,σ(u)vyyy)y −
1

s4
1

(mδ,σ(v)vyyy)y +
1

s4
1

(mδ,σ(v)vyyy)y −
1

s4
2

(mδ,σ(v)vyyy)y = 0. (4.6.12)

117



Sow formally solves the following equation

wt −
ṡ1

s1
ywy +

ṡ2 − ṡ1

s1
yvy + ṡ2

(
1
s2
− 1

s1

)
yvy +

1

s4
1

(mδ,σ(u)wyyy)y +

+
1

s4
1

((mδ,σ(u) −mδ,σ(v))vyyy)y +


1

s4
1

− 1

s4
2

 (mδ,σ(v)vyyy)y = 0 in (0, 1). (4.6.13)

We translate (4.6.13) into the weak formulation by testing (4.5.2) withwyy. We obtain

∫

Ω

w2
y

2
dy

∣∣∣∣
t

0
= −

"

Qt

ṡ1

s1
ywywyy+

"

Qt

ṡ2 − ṡ1

s1
wyyyvy +

"

Qt

ṡ2

(
1
s2
− 1

s1

)
wyyyvy

−
"

Qt

1

s4
1

mδ,σ(u)w2
yyy−

"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))wyyyvyyy

−
"

Qt


1

s4
1

− 1

s4
2

mδ,σ(v)wyyyvyyy. (4.6.14)

Our aim is now to obtain an estimate of the form

LHS := sup
t

∫

Ω

w2
y

2
dy+

"

Qt

w2
yyy ≤ R, (4.6.15)

with the remainder terms inR which may be absorbed on the left hand side. We have for
the first term in (4.6.14)

∣∣∣∣∣∣

"

Qt

ṡ1

s1
ywywyy

∣∣∣∣∣∣
(4.5.4)
. t1/4(LHS) ≤ l(LHS) for T ≪ 1 (4.6.16)

where l is a small universal constant (sayl = 1/1000) fixed once for all. For the others
terms in (4.6.14) (except for the fourth one, which is our anchor) we have:

∣∣∣∣∣∣

"

Qt

ṡ
s1

yvywyy

∣∣∣∣∣∣
(4.5.4),(4.6.1)
. t1/4

(∫ t

0
ṡ2

)1/2

(LHS)1/2

≤ l
∫ t

0
ṡ2 + l(LHS) for T ≪ 1. (4.6.17)

∣∣∣∣∣∣

"

Qt

ṡ2

(
1
s2
− 1

s1

)
yvywyy

∣∣∣∣∣∣
(4.5.4)
. t1/4

(
sup

t
s

)
(LHS)1/2

≤ t3/4
(∫ t

0
ṡ2

)1/2

(LHS)1/2

≤ l
∫ t

0
ṡ2 + l(LHS) for T ≪ 1. (4.6.18)
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∣∣∣∣∣∣∣

"

Qt


1

s4
1

− 1

s4
2

mδ,σ(v)wyyyvyyy

∣∣∣∣∣∣∣
.

(
sup

t
s

) ( "

Qt

v2
yyy

)1/2( "

Qt

w2
yyy

)1/2

(4.6.1)
.

(
sup

t
s

) ( "

Qt

w2
yyy

)1/2

. t1/2
(∫ t

0
ṡ2

)1/2 ( "

Qt

w2
yyy

)1/2

(4.5.4)
≤ l

∫ t

0
ṡ2 + l(LHS) for T ≪ 1. (4.6.19)

Sincem is Lipschitz,
∣∣∣∣∣∣∣

"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))wyyyvyyy

∣∣∣∣∣∣∣
. sup

t,y
|mδ,σ(u) −mδ,σ(v)|

("

Qt

v2
yyy

)1/2 ("

Qt

w2
yyy

)1/2

(4.6.1)
.

(
sup
t,y
|w|

)
(LHS)1/2. (4.6.20)

Noting that

sup
y
|w| ≤ w(1)+

∫ 1

y
|wy| ≤

(∫

Ω

w2
y

)1/2

, (4.6.21)

taking the sup int, we obtain

sup
t,y
|w| ≤

(
sup

t

∫

Ω

w2
y

)1/2

. (4.6.22)

Therefore (4.6.20) turns into
∣∣∣∣∣∣∣

"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))wyyyvyyy

∣∣∣∣∣∣∣
. (LHS). (4.6.23)

Unfortunately, however, this is not enough to absorb on the left hand side. Hence we need
a bound on supt,y |w| which depends on ˙s. To do this, we usew as test function in (4.5.2),
obtaining as before

∫

Ω

w2

2
dy

∣∣∣∣
t

0
=

"

Qt

ṡ1

s1
ywwy +

"

Qt

ṡ1 − ṡ2

s1
ywvy +

"

Qt

ṡ2

(
1
s1
− 1

s2

)
ywvy (4.6.24)

+

"

Qt

1

s4
1

mδ,σ(u)wyyywy +

"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))vyyywy

+

"

Qt


1

s4
1

− 1

s4
2

mδ,σ(v)vyyywy.
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Setting

sup
t

∫

Ω

w2 = R1

we now estimate the terms inR1 in a similar fashion as those inR:

∣∣∣∣∣∣

"

Qt

ṡ1

s1
ywwy

∣∣∣∣∣∣ . t1/2
(
sup

t

∫

Ω

w2
)1/2 (

sup
t

∫

Ω

w2
y

)1/2

. t1/2
(
sup

t

∫

Ω

w2
)
+ t1/2

(
sup

t

∫

Ω

w2
y

)

. t1/2
(
sup

t

∫

Ω

w2
)
+ t1/2LHS (4.6.25)

∣∣∣∣∣∣

"

Qt

ṡ1 − ṡ2

s1
ywvy

∣∣∣∣∣∣
(4.6.1)
. t1/2

(
sup

t

∫

Ω

w2
)1/2 (∫ t

0
ṡ2

)1/2

. t1/2
(
sup

t

∫

Ω

w2
)
+ t1/2

∫ t

0
ṡ2 (4.6.26)

∣∣∣∣∣∣

"

Qt

ṡ2

(
1
s1
− 1

s2

)
ywvy

∣∣∣∣∣∣
(4.6.1)
. t1/2

(
sup

t

∫

Ω

w2
)1/2

sup
t

s

. t

(∫ t

0
ṡ2

)
+ t

(
sup

t

∫

Ω

w2
)

(4.6.27)

∣∣∣∣∣∣∣

"

Qt

1

s4
1

mδ,σ(u)wyyywy

∣∣∣∣∣∣∣
. t1/2

("

Qt

w2
yyy

)1/2 (
sup

t

∫

Ω

w2
y

)1/2

(4.5.4)
. t1/2(LHS) (4.6.28)

|
"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))vyyywy| .

(
sup
t,y
|w|

) ("

Qt

v2
yyy

)1/2

t1/2
(
sup

t

∫

Ω

w2
y

)1/2

(4.6.22),(4.6.1)
. t1/2(LHS) (4.6.29)

∣∣∣∣∣∣∣

"

Qt

(
1

s4
1

− 1

s4
2

)mδ,σ(v)vyyywy

∣∣∣∣∣∣∣
.

(
sup

t
s

) ("

Qt

v2
yyy

)1/2

t1/2
(
sup

t

∫

Ω

w2
y

)1/2

(4.6.1)
. t

(∫ t

0
ṡ2

)1/2

(LHS)1/2

. t

(∫ t

0
ṡ2

)
+ t (LHS). (4.6.30)
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For t ≪ 1, 1
2 −Ct1/2 ≥ 1

4. Hence, collecting (4.6.25)-(4.6.30) in (4.6.24) and absorbing on
the left-hand side we conclude

sup
t

∫

Ω

w2 . t1/2
(∫ t

0
ṡ2

)
+ t1/2(LHS). (4.6.31)

Now, by interpolation, we have

sup
y
|w|2 ≤

(∫

Ω

w2
)1/2 (∫

Ω

w2
y

)1/2

+

∫

Ω

w2

≤ l2
(∫

Ω

w2
y

)
+

1

l2

(∫

Ω

w2
)
. (4.6.32)

Taking the sup int

sup
t,y
|w|2

(4.6.31),(4.6.32)
≤ l2(LHS) +

1
l2

t1/2
(∫ t

0
ṡ2 + (LHS)

)

. l2(LHS) + l2
(∫ t

0
ṡ2 + (LHS)

)
for T ≪ 1 (4.6.33)

Therefore, from (4.6.20),

∣∣∣∣∣∣∣

"

Qt

1

s4
1

(mδ,σ(u) −mδ,σ(v))wyyyvyyy

∣∣∣∣∣∣∣
(4.6.33)
. l(LHS) + l

∫ t

0
ṡ2. (4.6.34)

Combining now (4.6.16)-(4.6.19) and (4.6.34) into (4.6.14) and sincel ≪ 1, we obtain the
desired estimate of the form (4.6.15). More precisely (4.6.15) reduces to:

sup
t

∫

Ω

w2
y

2
dy+

"

Qt

w2
yyy ≤ 4l

∫ t

0
ṡ2.

Hence (4.6.10) reads as ∫ t

0

˙̃s2 dt ≤ t1/2
∫ t

0
ṡ2 (4.6.35)

i.e. the contractivity (4.6.7) fort ≪ 1. Applying Banach Fixed-Point Theorem, there exists
a unique fixed points ∈ ST such that

F(s) = s

that is

ṡ= d


v2

y(1)

s2
− θ2

S

 in L2(0,T)

and the boundary condition is recovered. �

121



4.7 A-priori estimates and global existence for the approximat-
ing problems

Given a solution to (Pε,δ,σ), in the sense of Definition 4.1, we have (choosingϕ = s as test
function in (4.5.2))

∫

Ω

svdy
∣∣∣∣
t

0
=

"

Qt

(ṡv+ svt)

=

"

Qt

ṡv +
"

Qt

ṡyvy

=

"

Qt

ṡv +
∫ t

0
ṡ
[
yv

]1
0 −

"

Qt

ṡv

=

∫ t

0
ṡv(1) = ε

∫ t

0
ṡ. (4.7.1)

Therefore ∫

Ω

svdy =
∫

Ω

s0v0 dy+ ε(s(t) − s0). (4.7.2)

We are now ready to exploit the dissipative structure of the problem, obtaining the following
a-priori bounds.

Lemma 4.3. Let ε > 0, δ > 0, σ > 0, s0 > 0, and v0ε ∈ H1
0(Ω) such that

∫
Ω

v0 > 0. Then a
positive constant C, depending only on‖v0ε‖H1 and s0, exists such that any solution(s, v) of
(Pε,δ,σ) in the sense of Definition 4.1 satisfies for all t∈ (0,T):

s(t) ≥ C−1 (4.7.3)

sup
t

∫

Ω

v2
y ≤ C, (4.7.4)

∫ t

0

∫

Ω

mδ,σ(v)v2
yyy ≤ C, (4.7.5)

∫ t

0
ṡ2 ≤ C, (4.7.6)

∫ t

0
(
v2

y(t, 1)

s2
− θ2

S)2 ≤ C, (4.7.7)

‖vt‖L2((0,T);(H1(Ω))′) ≤ C, (4.7.8)

‖s‖∞ ≤


C if θS > 0

C(1+
√

t) if θS = 0.
(4.7.9)
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Proof. Let v be a solution of (Pε,δ,σ) in the sense of Definition 4.1. Testing (4.3.3) with− vyy

s

and arguing as in the proof of Lemma 4.2 we obtain

∫

Ω

v2
y

2s

∣∣∣∣
t

0
= −

∫ t

0
ṡ
v2

y(t, 1)

2s2
−

"

Qt

1

s5
mδ,σ(v)v2

yyy. (4.7.10)

Note that
∫

Ω

sθ2
S

2

∣∣∣∣
t

0
=

∫ t

0

∫

Ω

ṡ
θ2

S

2
. (4.7.11)

Hence, recalling (4.1.10),

E(v)
∣∣∣∣
t

0
=

1
2

∫

Ω

(
v2

y

s
+ sθ2

S) dy
∣∣∣∣
t

0
= −

∫ t

0

ṡ
2


v2

y|y=1

2s2
− θ2

S

 −
"

Qt

1

s5
mδ,σ(v)v2

yyy (4.7.12)

and sincev satisfies the contact-angle condition, we conclude that

E(v)
∣∣∣∣
t

0
= − 1

2d

∫ t

0
ṡ2 −

"

Qt

1

s5
mδ,σ(v)v2

yyy (4.7.13)

as long asv is defined, i.e. fort < T. As long as it is defined (in particular,s(t) > 0), we
also have

v(y, t) = ε +

∫ y

1
vy ≤ ε +

√
s(t)


∫ 1

0

v2
y

s(t)


1/2

(4.7.13)
≤ ε +C

√
s, (4.7.14)

where C depends only on‖v0‖H1 ands0. On the other hand, it follows from (4.7.2) that

s(t)
∫

Ω

v = s0

∫

Ω

vε0 + ε(s(t) − s0) ≥ s0

∫

Ω

(vε0 − ε) > 0 (4.7.15)

provided
∫
Ω

vε0 > ε. Combining (4.7.14) and (4.7.15),

s(t)(ε +C
√

s(t)) ≥ C−1

which implies that

s(t) ≥ C−1. (4.7.16)

Using (4.7.16) into (4.7.13) and arguing as in the proof of Proposition 4.1, we obtain
(4.7.3)–(4.7.9). �

We now show that inequalities (4.7.3)-(4.7.9) yield a uniform control on a suitable
Hölder norm ofv in QT .
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Lemma 4.4. Let ε > 0, δ > 0, σ > 0, s0 > 0, and v0 ∈ H1
0(Ω) such that

∫
Ω

v0 > 0. Then a
positive constant C, depending only on‖v0ε‖H1 and s0, exists such that any solution(s, v) of
(Pε,δ,σ) in the sense of Definition 4.1 satisfies:

|v(t, y1) − v(t, y2)| ≤ C|y1 − y2|1/2 for all y1, y2 ∈ Ω, t ∈ [0,T) (4.7.17)

|v(t1, y) − v(t2, y)| ≤ C|t1 − t2|1/8 for all y ∈ Ω, t1, t2 ∈ (0,T) (4.7.18)

|v(t, y)| ≤ C in QT . (4.7.19)

Proof. From (4.7.4) it follows that

|v(t, y1) − v(t, y2)| ≤
∫ y2

y1

|vy(t, ξ)| dξ ≤
(∫ y2

y1

|vy|2
)1/2

|y1 − y2|1/2

≤
(
sup

t

∫

Ω

|vy|2
)1/2

|y1 − y2|1/2
(4.7.4)
≤ C|y1 − y2|1/2. (4.7.20)

Therefore (4.7.17) is achieved. (4.7.19) follows immediately from Poincare inequality,
v(t, 1) = ε, (4.7.4) and the embeddingH1(Ω) ⊂ L∞(Ω). For the Hölder continuity in time
we consider a non-negative cut-off functionϕ ∈ C∞c (R) such that

supp(ϕ) ⊂ (−2, 2) and
∫

R

ϕ(s) ds= 1,

and we setϕδ(y) = δ−1ϕ(δ−1y), for someδ > 0 to be chosen later. We have

|v(t2, ȳ) − v(t1, ȳ)| ≤
∫

Ω

ϕδ(y− ȳ)|v(t2, ȳ) − v(t2, y)| dy

+

∣∣∣∣∣
∫

Ω

ϕδ(y− ȳ)(v(t2, y) − v(t1, y))
∣∣∣∣∣ dy

+

∫

Ω

ϕδ(y− ȳ)|v(t1, y) − y(t1, ȳ)| dy =: I1 + I2 + I3. (4.7.21)

For the first and the third terms we have

I1 + I3
(4.7.17)
≤ C

∫

Ω

ϕδ(y− ȳ)|ȳ− y|1/2 dy

= C
∫

Ω

ϕ

(y− ȳ
δ

)
|y− ȳ| 12 d

(y− ȳ
δ

)

= C
∫

Ω

ϕ(z)(δz)
1
2 dz

≤ Cδ1/2. (4.7.22)
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For the second term we have

I2 =

∣∣∣∣∣
∫

Ω

ϕδ(y− ȳ)(v(t2, y) − v(t1, y))
∣∣∣∣∣

=

∣∣∣∣∣∣

∫

Ω

ϕδ(y− ȳ)

(∫ t2

t1
vt(τ, y) dτ

)∣∣∣∣∣∣ =
∣∣∣∣∣∣

∫ t2

t1

∫

Ω

ϕδ(y− ȳ)vt(τ, y) dxdτ

∣∣∣∣∣∣
(4.3.3)
≤

∣∣∣∣∣∣

∫ t2

t1

∫

Ω

ϕδ(y− ȳ)
ṡ
s
yvy

∣∣∣∣∣∣ +
∣∣∣∣∣∣

∫ t2

t1

∫

Ω

ϕδy(y− ȳ)
1
s4

mδ,σ(v)vyyy

∣∣∣∣∣∣
=: I ′2 + I ′′2 . (4.7.23)

We note that

I ′2 =

∣∣∣∣∣∣

∫ t2

t1

∫

Ω

ϕδ(y− ȳ)
ṡ
s
yvy

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∫ t2

t1

∫

Ω

ṡ
s

1
δ
ϕ

(y− ȳ
δ

)
yvy

∣∣∣∣∣∣ ≤

(4.7.3)
≤ Cδ−1

(∫ t

0
ṡ2

)1/2 (∫ t2

t1

∫

Ω

v2
y

)1/2

(4.7.4)
≤ Cδ−1|t1 − t2|1/2 (4.7.24)

and

I ′′2 =

∣∣∣∣∣∣

∫ t2

t1

∫

Ω

1
s4
ϕδy(y− ȳ)mδ,σ(v)vyyy

∣∣∣∣∣∣
(4.7.3)
≤ C

(∫ t2

t1

∫

Ω

mδ,σ(v)v2
yyy

)1/2 (∫ t2

t1

∫

Ω

mδ,σ(v)(ϕδy(y− ȳ))2
)1/2

(4.7.5),(4.7.19)
≤ C

(∫ t2

t1

∫

Ω

δ−4ϕ2
y

)1/2

≤ Cδ−2
(∫ t2

t1

∫

Ω

ϕ2
y

)1/2

≤ Cδ−2|t1 − t2|1/2|suppϕδ|1/2 = Cδ−3/2|t1 − t2|1/2 (4.7.25)

which imply
I2 ≤ Cδ−1|t1 − t2|1/2 +Cδ−3/2|t1 − t2|1/2. (4.7.26)

Combining (4.7.23) and (4.7.26) in (4.7.21), we obtain

|v(t2, ȳ) − v(t1, ȳ)| ≤ C(δ−3/2|t1 − t2|1/2 + δ−1|t1 − t2|1/2 + δ1/2)

≤ C(δ−3/2|t1 − t2|1/2 + δ1/2). (4.7.27)

Minimizing the right-hand side of (4.7.27) with respect toδ yields (4.7.18) . Indeed, setting
∆t = t1 − t2 we consider the function

f (δ) = δ−3/2(∆t)1/2 + δ1/2.

Deriving with respect toδ we obtain

f ′(δ) = −3
2
δ−5/2(∆t)1/2 +

1
2
δ−1/2
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so that the minimizer is
δmin ∼ (∆t)1/4.

Therefore
f (δmin) = f ((∆t)1/4) ∼ (∆t)1/8

and (4.7.18) follows. �

We are now ready to prove the following.

Proposition 4.4. Let ε > 0, δ > 0, σ > 0, s0 > 0, and v0 ∈ H1(Ω) such that
∫
Ω

v0 > 0.
Then there exists a pair(s, v) which solves(Pε,δ,σ) in (0,T) for all T < ∞ in the sense of
Definition 4.1. Furthermore, estimates(4.7.3)–(4.7.9)and (4.7.17)-(4.7.19)hold true.

Proof. By Proposition 4.3, there exists a pair (s, v) which solves (Pε,δ,σ) in the sense of
Definition 4.1 up to a certainT > 0, which we assume w.l.o.g. to be maximal. If by
contradictionT < ∞, by (4.7.6), (4.7.9), (4.7.4) and (4.7.19) we may find a subsequence
tn → T such thats(tn) → s(t) andv(tn, y) ⇀ vT(y) in H1

ε(Ω). We may therefore apply
Proposition 4.3 with initial datumvT(y) andsT(0) = s(T), obtaining a solution (sT(t), vT) in
QT′ for someT′ > 0. But then

s̃(t) =


s(t) t < T

sT(t − T) t ∈ (T,T + T′)
ṽ(t, y) =


v(t, y) t < T

vT(t − T, y) t ∈ (T,T + T′)

would solve (Pε,δ,σ) in (0,T + T′), in cotradiction with the maximality ofT. �

4.8 The limit δ→ 0: Entropy estimates and positive solutions of
approximating problems

The aim of this section is to pass to the limit asδ → 0, obtainingpositivesolutions of the
approximating problems (Pε,σ) = (P0,ε,σ). Crucial to this aim is the following entropy-type
estimate:

Lemma 4.5. Let δ, ε, σ > 0, v0 ∈ H1(Ω) non-negative with
∫
Ω

v0 > 0, s0 > 0, and let v be
a global solution of Problem(Pε,δ,σ) as given by Proposition 4.4. Then positive constants
C ≥ 1 and C(ε,T) ≥ 1 exist such that

sup
t≤T

∫

Ω

Gσ,δ(v(t)) +C−1
"

QT

v2
yy ≤ C(ε,T) for all T < ∞. (4.8.1)

Proof. We introduce the functions

Gσ,δ(τ) =
∫ A

τ

∫ A

τ′

1
mσ,δ(τ′′)

dτ′′dτ′, (4.8.2)
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whereA > ‖vσ,δ‖ (A is uniform in view of (4.7.19)), so that

G′′σ,δ =
1

mσ,δ

. (4.8.3)

Using sG′
σ,δ

(v) as test function in (4.3.3) we obtain

[
s
∫ 1

0
Gσ,δ(v)

]t

0
=

∫ t

0
< vt, sG′σ,δ(v) > +

"

Qt

ṡGσ,δ(v)

=

"

Qt

ṡyvyG
′
σ,δ(v) +

"

Qt

1

s3
G′′σ,δ(v)vymσ,δ(v)vyyy+

"

Qt

ṡGσ,δ(v)

(4.8.3)
=

∫ t

0
ṡ
[
yGσ,δ(v)

]1
0 −

"

Qt

ṡGσ,δ(v) +
"

Qt

1

s3
vyvyyy+

"

Qt

ṡGσ,δ(v)

=

∫ t

0
ṡGσ,δ(ε) +

∫ t

0

1

s3

[
vyvyy

]1
0
−

"

Qt

1

s3
v2

yy. (4.8.4)

Sincemσ,δ(ε) ≥ εn we have

Gσ,δ(ε) =
∫ A

ε

∫ A

τ

dr
mσ,δ(r)

≤ (A− ε)2

mσ,δ(ε)
≤ A2

εn . (4.8.5)

Therefore, recalling (4.7.6) and (4.7.3), we obtain

∫

Ω

Gσ,δ(v)
∣∣∣∣∣
t

0
+C−1

"

Qt

v2
yy ≤ C(ε, t) +C

∫ t

0

[
|vyvyy|

]1

0
, (4.8.6)

where in this proofC denotes a generic universal constant. In order to estimate the other

boundary term, we recall the boundary condition ˙s(t) = d
(

v2
y(t,1)

s2 − θ2
S

)
. Hence we have

|vy(t, 1)| =

√(
ṡ(t)
d
+ θ2

S

)
s2(t) a.e. in L2(0,T).

Therefore (we drop time-dependence for notational convenience):

∫ t

0
|vy(1)vyy(1)| ≤

∫ t

0

√
( ṡ

d + θ
2
S)s2

v2(1)
v2(1)|vyy(1)|

≤
∫ t

0

√
( ṡ

d + θ
2
S)s2

ε2
‖v2vyy‖L∞(Ω)

(4.7.9)
.

1

ε2

(∫ t

0
(1+ ṡ2)

)1/4 (∫ t

0

∥∥∥v2vyy

∥∥∥4/3

L∞(Ω)

)3/4

(4.7.6)
.

1

ε2

(∫ t

0

∥∥∥v2vyy

∥∥∥4/3

L∞(Ω)

)3/4

.
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We observe that

|v2vyy|L∞(Ω) ≤
∣∣∣∣∣
?

Ω

v2vyy

∣∣∣∣∣ +
∫

Ω

∣∣∣(v2vyy)y

∣∣∣

=

∣∣∣∣∣
?

Ω

v2vyy

∣∣∣∣∣ +
∫

Ω

2vyvvyy +

∫

Ω

v2vyyy

≤
(∫

Ω

v4
)1/2 (∫

Ω

v2
yy

)1/2

+

(∫

Ω

v2v2
y

)1/2 (∫

Ω

v2
yy

)1/2

+

(∫

Ω

v4v2
yyy

)1/2

.(4.8.7)

Therefore, recalling the uniform bounds in Proposition 4.4,

∫ t

0
|vy(1)vyy(1)| . 1

ε2


∫ t

0

(∫

Ω

v2
yy

)2/3

+

(∫

Ω

v2
yyyv

4 dt

)2/3
3/4

. (4.8.8)

We recall once again (see (4.7.19)) that the solutions satisfy ‖v‖∞ ≤ C. Since

mσ,δ(v) ≤ C−1v4 for all |v| ≤ C,

in fact we have

∫ t

0
|vy(1)vyy(1)| . 1

ε2


∫ t

0

(∫

Ω

v2
yy

)2/3

+

(∫

Ω

mσ,δ(v)v2
yyy

)2/3
3/4

≤ 1

ε2

t1/3
("

Qt

v2
yy

)2/3

+ t1/3
("

Qt

mσ,δ(v)v2
yyy

)2/3
3/4

≤ t1/4

ε2

("

Qt

v2
yy

)1/2

+
t1/4

ε2

("

Qt

mσ,δ(v)v2
yyy

)1/2

. (4.8.9)

Using Young’s inequality and the uniform bounds of Proposition 4.4 we conclude that
∫ t

0
|vy(1)vyy(1)| ≤ C(ε,T) +C−1

"

Qt

v2
yy. (4.8.10)

Plugging (4.8.10) into (4.8.6) we conclude that
∫

Ω

Gσ,δ(v(t)) +C−1
"

Qt

v2
yy ≤ C(ε,T) +

∫

Ω

Gσ,δ(v0ε)

and sinceε ≤ v0ε ≤ C, the proof is complete. �

We are now ready to pass to the limit asδ→ 0. Namely, we will prove the following:

Proposition 4.5. Letσ, ε > 0. For any non-negative v0 ∈ H1(Ω) with
∫
Ω

v0 > 0, a pair of
functions(s, v) exists which solves Problem(Pε,0,σ) in (0,T), for all T > 0, in the sense of
Definition 4.1. Furthermore

v > 0 in QT

and v satisfies the estimates in Proposition 4.4.
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Proof. Let vδ be a global solution of (Pε,δ,σ) as given by Proposition 4.4, and letT > 0. In
view of (4.7.17)-(4.7.19), the Ascol̀ı-Arzelà theorem allows to select a subsequence (still
indexed byδ) such that

vδ −→ v in C
1
2 ,

1
8 ([0,T) × Ω̄) as δ→ 0. (4.8.11)

The right-hand side of (4.8.1) is uniformly bounded with respect toδ. Thereforevδyy ⇀ vyy

in L2(QT). Passing to the limit in (4.8.1) and using lower semi-continuity we see that

sup
t≤T

∫

Ω

Gσ(v(t)) +
"

QT

v2
yy < ∞. (4.8.12)

SinceGσ(v) ∼ v−2 as v → 0, the Hölder continuity ofv implies thatv > 0 in Q̄T for
all T > 0. Because of this bound, the problem becomes essentially a uniformly parabolic
one, and it is therefore straightforward to pass to the limitas δ → 0 and complete the
proof, as done in the proof of Proposition 4.1. We only note that (v) holds: sincevt and
v are bounded inL2((0,T); (H1(Ω))′), resp. L2((0,T); H3(Ω)), uniformly with respect to
δ, Simon’s compactness criterion (see Theorem 4.3 in Section4.4) implies thatvδ → v
strongly inL2((0,T); H2(Ω)), hencevδy|y=1 → vy|y=1 in L2(0,T) by the continuous embed-
ding H1(Ω) ⊂ L2(∂Ω). �

Remark 4.1. We observe that vyy may be used as test function in(4.3.3). Therefore, arguing
as in the proof of(4.7.13), the energy estimate continues to holdas an equality:

1
2

∫

Ω

v2
σy

s
(t) dy+

1
2d

∫ t

0
ṡ2 +

"

QT

1

s5
mσ(vσ)v2

σyyy dy dt =
1
2

∫

Ω

v2
0σy

s0
dy. (4.8.13)

4.9 The limit σ→ 0: Proof of the main result

We letε = σ. The aim of this section is to letσ→ 0 in (Pσ,σ) and thus prove Theorem 4.1.

Proof of Theorem 4.1.Let ṽσ be a global solution of (Pσ,σ) with initial datumv0σ, as given
in Proposition 4.5, letI = (−1, 1), Qt = (0, t) × I , and let

vσ(t, y) =


ṽσ(t, y) if y ∈ [0, 1]
ṽσ(t,−y) if y ∈ [−1, 0).

Note that we havevσ ∈ L2
loc([0,∞); H3(I )) since (ṽσ)y|y=0 = 0. In the course of the proof

C will denote a generic positive constant independent ofσ. In view of (4.7.17)-(4.7.19), the
Ascol̀ı-Arzelà theorem allows to select a subsequence (still indexed byσ) such that

vσ −→ v in C
1
2 ,

1
8 ([0,T] × Ī ) for all T > 0 as σ→ 0. (4.9.1)
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In particular, we also have that

mσ(vσ) −→ m(v) uniformly in [0,T] × Ī for all T > 0 as σ→ 0. (4.9.2)

Bounds (4.7.4), (4.7.3), (4.7.6), and (4.7.8) imply, respectively, that (for a subsequence)

vσ
∗
⇀ v in L∞((0,T); H1(I )) for all T > 0 as σ→ 0, (4.9.3)

sσ ⇀ s in H1((0,T)) for all T > 0 as σ→ 0, (4.9.4)

sσ → s> 0 uniformly in (0,T) for all T > 0 as σ→ 0, (4.9.5)

and
vσt ⇀ v in L2((0,T); (H1(I ))′) as σ→ 0. (4.9.6)

We recall (see (4.7.5)) that
"

QT

mσ(vσ)v2
σyyy ≤ C (4.9.7)

for all T > 0. We want now to prove that the weak formulation (4.1.12) holds, passing to
the limit asσ→ 0 in

∫ T

0
< vσt, ϕ > dt =

"

QT

ṡσ
sσ

yvσyϕ +

"

QT

1

s4
σ

mσ(vσ)vσyyyϕy (4.9.8)

for all ϕ ∈ L2((0,T),H1(I )). It follows from (4.9.6) that
∫ T

0
< vσt, ϕ > dt −→

∫ T

0
< vt, ϕ > dt asσ→ 0. (4.9.9)

From (4.9.3), (4.9.4), and (4.9.5) we easily see that
"

QT

ṡσ
sσ

yvσyϕ −→
"

QT

ṡ
s
yvyϕ asσ→ 0. (4.9.10)

Finally, we show that

Jσ =
"

QT

1

s4
σ

mσ(vσ)vσyyyϕy −→
"

{v>0}

1
s4

m(v)vyyyϕy asσ→ 0. (4.9.11)

For (4.9.11), we use the argument in [13], which is nowadays standard for thin-film equa-
tions. Given a compact setK ⋐ {v > 0}, by (4.9.1) we have minK v > 0. By the uniform
convergence (4.9.1) we in fact have

vσ ≥
1
2

min
K

v in K

for σ < σ(K). Sincemσ is increasing, it follows from (4.9.7) that
"

K
v2
σyyy ≤ C(K) for σ < σ(K). (4.9.12)

130



Hence a subsequenceσn→ 0 (depending onK) exists such that

vσnyyy ⇀ f in L2(K).

Given any sequencevσn with this property, for allϕ ∈ C∞c (K) we have
"

K
ϕ(vσn)yyy = −

"

K
ϕyyyvσn

and passing to the limit asn→ ∞ we can identifyf = vyyy in L2(K). Therefore the whole
sequence converges tovyyy in K, and the arbitrariness ofK implies that

vσyyy ⇀ vyyy in L2
loc({v > 0}) as σ→ 0. (4.9.13)

For a fixedη > 0, we splitJσ as follows:

Jσ =
"

{v≥η}

1

s4
σ

mσ(vσ)vσyyyϕy +

"

{v<η}

1

s4
σ

mσ(vσ)vσyyyϕy = J′σ + J′′σ . (4.9.14)

From (4.9.13), (4.9.5), and (4.9.2) we obtain

J′σ =
"

{v≥η}

1

s4
σ

mσ(vσ)vσyyyϕy
σ→0−→

"

{v≥η}

1

s4
m(v)vyyyϕy. (4.9.15)

By Hölder inequality, and sincevσ < 2η in {v < η} for σ < σ(η) sufficiently small, we have

∣∣∣J′′σ
∣∣∣ =

∣∣∣∣∣∣

"

{v<η}

1

s4
σ

mσ(vσ)vσyyyϕy

∣∣∣∣∣∣
(4.7.3)
≤ C

("

QT

mσ(vσ)v2
σyyy

)1/2 ("

{v<η}
mσ(vσ)ϕ2

y

)1/2

(4.7.5)
≤ C

 sup
vσ∈(0,2η)

|mσ(v)|


1/2 ("

QT

ϕ2
y

)1/2

.

Therefore
lim sup
σ→0

∣∣∣J′′σ
∣∣∣ ≤ oη(1) asη→ 0.

Hence, passing to the limit in (4.9.14) asσ → 0, recalling (4.9.15) and using the arbitrari-
ness ofη we conclude that

"

QT

1

s4
σ

mσ(vσ)vσyyyϕy −→
"

{v>0}

1
s4

m(v)vyyyϕy as σ→ 0. (4.9.16)

Combining (4.9.9), (4.9.10) and (4.9.16) we pass to the limit asσ → 0 in (4.9.8) and
(4.1.12) is recovered. Finally, the energy estimate is an immediate consequence of (4.8.13)
and lower semi-continuity. �
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Appendix A

The Burgers tensor

A.0.1 The discrete viewpoint

Plasticity crystal arise in response to the motion of dislocations, and dislocation-induces
defectiveness of a crystal may be characterized by theBurgers vector, a geometric quantity
that measures the closure failure of circuits in the atomic lattice. Both dislocations and
they accompanying Burgers vector are microscopic quantities: There are no dislocations
in a continuum theory. Even so, the microscopic definition ofthe Burgers vector may be
lifted, almost without change,to form a macroscopic kinematical concept appropriate to a
continuous body undergoing plastic deformation. Considera two-dimensional crystal lattice
as displayed in the following figures:

Figure 1.1:A closed path in a lattice with a dislocation at the point marked⊗

In Fig. 1.2 it is shown the deformed lattice with a dislocation at the point marked with
the symbol⊗, while Fig. 1.1 shows the undeformed defect-free crystal lattice. Consider
a clockwise closed circuit, theBurgers circuit, with starting and ending lattice point the
purple one, that lies in the deformed lattice and surrounds the dislocation. Then, because of
the presence of the dislocation, the same circuit in the undeformed defect-free lattice starts
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Figure 1.2:A undeformed defect-free crystal lattice

at pointS and ends atF, and is therefore not closed. The vectorb closing the circuit in Fig.
1.2 and directed from the end pointF to the starting pointS is called theBurgers vector.

A.0.2 The continuum viewpoint

In formulating the constitutive equation for the free energy ψ, we not only consider the
standard dependence on the elastic strainEe, but we also consider a dependence ofψ on
∇Ep via dependence on the Burger tensor

G := curlEp

which is a measure of themacroscopic Burger vector.

Assume thatΓ is the boundary curve on a smooth oriented surfaceS in the body, with
unit normae for S. Because byHp represents the distortion of the lattice due to the for-
mation of dislocations, the corresponding integration around Γ in the distorted lattice is
represented through Stokes’ Theorem by the integral

b(Γ) =
∫

Γ

Hp dX =
∫

S
(curlHp)TedA. (A.0.1)

This integral is nonzero, as the plastic distortionHp is not the gradient of a vector field, and
we associate the vector measure

(curlHp)TedA

with theBurgers vectorcorresponding to the boundary curve of the surface-elemente dA.
Thus, in this sense the tensor field

G = curlHp (A.0.2)

which we refer to as theBurgers tensor, provides a local characterization of the Burgers
vector. Specifically,GTe provides a measure of the (local) Burgers vector for the plain Π
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with unit normale, and may be viewed as the local Burgers vector, per unit area,for those
dislocations lines that pierceΠ. Since curl∇u = 0,

G = −curlHe

a relation often referred as thefundamental equation of the continuos theory of disloctions.
The relation (A.0.2) seems most relevant to theories of plasticity involving plastic-strain
gradients.
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