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Introduction

”...re-entry...is perhaps one of the most difficult probteame can imagine...It is
certainly a problem that constitutes a challenge to the besins working in these
domains of modern aerophysics...possible means [inclondess transfer cooling,
consisting of a coating that sublimates or chemically disstes..”

-Theodore von Karman

Hypersonic aerodynamic heating

The matter of aerodynamic heating is an extremely impogspéct of hypersonic
vehicle design and the understanding and accurate pradictisurface heat flux
is a vital part of the study and design of a hypersonic vehitle kinetic energy
of a high-speed, hypersonic flow is dissipated by frictioside the boundary-
layer. The viscous dissipation that occurs within hypeisboundary-layers can
produce very high heat-transfer rates to the surface. Ttfacguitself must be
designed in order to sustain the heat flux without collapsing to prevent the
heat load from damaging the underlying structure. Theesfarface heat transfer
is usually one of the dominant aspect that drives the degiggersonic vehicles
and also of rocket nozzles. To understand why the aerodyniagaiting becomes
so large at hypersonic speeds, we can derive some useftibnsldrom the flat
plate theory.

The local heat-transfer coefficient can be expressed by aeybthe several
defined parameters, such as tantornumberC), defined as follows:

Guw
p— 1
Ch peue(haw - hw) ( )

wheregq,, is the heat transfer (energy per second per unit area) ietaétll, /,,,,
andh,, are the adiabatic wall enthalpy and the wall enthalpy, retbgely, and the
subscripte denotes local properties at the outer edge of the boundgey. ldf
we consider the case of a flat plate parallel to the flow, thesa properties are

1
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simply freestream values, namely, andu... The wall heat flux is therefore:

quw = poouooch(haw - hw) (2)

Assuming for simplicity a recovery factor of unity, the dolsic wall enthalpy has
the following expression:

u2
haw:hO:hoo_‘_?.o (3)
whereh, is the total enthalpy of the flow. Since at hypersonic speedy/?2 is
much larger than., from (3) we obtain:

B ~ (4)

Moreover, even if the surface temperature can be high irkihts of application,
it is still limited by the material itself, i.e. it cannot exed the melting or failing
temperature of the protection material. Hence, the sudatealpyh, is usually
much smaller than, at hypersonic speeds. That is, using also (4):

2
Us
(haw - hw) ~ haw ~ 7 (5)

Substituting Eqg. (5) into (2) we obtain the approximatetieta

1
G ~ = pocti® O, (6)

2
The main purpose of Eq. (6) is to demonstrate that aerodynleating increases
with the cube of flight velocity and hence increases verydigpin the hyper-
sonic flight regime, such is the case of an atmospheric neeBi comparison,
aerodynamic drag is given by:

1
D=3 Poctt®. SCp (7)

Hence, at hypersonic speeds, aerodynamic heating inegeamich more rapidly
with velocity than drag, and this is the primary reason whydgnamic heating
is a dominant aspect of hypersonic vehicle design.

Early Reentry Vehicles: Blunt Bodies and Ablatives

Although various people, including Wernher von Braun anteotexperts, had
studied spaceflight during th®40's nobody began thinking about how a vehicle
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would actually return from space until the eatl§50’s. The few who did, like
von Braun, realized that probably the best way to do it wasuitdla very big
vehicle and circulate a fluid through its skin to soak up theg loéreentry. Clearly
the problem of reentry to Earth’s atmosphere was a significhallenge for the
early spaceflight researchers, as they considered howdesttcome the heat
generated by friction. However, not all reentry vehiclesevepacecraft such as
the atomic warheads launched atop ballistic missiles. Weyld fly up in a
cannonball arc above most of the atmosphere and then corkehraagh it at
around20 times the speed of sound, heating up tremendously.

Early research on missile reentry vehicles during th&0’s focused upon
long, needle-like designs. When tested in wind tunnels, sohnheat was trans-
ferred to these vehicles that they burned up. Scientist kardallen at the Ames
Aeronautical Laboratory made a rather counter-intuitiilscovery in1952: he
found that by increasing the drag of the vehicle, he couldicedhe heat it gen-
erated. Much of the heat of reentry was actually deflected/ drean the vehicle.
The best designs were what Allen and another scientistedlfr Eggers, called
"blunt-body” designs. Instead of needle-noses, they hadthioses that formed
a thick shock wave ahead of the vehicle that both deflectedeheand slowed it
more quickly, thereby protecting the vehicle.

ATON

Figure 1: Prototype version of the Mk-2 reentry vehicle (RV)

Based upon this research,li®h5 General Electric (GE) engineers began work
on the Mark 2 reentry vehicle (see Figure 1) for the Thor, tdu@nd Atlas mis-
siles. The Mark 2 was a blunt body design. Much of the heat veleded
away from the vehicle via the shock wave. But some heat stiltlhed the surface
through the superheated air that formed in front of the \tehi@etting rid of this
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excess heat was a problem. GE decided to use the heat-sioéptpwhereby the
heat of reentry was conducted from the surface of the velocdemass of mate-
rial that could soak it up quickly. The key was to conduct teatraway from the
surface fast enough so that the surface material itselfalidhelt. GE’s engineers
tested several materials as heat-sinks, including bemgllicast iron, and steel.
But the best proved to be copper. By putting a big mass of agppebelow the
outer shell of the vehicle they could prevent the craft framning up. Figure 2
shows the copper heat sink of the intercontinental batlisissile. A1000 pound,
copper-clad 316 stainless steel shell was manufacturedeloyr@orming, pos-
sessing an outer skin of nickel and a reflective platinum soalace. The design
was the precursor for the manned Mercury flights with beaugiliheat sinks and
the subsequent Gemini and Apollo flights, which had headdshiestead of heat
sinks, but the same blunt shapes.

e e

Figure 2: The copper heat sink of the intercontinental sdlimissile (ICBM).

The Mark 2 had what was called a low ballistic coefficientyeta The ballis-
tic coefficient was a calculation of weight, drag and crasstisn. Vehicles with a
high beta, usually slender and smoother and with less diaglted through the
upper atmosphere without decelerating much and did moseaf $lowing down
in the thick-lower atmosphere. They took longer to slow dand generated less
heat, but experienced this heat over a longer period of ti@E's Mark 2 had
a low beta. It was a flattened cone on its leading edge. It spéuttof time in
the upper atmosphere, trailing a stream of ionized gas tiawed up on radar,
which was not good for a warhead. Although this design wagaate, it was not
ideal. What ballistic missile designers wanted was a vehlcht travelled as fast
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as possible through the atmosphere so that it could not becayited. A high-

beta vehicle was the best choice. GE engineers doubteddhttsmk technology
would work for a high-beta vehicle. In addition, the heatkstoncept was heavy
and the copper took up valuable payload weight.

The heat-sink’s drawbacks became even more apparent whes iconsid-
ered for a space vehicle. First, a space vehicle would reahtefaster velocity
than a ballistic missile and so it would get much hotter thatrissile, requiring
more copper, and perhaps other means of transferring th@wes from the sur-
face. In addition, all that weight was prohibitive. Even s®ythe extra-weight
had cascading effects. Not only would all that copper regmpore fuel to get it
into orbit, but it would require more fuel to get it out of otbiAn even bigger
problem was the high-temperature reached by the heatisiglk which could be
sustained by a warhead but not by a human being. A reentry el imgher ve-
locities was needed for a lunar mission, but the metal cortgbeat-sink would
vaporize like a meteor. The aerodynamicist’s answer fropedarments with gas
guns and theoretical calculations was the concept of abléty vaporizing a pro-
tection material as the thermal barrier. This was the haatdsboncept in oppo-
sition to the heat-sink concept.

By the mid1950’s, GE engineers were designing lightweight, medium-beta,
reentry vehicles for missile warheads. GE engineers eteduseveral different
concepts. One was transpirational cooling, which esdgntiailed off a lig-
uid, using the change from liquid to gas to take away the héatother was
re-radiation, whereby the heat would be radiated away fiwrvehicle. Another
proposal was liquid metal cooling, whereby a liquid metatlsas mercury, was
circulated through the heat shield and conducted the heay sery efficiently.
But the most promising proposal was a technique callediablaBy 1956, some
researchers were noting that reinforced plastics had pnmaee resistant to heat-
ing than most other materials. They proposed using thesgigdan the inlets of
supersonic cruise missiles. GE engineers realized thatdbeld use this same
technique for reentry. They could coat the vehicle with aenat that absorbed
heat, charred, and either flaked off or vaporized. As it didistook away the
absorbed heat.

The ablation technique worked for both spacecraft and dt@limissile re-
quirements, for low and high-beta reentry vehicles. Ablatieduced tempera-
tures. A blunt body, low-beta reentry vehicle returningrirepace could keep the
external temperature relatively low. Ablative materialtba vehicle would lower
this temperature even further. A streamlined, high-betsit@ warhead, however,
would experience much higher heating for shorter periodinté. But ablation
could also reduce this temperature as well, so that a missiteead could reen-
ter very fast and minimize its chance of interception, kegmool by burning off
layers a special plastic. The key was selecting the righenadt Ultimately, they
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decided upon a phenolic resin plastic. They decided to ustoa cloth impreg-
nated with the phenolic resin and molded into the neededesHayentually, this
and similar materials were used to coat the surfaces of auciessiles warheads.

Figure 3: Mercury spacecraft ablative heat shield aftevvery.

Figure 4: Charred ablative heat shield from the first KH-4d@ar mission.

The first Mercury spacecraft used a blunt body design andtashéa but later
versions used the blunt body design and an ablative surés=eKigure 3). GE
built an ablative semi-blunt (slightly rounded) reentrnhiate for Air Force and
CIA Discoverer/CORONA spacecraft (see Figure 4), whicluimggd film from
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spy satellites. Other companies, such as AVCO, also desdlaplative reentry
vehicles for missiles. Blunt body designs and improvedtaldanaterials were
also used on the Gemini and Apollo spacecraft, advancinglyaguring 1960’s.
By the end of the decade, other technologies and techniquesufviving the
tremendous heating of atmospheric reentry were developed.

THROAT RING
THROAT INLET RING -_4"_\

AFT INLET RING — \
FWD INLET RING —| |

NOSE CAP —

COWL RING—
OUTER BOOT RING —
FWD EXIT CONE—"

AFT EXIT CONE

EXIT CONE

Figure 1. SRM Nozzel

Figure 5: SRM nozzle structure.
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Vi

ALUMINUM
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STEEL
CARBON CLOTH PHENOLIC

CARBOM CLOTH]
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SILICA CLOTH
PHENOLIC

Figure 2. Ablative Materials in Nozzle

Figure 6: Ablative materials in SRM nozzles.

Ablation is affected by the freestream conditions, the getoyrof the reentry
body, and the surface material. Ablation occurs during gentry of planetary
expeditions or of ballistic projectiles and it occurs iresttie nozzles of solid pro-
pellant rocket motors. Reentry vehicles range from blumifigorations, such as
the Apollo spacecraft, to slender sphere-cone projecties low heating levels,
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low-temperature ablators such as teflon are used and for aeonanding reentry
conditions, graphites and carbon-based materials are ofied.

Graphitic materials have received much attention in thedasades for ap-
plication to both planetary entry probe heat shields antistialmissile nose tip
and heat shields. Ablation of graphite on atmospheric rgexntinues to be ac-
tively studied, both to achieve greater fidelity of simwatiand to support new
concepts. Moreover carbon/carbon composites and othghigamaterials have
found increasing use in the manufacture of nozzles for qwiagellant rocket mo-
tors (see Figures 5 and 6) because of their high-tempenasistance, excellent
thermal and physical properties as well as low densitieghi;wwork, graphite
was selected as the ablative material.

Ablative materials

Upon exposure to ballistic reentry and rocket nozzle emwirents, heat-protection
materials are subjected to severe thermal and mechaniuditioms. Various ther-
mal protection systems (heat sink, transpiration coolafdgtion) have been pro-
posed and investigated quite extensively, especially fiteerexperimental view-
point. Among them, ablative thermal protection systems)IT hich are char-
acterized by the sacrificial removal of the surface matdéaathe protection of
the underlying structure, have been widely applied to myevethicles and solid
rocket nozzles. Ablative TPS must be designed to keep thessk@ heat from
damaging the vehicle or its contents with a minimum weigmgbéy.

The thermochemical response of ablation materials to tegiperature chem-
ically active flows has been the subject of numerous thexaiedind experimental
investigations. A principal goal of most of these studies baen the formula-
tion of a rational material selection process for particid@osed (or proposed)
missions. In general, investigations have been charaetkiy the type of ab-
lation material and the environment to which exposure issiered. The four
principal material categories are (1) high-temperatunenucally homogeneous
materials which are consumed as a combined result of cheatteak and sub-
limation at the exposed surface (e.g., graphite), (2) cait@ablation materials
which decompose in depth to form a high-temperature chaar|48) inorganic
glassy materials, such as quartz and silica, which ablaéaiine combined effect
of vaporization, chemical reactions, and liquid removat] &) low-temperature
organic ablators such as teflon. The environments considectude those re-
sulting from ballistic or manned entry into the earth or othkanet’s atmosphere
and solid (typically) or liquid rocket propellant combusti Chemical reactions
play a significant, if not dominant, role in establishing #idation and energy
transfer rates at the heated surface of most of the resultatgrial-environment
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combinations. Principal emphasis is usually directed tdvihe first two ma-
terial types, which are often referred to msn-charringand charring ablators,
because of their relatively greater role in space explonagind space propulsive
applications. TheCharring materials are made of a filler (usually a resin) and a
reinforcing material (usually carbon). When heated, trsnrexperiences a se-
ries of chemical reactions that release gaseous by profuatslysis) leaving a
layer of char or residue. Gas pressure in the pyrolysis zone forces thaysys
gas to flow through thehar into the boundary layer. Thehar itself can recede
due to chemical or mechanical action by the boundary layar.affon-charring
ablator (such as carbon-carbon), instead, mass loss ocaolyrdy surface abla-
tion and mechanical erosion. Pyrolysis is an internal dgaamsition of the solid
which releases gaseous species, whereas ablation is aradiobiof processes
(thermo-chemical and/or mechanical) which consume thedtaald surface ma-
terial. Both thecharring andnon-charringablators sacrifice some TPS material
to divert the energy that would otherwise enter the vehicle.

Radiation i
Flux in Chemical Species

Diffusion

Free

Stream

Radiation Reaction
Fluxaolm Products

L=

Boundary

. Erosion
Layer Convective

Tux

Material

Conduction
ux

Figure 7: Energy fluxes over an ablating surface.

Figure 7 illustrates the general physico-chemical intivas between an ab-
lating wall and the boundary-layer. The boundary-layer lcaat up the surface
due to convection and radiation from the hot-gases. Momeake to the pres-
ence of chemical reactions at wall, there are gradients nf@atrations inside
the boundary-layer. These concentration gradients genaraet heat flux due
to species diffusion. The heat flux toward the surface idyadnvected inside
the material and partly re-radiated from the hot suffadéie chemical reactions
between the solid TPS wall and the boundary-layer genei@eays products
which are injected in the boundary-layer. The chemicaltreas are typically
endothermic and absorb part of the incident heat; morethweinjection of abla-
tion product (the so-called “blowing”) produces a coolirfglee boundary-layer

lwhich can reach temperatures 08600 K.
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and therefore reduce the convective heat flux to the wall.skong blowing, the
reduction of convective heat flux (the so-called “blockaffeat”) is the primary
mean to reduce the energy transmitted to the underlyingtstret The friction
forces at wall can also produce a mechanical erosion of ttiacgu(called “spal-
lation”). In this case, fragments of material are ejectedfthe TPS due to impact
or stress. Since this phenomena is highly inefficient, TP&n@ds are usually re-
inforced in order to withstand the high thermo-mechanit@sses caused by the
external environment.

The analysis of this work is directed toward the general attarization of
thermo-chemical interaction between a non-charring edsianaterial (carbon-
carbon or graphite) and its environment of arbitrary chaintomposition. The
ablation model considered is based on thermo-chemicatiablaThermo me-
chanical ablation or spallation is neglected in this workéhese many researchers
[11, 21, 31, 37, 45, 63] have concluded that the thermo-ctanarosion of graphite
is the primary reason for the TPS recession.

CFD methods for ablating systems

Heatshields of spacecraft for planetary missions typjaadle thermal protection
system (TPS) materials which ablate at high temperaturméss-efficient rejec-
tion of aerothermal heat load. A reliable numerical procedtat can compute
surface recession rate, mass loss, surface heat flux, amdahtemperature time-
histories under general heating conditions is essentight®odesign and sizing of
ablating spacecraft TPS materials.

An accurate prediction of the thermal response of TPS nad¢es essential
to successfully carry out the design of an optimum TPS. lemegears, compu-
tational fluid dynamics (CFD) technology has continued teettep in the areas
of non-equilibrium flow, multispecies kinetics, and muiticknsional full Navier-
Stokes capabilities. However, most codes uses primitiviasel boundary con-
ditions and cannot be realistically used to predict the theronal heating for the
design of TPS [51]. In fact, CFD codes typically treat flualid boundary con-
ditions in a simplified manner and mass transfer is often ansiclered. Current
methods focus their attention on some aspects of the proatehe expense of
others [39, 18]. Thus aerodynamic methods concentrateeothatfield, and rely
on other methods to provide material-response charatitsrisn the other hand,
material-response methods concentrate on surface abkatid heat conduction
in the material, using simplified models to provide the dsonhodynamic heat-
ing. However, in reality all these phenomena are highly tedipMoreover, the
heat flux to the ablating surface is often computed basedemgiut non-ablating
heat-transfer coefficients and empirical blowing-redutparameters to account
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for the blockage effect from ablation products [32]. The entainty in this esti-

mated ablating surface heat flux is high, and the predictidrsurface blowing

rate and temperature can be inaccurate and consequerstlieledble. Thus, in

order to improve estimating of the heat flux over an ablaturfpse, a flow solver
coupled with ablating surface conditions becomes a reaquérg. This goal can be
achieved by considering that the surface energy and maasdes, coupled with
an ablation model, provide complete thermochemical bogyndanditions for a

solution of the fully coupled fluid-dynamics/solid-meckaproblem [15].

In this study, a general surface boundary condition with sve&sd energy
balance coupled with a surface thermochemistry ablatiodeins developed
for equilibrium gas states adjacent tman-charring(graphite) ablating surface.
Based on this formulation, a surface thermochemistry mhoeis developed and
integrated with a Navier-Stokes solver.

Structure of the work

The work presented in this doctorate thesis representsythibesis of the re-
search activities carried out by the author, during lastsjest the Department of
Mechanics and Aeronautics of the University of Rome “La $apa”; results and
proceedings of these activities have also been presentetémational meetings
and conferences [7, 8, 9].

The aim of this work is to present the formulation of a dethighysical-
mathematical model, and its numerical solution, for thelyais of the high-
temperature flow over aon-charring(graphite) ablating surface. As previously
mentioned, most flow solvers use simple surface boundangittons and cannot
be realistically used to simulate the flowfield over ablasngfaces. The general
boundary conditions should include appropriate energy ranlli-species mass
balances together with a surface ablation model. Howegaee)y the available
Navier-Stokes solvers include complete boundary condtio realistically de-
termine aerothermal heating and surface ablation ratesadéfothermal heating
predictions over ablating TPS, some CFD codes have beeropexde[63] with
surface mass and energy balances. Even when full NavigeStpproaches are
used, a film-transfer theory (based on bulk boundary-layerster-coefficients)
is often adopted to couple flow and material solutions viasinéace mass and
energy balances [15, 16, 63, 39]. In this work, efforts haaerbmade in order to
completely remove the thin-film theory assumption thus @wgj all of the prob-
lems and inaccuracies associated with the approximatitransfer coefficients.

The main objective is therefore to develop an accurate #tieat/mathematical
model to describe the complex fluid-surface interactiortstamumerically inte-
grate it with a Navier-Stokes flow solver. The presentatibthe work is orga-



12

CONTENTS

nized in two parts:

1. The first part deals with the analysis of the transient thermal response of

a graphitic TPS material exposed to a high temperature @mvient. The
basic problem is to predict the temperature history indmenhaterial ex-
posed to some defined environment which supplies heat anchwhay

chemically erode the material surface. The transient nahtexsponse is
dependent on the chemically reacting boundary-layer flojacaat to the
surface, and vice versa. In this part, heat and mass tracsédficients are
employed to represent boundary-layer mass/energy trapséomena at
the ablating surface. The transfer coefficient approaches proven to be
very useful for correlating theoretical as well as expentaéresults and
have been used extensively in the reentry aerothermodgsarammunity.

This simplified method has the advantage to have a reducedutational

cost and is the most widely used engineering approach faligineg abla-

tion.

e Chapter lis dedicated to the description of the physical and mathe-
matical model developed to simulate the transient therasdonse of
the TPS material. A one dimensional model is assumed.

e Chapter 2deals with the numerical technique adopted for the in-depth
computation as well as the computational strategy for abtgithe
coupled solution. Numerical results are also presented.

. The second partdeals with the full Navier-Stokes computation of surface

ablation; such a computation requires detailed knowledgemplex inter-
actions between the solid surface and the ambient gas. §bigected to
be computationally intensive because a large number of daéispecies
and reactions must be simulated. However, because CPUdlecfies are
significantly improved on an ongoing basis, hardware littotes may no
longer be a concern. The purpose of this part, which reptesiea core of
this work, is to obtain the full Navier-Stokes solutions hwgurface abla-
tion conditions for carbon-carbon materials, to performapaetric studies
to understand their performance, and to compare the regititsimpler ap-
proaches. Because the entire flowfield is to be solved, tinefitim theory
assumption made in the first part is no longer needed, and &deqrob-
lems associated with the approximation of transfer-caefiis are avoided.

e Chapter 3is dedicated to the description of the thermodynamic model
adopted in the flow solver.

e Chapter 4deals with the description of the mathematical model and
numerical method for the Navier-Stokes solver.
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e Chapter 5is dedicated to the description of the ablation model and the
surface boundary conditions based on mass and energy balanthe
ablating wall.

e Chapter 6is dedicated to the presentation and the discussion of the
results obtained by means of the developed tool. Supersamc
nar solutions over flat plates with different environmergases and
boundary conditions are presented. Results are also cemhpath
the most widely used CFD approaches for this type of flows.

e Chapter 7describes the study of the erosion of carbon/carbon nozzle
material in solid rocket motor (SRM) environments. The tdevel-
oped is used to numerically simulate the hot-gas flow ingidenbzzle
taking into account the ablation process taking place attele wall.

e Chapter 8presents the conclusions of the work.
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Chapter 1

Physical approach to the ablation
problem

The transient thermal response of protective materialeseghto high-energy en-
vironments is a key issue to the design of internal thermaboket combustion

chambers and nozzles or heat shield for reentry vehicles. beic topic to in-

vestigate is the temperature history and distributiordi@she protection material
when submitted to heat transfer. The solid material is aigat.e. it absorbs heat
by increasing its temperature and changing its chemicalptuydical state. The
changes are usually accompanied by loss of surface mat&hed chapter deals
with the analysis of the transient thermal response of ahjtiaghermal protec-

tion material exposed to a high temperature environmene @dsic problem is
to predict the temperature history of a non-charring thémpnatection material

exposed to some defined environment which supplies heat hrothway chem-

ically erode the material surface. The general predictrablem may be divided
into two parts:

¢ in-depth behaviour computation
¢ heated surface boundary condition specification

In order to compute the in-depth response of the protectiatenal, a transient
heat conduction calculation has to be performed; obviotsyeffect of surface
recession and ablation has to be taken into account and ansogace boundary
condition has to be used.

1.1 Governing equations

Analysis of a complete transient non-charring materiabtdah problem neces-
sarily involves a computation of the internal thermal resgof the protection

17
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material. This section presents the fundamental assungptiad equations in-
volved in the in-depth solution.

The theoretical model is based on the fundamental equdtatrgbverns the
physical events inside the protection material, i.e. theseovation of energy (es-
sentially the Fourier equation with a source term comingnfsurface recession
due to ablation). For the basic in-depth solution, it is assdi that thermal con-
duction is one-dimensional; however, the cross sectioa grerpendicular to the
heat flux) is allowed to vary with depth in an arbitrary manfdrs correspond to
a thermal stream tube. Recent studies [20] have shown teadiomensional treat-
ments of the in-depth response of the ablative material @nerglly appropriate.
The one-dimensional energy differential equation is lgddrmulated as:

OhA 0 oT
(5), =3 (5) -

where they-frame is fixed to the initial solid surface (before recesstarts) and
thus time independent. In Eq. (1.4)s the solid densityh the solid enthalpyk
the solid conductivity]” the solid temperature, andlthe cross-section areé.),
indicates derivatives taken in the fixed frame. The first terrkq. (1.1) is the
transientterm and the second is tlagfusionterm.

1.2 Boundary conditions

Suitable boundary and initial conditions for the energyatmun 1.1 may be read-
ily formulated. The boundary conditions at the front andibfaces of the TPS
are usually surface energy balances. Of these, the froraative” surface is the
most complex. Basically, the surface energy balance maydbered as:

qdiff qrad-in qrad—out (pV)WhW

S U N

X X W\ N
solid

(rh,

Figure 1.1: Heat fluxes over an ablating surface.
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where the indicated control volume is fixed to the recedingase. Energy
fluxes leaving the control volume include conduction inte thaterial §..,.4], ra-
diation away from the surfaceyl,,,,], energy in any flow of condensed phase
material such as liquid run-off and spallatiorf]} and gross blowing at the sur-
face [(pv).h.]. Energy inputs to the control volume include radiationrionh the
boundary layerd,.q,,] and enthalpy fluxes due to solid material mass flow rates
[(h)hs]. The final input in the sketch is denoteg,;¢]. It includes all diffusive
energy fluxes from the gas boundary layer. If the in-deptbharse computa-
tion is being coupled to an exact boundary layer solutioa,tdrm [, ;] will
be available directly as a single term (which is, of coursegmplex function of
many boundary layer properties). If, on the other hand, nheeipth response is
being coupled to a simplified boundary layer scheme, suchcaseective film
coefficient model, then the term,f;;] has a rather complicated appearance. The
following sections contain a further discussion of thiseadpof the total compu-
tation.

For the present, it suffices to note that computation of tiifase energy bal-
ance requires the following information from the in-depdfusion:

e arelation between the surface temperature and the rateafyeoonducted
into the materialg.o,.q

With this information the surface energy balance then daters the material con-
sumption raten and the surface temperatufg. It will be useful to keep in mind
that, from this point of view, the purpose of the in-depthusioin at any instant is
to provide information about...4(7.,). In some circumstances, of course, it is of
interest merely to specify the heated surface temperdfueand surface recession
rates = m/p. In this case no surface energy balance is required.

It is usually of interest to have only one ablating surfacée Hack-wall or
non-ablating wall boundary condition may be modelled witfilra coefficient
heat transfer equation.

1.3 Conservation of energy in moving coordinate sys-
tem

Several approaches have been applied to simulate coupétbaland conduction
problems. Some efforts involve allowing the surface nodasdve, while hold-

ing the interior nodes fixed, and removing the surface nodeswhey come near
a neighbouring interior node [12]. Another one-dimensi@pgproach, known as
the Landau transformation [41], transforms the spatiatdioate over the thick-
ness of the domain so that the transformed coordinate ranhaitween zero and
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one [10]. Other approaches utilize the concept of attachiggd to the ablating
surface [57], so that the nodal network is tied to the reagdunrface. The latter
approach is adopted in this work which involves a transfaioneof the energy
differential equation to a moving coordinate system andesehat complicates
the algebra of the difference equation modelled on thieckfitial equation. Dis-
posing of nodes from the front surface, however, often léadsmdesirable oscil-
lations. It is therefore convenient to base the differemrentilation on a nodal
network fixed to the heated surface. Since the surface witebeding, material
will appear to flow into and out of the nodes. The energy déffiial equation
presented in Eq. (1.1) thus requires a transformation toxangaoordinate sys-
tem to include this aspect of the problem and to provide ttoggr model for
differencing (described in the next chapter).

The energy equation is written first with respect to a sggtieded coordinate
system (), for this purpose, the following functional relationsiipolds:

h = h(T)
T = T(yt)
A = Ay
s = s(t)

wheres is the amount of surface recession. The moving coordinag&esy ()
and the fixed coordinate systery) @re related ta by the following relation:

y=s+x (1.2)
from which:
dy| 0Os .

The differential equation governing the conservation cérgg within the solid
was cited as Eq. (1.1):

OhA 0 or

— ) =7 (kAo (1.4)
p< ot )y dy ( 8y)t
—_—

storage conduction

To transform the above differential equation, which is tentfor a pointy =
constant, to an equation written for the moving coordinate system, constant,
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the storage term in the above equation may be related to utsteart in the
moving coordinate system by expanding the energy changéogimg the chain
rule:

hA = hA(y,t)
d(hA) — jy (hA)udy + g(hA) it

Differentiating partially with respect to time at constanyields:

N P T

Introducing Eqg. (1.3) and rearranging obtains:

0 0 0

hA hA), — $—(hA 1.
g4l = 5 (hA)s = 55-(hA), (L5)
Substitution of Eq. (1.5) into Eq. (1.4) with the observattbat partial differenti-
ation with respect ta or y at constant time is equivalent, result in the transformed
energy equation:

0 0 oT 0
pap(hd)s = 5 (k;Ag) +pig=(hA), (1.6)
t J,_/
Term I Term II Term II1

The above terms will be considered separately below.

Term |

gt(hA) h(%’?) +A<%)x (1.7)

Itis convenient to express the enthalpy change rate in teftesnperature change
rate so that the above equation may be written as follows:

0 0A or
2= (2) +aes(2) wo

Term Il

Term Il in EqQ. (1.6) will not require any modification.
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Term Il

For term Il we have:
.0 ) 0A ) oh
ps%(hA)t = psh <%) + psA <8_x)t (1.9)

Now A = A(y) alone, buty = x + s, ands = s(¢) alone, so we may write

A= A(z,t):
0A 0A

Differentiating partially with respect to time at constgnibtains:

(), (@), (&), ().

But, sinceA = A(y) alone,0A/dt|, = 0. Also, sincey = = + s:

Oz _ _ds _ .
ot y_ dt

Combining the above results in:

(22 (o) 010

Substituting Eg. (1.10) into (1.9) yields a new expressamilerm lll:

t

.0 0A . [ Oh
pS%(hA)t = ph (E)x + psA (8_x)t (1.11)
Substitution of Egs. 1.8 and 1.11 into the energy diffeadm@guation 1.6 yields:
or 10 aT ory .
o (5), = (45,), 7o (52, e

The terms in equation Egs. 1.12 represent, from left to yitie sensible energy
accumulation, the net conduction, and the net energy ctedes a consequence
of coordinate motion. All terms are evaluated per unit vadurif the solid con-
ductivity is constant with temperature then Eq. (1.12) difigs to the following

form:
oT 1 0 oT (0T
(a)x =A% (A%)t e (%)t (1.13)
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wherea = k/pc, is the solid thermal diffusivity. If the cross section aréas
also constant (planar surface), Eg. (1.12) assumes aistpler form:

(5) () (),

The finite difference formulation of the above derived diffietial equation is pre-
sented in the next chapter.

1.4 Conservation equations for the chemically re-
acting boundary-layer

The purpose of this section is to present the relations gavgithe conservation
of energy, mass, and chemical elements at the surface olaioalbmaterial sub-
jected to the thermochemical erosion of an external highgrgetic environment.
To consider the totality of the ablation process requiresskadge of:

1. The nature of the boundary-layer.
2. The in-depth response of the protection material.

3. The various surface balances which characterize theangebetween the
material and its environment.

In the developments presented here, the emphasis will beglapon the surface
balances. Because of the importance of the convectivesatuthe boundary-
layer upon these balances, some initial discussion of thedery-layer relations
are presented. The boundary-layer equations are predestedpproximate cor-
relation equations are then discussed and utilized to lestghe equations for a
coupled solution of a charring ablator to the boundary laged finally, in the
next chapter, some results of the coupled solution are piege

The boundary layer which envelops an ablating heat shigidgisuper-orbital
reentry is intimately coupled with the transient ablatioagesses. In addition:

e it may be laminar, transitional, or turbulent on differemirts of the body
and at various flight conditions.

e it may be highly non-similar, especially if there are changé ablation
materials.

¢ the surface material may react chemically with the envirental gas, change
phase, and/or be removed mechanically by spallation oiditayer run-off.
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e Chemical reactions will generally also occur throughoatiitbundary-layer.

e The homogeneous and heterogeneous reactions may be &ilyetion-
trolled.

¢ Incident radiant energy may be absorbed and emitted atreliffevave
lengths.

To obtain a better basis for the consideration of mass andygriensfer to a
wall, it is pertinent to consider the basic boundary-laygations. In the present
section, only the laminar boundary-layer is consideredeatail The laminar
steady boundary-layer equations for two-dimensional flawloe expressed as:

e Continuity

0
%(PU) + a—y(Pv) = (1.15)

¢ Momentum

ou ou dp. 0 ou
puz— +pva— s ay (ua—y) (1.16)
e Species
Jy; yi 97 .
pus + pv Dy M + w; (1.17)
e Energy

puo + pv oy oy I By +cp8y Z j2+cp By h;| (1.18)

e Equation of state
R
=p—T 1.19
P= Py (1.19)

wherehy = > y;h; +u?/2 is the total enthalpy of the mixturg, is the diffusional
mass flux of species andw; is the mass generation of specigser unit volume
as a result of chemical reaction. The diffusional mass fluthef** species can
be expressed using the approximation of Fick’s law:

Ji = =pDinVy; (1.20)

whereD;,, is the multicomponent diffusion coefficient.
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By the very nature of a chemical reaction, the mass fractodtise individual
species are altered in such a reaction, and this fact isatetidoy the inhomoge-
neous chemical production terin appearing in the continuity equation for each
species. However, the mass fractions of the individual ¢banelements (inde-
pendently of the chemical form in which they are found) aresprved in any
chemical reactioh and these quantities are the natural counterparts of the to
enthalpy in the energy equation (1.18). Let us consider pleeies conservation
equation for chemical elements. This results directly fiéq (1.17) upon ap-
plication of the Shvab-Zeldovich transformation (muligation by the mass of
elementt in species, ay;, and summation over all species) [43]:

0 0 0
pu% + Dk ~ 5y D kil (1.21)

i

Note that the chemical source terim vanishes in the elemental approach. If the
diffusion coefficient are equal, the continuity of each edetrEq. (1.21) becomes:

Y dyp 0 Oyx
puo + pv oy " Oy (pD dy (1.22)

They, are often referred to as pseudo-mass fractions.

The number of independent conservational equations (Eds), (1.17), and
(1.18)) isN + 2 where N is the number of molecular or ionic species present.
The number of such species can be significant when chemiaetiye ablating
surfaces are involved. When diffusion coefficients are edha Shab-Zeldovich
transformation will reduce the number of equationsifo+ 2, where K is the
number of elements present in the system. In addition, tleeisp production
term is eliminated under this transformation.

The energy equation (1.18) can be expressed in a different ésing the
PrandtlandLewisnumbers:

yOho o Oho O pOhe O (1) 0w
—rr pay_ﬁy Pr oy 8y'u Pr /) oy 2

wherée

P:—:— L: —
"T Tk T a Tk

lexcluding nuclear transformations.
Znote that the.ewisnumber is also referred to ds = k/pDc,.

pHe, v pDc, D
a
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Looking at Egs. (1.22) and (1.23), it is interesting to ndi&t twhenlLe = 1 and
Pr = 1 the total enthalpy and the mass fractions of the individb@neical el-
ements satisfy identical differential equations. The ltang-layer conservation
equations (momentum, Eq. (1.16), and energy, Eq. (1.28)gther with elements
conservation equations (1.22), constitutes a sek of 2 differential equations
which characterize the chemically reacting, multicomparmundary-layer. In
the following section, simplified correlation equationg groposed to charac-
terize solutions of the above equations in terms of bulk blamyrlayer transfer-
coefficients. These approximation relationships arezatilito develop a set of
eguations requisite to obtaining a solution of ablationarat response coupled
to boundary-layer material interactions at the ablatinfese.

1.5 Transfer-coefficient correlation equations

The transient response of an ablative material is depermtetite chemically re-
acting boundary-layer flow adjacent to the surface, and w&rsa. This mutual
dependence results in direct coupling between the ablateterial response and
the adjacent chemically reacting flow. Solution of this dedgroblem has typ-
ically taken two avenues of approach, intimate coupling @adsfer coefficient.
While the first procedure yields the best solutions, the ageptime required
to obtain a solution for routine design problems can be végi.hThe film or
transfer-coefficient approach attempts to simplify thebpem by separating the
transient heat conduction procedure from a chemicallytisgdoundary-layer
procedure. In this method, heat and mass transfer-coetficere employed to
represent the convective heat and mass transfer rates ablteng material sur-
face. Heat and mass transfer coefficient approaches havemiobe very useful
for correlating theoretical as well as experimental heak rmwass transfer results
for chemically reacting boundary-layer flows.

In this section, simplified equations are described to tateesolutions of the
boundary-layer equations developed above. The form cHosenrrelation equa-
tions of the multicomponent boundary-layer is such thay gteould be valid for
a wide range of boundary conditions; that is, they includapeters appropriate
to transient ablation of thermal protection materialshbior arbitrary chemical
composition of the ablation material and boundary-layeyeeghs.

1.5.1 Transfer-coefficient approaches

The transfer coefficient approach for representing boyntdgser heat and mass
transfer characteristics has been used extensively ie#@mgny aerothermodynam-
ics community. Basically, the approach is to relate walldkito driving potentials
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by means of transfer-coefficients. Given specific defingiohthe driving poten-
tials, the problem of representing surface heat and masssfiteduces to that of
evaluating the transfer-coefficients for a given situatibhe usual approach has
been to start with a non-ablating heat transfer coefficidntiqioed by whatever
means available, to correct this coefficient for mass aalditly use of a blowing
correction equation (obtained from simple boundary-lagduations or from a cor-
relation of experimental data), and to calculate a massfieacoefficient through
use of a relation between heat and mass transfer-coefScient

1.5.2 Element conservation equation

Let us rewrite the element conservation equation (1.22afagacting boundary-

layer:
Oy, Oy, 0 Oy,
=k 2 ypZE
i ey oy Oy <p Ay
For simple Couette flow (with constant properties and noguesgradient), the
terms on the left-hand side vanish and the equation may bgrated directly to

yield the elemental mass flux at the wall,,, in terms of the channel height

(1.24)

jw,k - peuecm(yw,k - ye,k) (125)

where the simple Couette flow mass-transfer coefficieptisC,, = pD/§. The
subscriptw ande refer to properties evaluated at the wall and at edge of bemynd
layer, respectively. Thus, for simple Couette flow, the rteassfer coefficient is
related directly to the diffusion coefficierif. When the convective terms on the
left-hand side of the element conservation equation (Icadhot be ignored, the
transfer-coefficient driving-potential Eq. (1.25) is lstippropriate for calculating
the elemental mass flux. The "driving potential” is cleadpresented by the mass
fraction difference across the boundary-layer . — v.x), but the mass-transfer
coefficient must now include the effects of mass transferdii loonvective and
diffusive mechanisms. Therefore, solution of equatio24}is often correlated
by an expression like (1.25) relating the diffusion mass f@itielementk to the
product of a mass-transfer coefficient and mass fractidierdiice. The mass-
transfer coefficient is expressed as the product of the baryAdyer edge mass
velocity, p.u., and a Stanton number for mass-transfér,

Equation (1.25) is the desired form for a transfer-coefficagpproach to mass
transfer in the chemically reacting, multicomponent bargelayer.

The mass-transfer coefficie@t,, is related approximately to the heat-transfer
coefficientC), (Stanton number) by:

C,n = Ch(Le)3 (1.26)
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which is called the Chilton-Colburn relation. When the Lewumber is unity the
mass and energy transfer coefficients are equal and thesspannds to the fact that
the element and energy conservation equations (1.22) a2@®) @re identical with
the further assumption thar = 1 (in the following section we will show that
the effect of nonunity Prandtl number in the energy equdtemin the use of the
recovery enthalpy instead of the total enthalpy in the dg\potential expression).

1.5.3 Surface mass balance

Consider the fluxes of chemical elemehtsntering and leaving a control surface
fixed to the ablating surface. The graphite surface matera} be visualized
as moving into the surface at a ratelf it is assumed that no material is being
removed in a condensed phase (solid or liquid), then th@seiidnd the fluxes of
the k" chemical element may be illustrated as:

gas

’www%j\\ T
solid

M)y, ,

Figure 1.2: Element mass fluxes over an ablating surface.

Terms subscripted by represent the total mass fraction or flux of elemient
independent of molecular configuration. Thus:

N N
Yw,k = E ALY w jw,k = E akiji,w
i=1 =1

wherek pertains to elemer#, : pertains to speciess anday; is the mass fraction
of elementk in species.. The subscript denotes the surface material. Fluxes
of elementk away from the surface consist of boundary layer diffusioth gross
motion of the fluid adjacent to the surface due to the injectlax i (rate of
consumption of surface materiah, = p,$). Note that for graphite surfaces the
quantityy, ; is unity for k. = C and zero fork # C (whereC represents the
element carbon). From the above sketch, requiring that watralements be
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conserved at the ablating surface, yields:

jw,k + (pv)wyw,k = mys,k (127)

Summing Eq. (1.27) over all elemeriyields the total mass continuity equation
(for the case where there is no condensed phase material@dmo

(pv)w =m (1.28)

The elemental mass balance at the surface of the ablatiogrialat obtained
employing Eq. (1.25) to express the diffusional flux of elatein Eq. (1.27),
yielding:

peuecm(ymk - ye,k) + mywk = mys,lc (129)

1.5.4 Energy equation

When a gas contains more than one chemical species, hegyesn¢ransported
not only by heat conduction but also by diffusion currentsytag chemical en-
thalpy. In two-dimensional or axially-symmetric flows ofuralary-layer type the
rate of energy transport at wall is given by:

oT
Qv =~k + D pyiih (1.30)

whereh; = fOT cp,dT + hY andh? is the heat of formation of thé" species.u;
is the diffusion velocity of species In the important special case of a binary
mixture, Fick’s law states that:

pyi; = —pp Y (1.31)
dy
therefore: o7 9
G =k + DY h S (1.32)

dy dy
Now the complete static enthalpy, which includes both tteerttal and chemical
enthalpies, is defined by the relatibn= > y;h;, so thatdh = ¢,dT + > hidy;,
wherec, = ) y;c,,, and the expression fag, is rewritten as follows:

k oh y; pDc y;
w=— {7 = > M 2N b
R Ké‘y 2 6‘y)+ k 2 dy
In other words, the relative magnitude of the heat energysparted by the two
processes depends on the ratio of chemical to thermal egtheid also on the
parametepDc,/k, which is the Lewis number. Whefx = 1:
_ koh
¢, 0y

(1.33)

G (1.34)
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independently of the mechanism of heat transfer, or of thgmtade of the chem-
ical reaction rates in the mixture. Thus the heat transfier aathe wall depends
principally on the enthalpy difference across the flow, dmeteéfore, on the dif-
ferences in temperature and mass fractions. Wheg- 1 the detailed chemical
reaction rates influence this heat transfer rate only throlgir effect on the trans-
port properties and on the mass fractions of the individpatis at the surface.

An approximate correlation equation for the boundary-tagreergy equation
can also be rationalized. If ther = Le = 1 the energy equation (1.23) can be
written in the following form:

Ohg Ohy 0 ( 8h0)

By analogy to Eq. (1.24), solutions to (1.35) are convemhyegipressed in terms
of a dimensionless heat-transfer coeffici€ftwhere, remembering Eq. (1.40)

k Oh
quw = (_—0) = peuech(hO,e - hw) (136)
CP ay w

whereh, . is the total enthalpy at the edge of the boundary-layer:

u2

hoe = he + 78 (1.37)
For nonunity Prandtl and Lewis numbers, the transfer-caefft formulation for
the boundary-layer energy flux is not straightforward ag thecussed for the
mass transfer Eq. (1.25) in the previous section. This ismee the boundary-
layer energy equation is no longer of the similar form as E@4) and (1.35) and
thus a transfer-coefficient formulation cannot be justipedely by analogy.

When thePrandtlnumber is not unitythe viscous dissipation and heat con-

duction terms in the boundary-layer energy equation (1c28not be combined
(leading to Eq. (1.35)), thus rendering the equation inhgemeous. Solutions to
this equation indicate that the driving potential in thensfer-coefficient expres-
sion for the surface heat flux should be defined in terms of avexg enthalpy in
place of the actual boundary-layer edge total enthalpy of E6), leading to:

Quw = PetteCh(hye — hy) (1.38)

whereh,. . is the recovery enthalpy:

u2

e (1.39)

hre:he c
: + 7 5

dh
dy

®note that, at wall 222 | =
Y w

w
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wherer, is the so-calledecovery factomwhich is:

r. ~ \ Pr for laminar boundary-layer

e m Prs for turbulent boundary-layer

Note that forPr = 1, r. = 1, and Eq. (1.39) reduces to Eq. (1.36).

When theLewisnumber is not unitythe terms in the boundary-layer energy
equation (1.23) representing energy transfer by heat atimiuand chemical
species diffusion cannot be combined, again rendering go@ateon inhomoge-
neous. The energy flux to the surface is given by Eq. (1.39)yevtie first term
characterizes the heat conducted to the surface as a rétudt temperature gra-
dient in the gas adjacent to the surface, and the second ¢pmasents the effect
of endothermic and exothermic chemical reactions at tifaselwr The appropriate
transfer coefficient form of Eq. (1.39) is suggested in [35,68B]:

Guw = peUeCh(hr - hw)e + peuecm Z(ye,i - yw,i)hw,i (1-40)

i=1

In Eq. (1.40) the driving potential in the first term is theaeery enthalpy at the
boundary-layer edge minus the enthalpy of the boundargrlagige gases frozen
at the edge composition and at the surface temperatureh.andepresents the
enthalpy of chemical specigsevaluated at the surface temperature. It can be
shown that forLe = 1 andC,, = Cj, (1.40) collapses to (1.38) as expected
However whenle 1, the heat and mass transfer coefficients are generally ahequ
and a correlation frequently employed is represented by ERG).

1.5.5 Surface energy balance

Consider the fluxes of energy entering and leaving a contndése fixed to the
ablating surface. For the no condensed phase removal@btatse being consid-
ered, these fluxes may be illustrated as in Figure 1.3.

At the surface heat energy is transported from the gas todlicblsy conduc-

tion and diffusion at the ratg;;;; = k— + pD Z h; 9.

enthalpy is transported away from the mterface by the nbomaent at the rate
(pv)why in the gas, and toward the interface at the rate, in the solid. Energy
is also transported to the solid interior by thermal coniduncfy.....q). The energy
balance at the surface of an ablating material may be writtdining Eq. (1.40)
to express the boundary-layer heat transfer by conductidndéfusion ;).

. At the same time

“Note that, in EQ. (1.40)}", (Ve,i — Yuw,i)hw,i = Puw,e — hap.
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Figure 1.3: Heat fluxes over an ablating surface.

Referring to the above sketch, which depicts the primarygne&ansfer terms
appropriate to an ablating surface and requiring that gnleegconserved at the
ablating surface, yields:

N

peueCh(hr — hw)e + peueCm Z(ye,i — yw,i)hw,i +mhs + AQrad;, =
i=1

7

'

qdif f
= (p’U)whw + O'ETu;4 + Qcond (141)

whereoeT,,* represents the surface re-radiation fi, ..

1.5.6 Blowing correction of heat-transfer coefficient

The transfer-coefficient model has provided simple expoassfor the diffusive
transport rates of mass and energy through the boundagy-taythe wall. To
employ the film coefficient formulation just described, fysthe heat-transfer
coefficientC), needs to be evaluated. Two practical problems must be céttle
this respect:

e How isC,, related toC},?

e Can be both”,, and C), be specified as functions of edge conditions (i.e.
of time) independent of the subsequent problem solutien ifnass transfer
rates and body shape)?

In answer to the first question it may be stated that withimptiesent formulation
it is adequate to take the rati@,,/C} constant. The value of this constant is
a measure of the ratio of the mean mass transfer aspects bbtmelary-layer
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to the mean heat-transfer aspects. For equal mass diffesfficients, a vast
amount of experimental data suggest the correlatigiiC;, = Le” just like in
Eq. (1.26).

The answer to the second question, changes,oivith body shape (which
changes due to surface recession) are occasionally oésttand may be easily
accounted for. A more important problem concerns the depeselofC), on the
actual rate of mass transfer. The valu€fdepends fairly strongly ori and the
heat transfer rate is reduced in this case by the well-kndslocking effect” of
mass addition at the surface. If we denotedhewith 1 asC,, this dependence
can be represented by the following blowing reduction equoat

_ ¢
Ch = Ch, L¢ — (1.42)
o In[1 4+ 2/ (peuCh)]
nil+ m/{pPeeCh
= 14
= |y (43)
where
¢ = 2Xm/(peucChy,)
m = amount of material injected into the boundary-layer
A = blowing-rate parameter (empirical)
p.u.Cr, = nonablating (unblown) heat-transfer coefficient
peu.Cn = heat-transfer coefficient corrected for blowing

with A = 0.5 both equations (1.42) and (1.43) reduces to the classioalii
correction often expressed as [69, 32]:

Ch _ ln[l + m/(peuech)]
Cho m/(peuech)

which is useful for a wide range of problems.

Other values of\ allows to fit blowing correction curves af},/C},, versus
m/(peu.Ch) or m/(p.u.Chr,) to account for special effects. In view of the un-
certainties it is usually recommended that 0.5 be used for laminar flow. For
turbulent flow a\ = 0.4 appears to be slightly better.

(1.44)

1.6 Ablation thermochemistry

In a hypersonic heating environment, non-charring TPS nadgesuch as carbon-
carbon and silica, lose mass only by ablation and melt/fatimanisms. Detailed
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analysis of the performance of such TPS materials must dengine in-depth
energy equation, the surface mass and energy balancesbhkatidora modeling.
The latter aspect will be described in this section.

For non-charring TPS materials, several ablation modelsagailable with
varying degrees of sophistication [51]. The least-geravkdtion model is an vs
T,, model which specifies the recession rate as a function chceitemperature.
This empirical model relies on experimental data for abtain the pressure range
of interest.

The @* model is the most common engineering-level model for atatin
this model,Q* is the effective heat of ablation:

m = S’ps = qw/Q* for Tw = Ton (145)

wherer is the ablation mass fluxy, is the material density, ang, is the net
aerothermal heat flux. Th@* model is most useful for hig-heating conditions
and for low-conductivity materials where steady-statesson is a good approx-
imation. This model cannot predict accurately the surfaoggerature history and
heat soak for a TPS material.

Thermochemical ablatiors the most general and widely applicable TPS ab-
lation model [33, 34]. Thermochemical ablation models dfaimed from a solu-
tion of the equations for thermodynamic equilibrium (tygdlg) or non-equilibrium
between the TPS material and the atmosphere of interegpjezbwith surface
mass and energy balances and boundary-layer transfdrec@t. The net result
of the calculations is a set of thermochemical tables regegurface temperature
and pressure to the dimensionless surface mass flux owinplatican. These
tables numerically represent a general ablation func#of, p, B') = 0 for a
specific TPS material, such as carbon, and a specific boutagy edge gas,
such as air. In the thermochemical tables, the surface massfare nondimen-
sionalized with the mass transfer coefficient to define theedisionless variable
B' = 1m/p.u.C,,. The shape of3’ curves depends on the material composition,
the choice of allowable surface and gas-phase speciesiiospheric composi-
tion, and whether or not kinetically limited reactions occhxperience, insight,
and experimental data are all important ingredients in évebpment of accurate
thermochemical tables for a selected TPS material and @nwient. However,
once such tables have been generated, they are applicabl@ evide range of
aerothermal heating conditions. The next section destie thermochemical
ablation model for thermodynamic equilibrium at the suefac

1.6.1 ablation rate

In order to employ the surface mass balance (1.29) and suefaergy balance
(1.41) to assess the material ablation rate, it is necessagnsider the degree of
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chemical equilibrium at the surface, since the tegmsandh,, depend strongly
on the molecular composition of the gases at the surface.rdhéts presented
thus far are valid independent of the degree of chemicalliegum achieved
in the boundary-layer and at the ablating surface. In thisicge, this degree of
generality will be abandoned in order to indicate how sohsito the equations
may be obtained for the limiting case of chemical equilibriuEmploying the
definition of a blowing parameter:

B = p%”é” (1.46)

the surface mass balance (1.29) can be expressed as:
(1+ B)Yup = B'Ys + Yeu (1.47)
and solving (1.47) for the total mass fractions of elenieat the wall yields:

_ B/ys,k + ye,k
yw,k 1 +B/

The element flux balance (1.47) ensures that the correceel@incomposition is
obtained in the gas phase at the surface. Given the relateeiat of chemical
elements specified by (1.48), the chemical and thermodynsataie of the gases
adjacent to the ablating surface may be calculated fromibgum relations.

Chemical equilibrium relations may be written considerfognation reac-
tions of each gaseous species from the elemental gaseatissspé/e consider
here an accounting of equations and unknowns for the casguditegium chem-
istry in the control volume across the ablative surface. ddmtrol volume con-
tains a mixture ofK’ elements includingV gaseous species aridcondensed
species (solid or liquid), i.e. the surface speti@me species may have negligi-
ble concentrations, but there must be at least one gaseeciespgontaining each
element. To begink gaseous species are selected (denotel,aso represent
base speciefor the elements in the system. Non-base gaseous spEcim be
represented by formation reactions of the base species:

Z ViV — N; (12.49)
3

(1.48)

wherevy; is the number of atoms of elemehin a molecule of species Simi-
larly, for the formation of condensed phase species frong#seous elements:

ZVkZNk — Nl (150)
k

SFor a carbon-carbon (graphite) material there is only omelensed species which is solid
carbon.
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The equations of chemical equilibrium corresponding to @9) and (1.50)
may be written in terms of the equilibrium constdny(7") for each reaction. For
each gas-phase formation reaction [Eq. (1.49)], the fotigwequilibrium relation

applies:

Ki(T) = p; Hpk_yki = Inp; — Z Vi Inpr = In K (T) (1.51)
k !

If chemical equilibrium is achieved between the gas phaddlasurface material
(considered made of a single solid species), the followipgjlirium relation
may be written introducing the temperature dependent ibguin constants for
the condensed phase formation reactions:

Ku(T) =[] o™ = =) vilnpe < InK,(T) (1.52)
k k

The equality in Eq. (1.52) implies the existence of conddrsgecies; if the con-
densed species is not present, the inequality applies. \&wesidering systems
such the ablation of graphite in air, the surface is mosaadyt carbon.

Other easily defined quantities are the total pressure:

p=>_pi (1.53)
and the elemental gaseous mass fraction at the wall:
1 M
Yw,k = W zz: apipiM; = W Z; ViiDi (1.54)

where the unscripted is the gas-phase average molecular weight.

In the absence of material failure, the unknown quantindsgs. (1.48),(1.51-
1.54) are theV gaseous partial pressurgs the K mass fractiong,, », the tem-
peraturel’, and the molecular weight1, for a total of N + K + 2 unknowns.
The equations ar&/ — K equilibrium expressions Eq. (1.514, wall mass frac-
tions definitions Eqg. (1.54) elements flux balances Eq. (1.48), the pressure sum
Eq. (1.53), and one equilibrium expression for the condgpsase Eq. (1.52), for
atotal of N + K + 2 equations for closure of the equation set.

The simultaneous solution of Egs. (1.48),(1.51-1.54)dgdhe surface tem-
perature and molecular composition of the gases adjacém gurface for a spec-
ified ablation rateB’ and surface pressuge By specifying a parametric array of
pressures and dB’, a map of boundary conditions satisfying the mass balances
and equilibrium constraints is obtained. Figure 1.4 sh&\(§", p) for pure ther-
mochemical ablation (no material failure) of carbon in ais the pressure is
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Figure 1.4: Dimensionless ablation rate for carbon in air.

increased, a higher surface temperature is needed to teashrne dimensionless
ablation rate. For any pressure, at the highest ablaties,raarbon sublimation is
the primary mass loss mechanism, &@h\dg) is the predominant ablative species.
However, belowB' = 0.2, surface oxidation reactions dominate, aii@ is the
major species leaving the surface. Figure 1.5 shows thegbeeldyas-phase mass
fractions at the surfaéeCs is the major ablative species only at the highest tem-
peratures and ablation rates. Whichever the surface tetypey the oxygen mass
fraction at the surface is always zero because it completglgts with solid car-
bon to form carbon monoxide.

The thermochemical tables may be employed in conjunctidi thie surface
energy equation (1.41) and relations describing the infdegsponse of the abla-
tion material to obtain coupled solutions of the ablatioolgem.

1.7 Boundary-layer and material response coupling

The analysis of ablative-material thermal protectioneyst for highly energetic,
chemically active environments requires theoretical éples to characterize the

Sonly the major ablating species are showéd? andC;
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Figure 1.5: Surface chemical species for carbon ablati@irin

material thermal response and to represent the heatemtsuobundary condi-
tion. In the previous sections, mathematical models haee kdescribed for rep-
resenting the transient thermal response of a non-chaabiegive material type
and for representing boundary-layer transport phenomenassary for evaluat-
ing the heated-surface boundary conditions. Because iamait& coupling exists
between boundary-layer transport phenomena and ablatterial thermal re-
sponse, the need for a coupled solution is apparent. Thesguoe described
herein employs correlation equations that relate surfacelitons directly to
boundary-layer-edge conditions through the use of oJerealvective transfer-
coefficients. A film coefficient model for boundary-layer haad mass transfer
with chemical reactions has been derived for the governiffigrential equations
of the boundary-layer. Of the resulting transfer-coeffitiexpressions, those for
mass transport has been coupled to a chemistry routine wdprboundary con-
ditions for an in-depth response calculation. The bound#grmation and the
in-depth calculation are coupled through the transfeffimbent energy balance,
providing a complete link between the boundary-layer aedsthlid material.

The finite difference equations for the in-depth solutioa developed and
presented in the next chapter, as well as the computatitiagégy for obtaining
the coupled solution.



Chapter 2

Numerical approach to the ablation
problem

Since the phenomenon presented in the previous chaptdvesvivansient one-
dimensional heat conduction, the following sections wilbkain how to numeri-
cally model the heat transfer problem with ablation and hmweouple the transient
solution to the transfer-coefficient boundary-layer model

2.1 Finite-difference method for the in-depth solu-
tion

Let us consider the in-depth energy balance in the movingdboate system ex-
pressed by Eq. (1.14):

or  o*T 0T

ot~ Y2 o
which holds for a planar surface and constant thermal cdivlyc The finite
difference expression for the simplified energy equatiaf)(@ill be described
for the sake of comprehension. The added complexity duedwahiable area
and variable properties somewhat complicates the algdliree aifference form

of the equation (see Appendix C) but the solution philosagmyains the same.

(2.1)

2.2 Nodal coordinate layout

The basic solution procedure is of tfirite differencetype. Nodal position are
specified by defining the total number of node and their theskn(it is common
practice to concentrate the number of nodes near the adplatift where the tem-
perature gradients are higher). In harmony with the slgftircoordinate system

39
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introduced in section.3, nodal coordinates are tied to the heated surface. The
following principles of nodal sizing have been followed:

e The nodes have a fixed size. This avoids the slight additiooalputa-
tion complexity of shrinking nodes, and more importantigkas the next
principle easier to satisfy, in addition to preserving afulseodal spacing
throughout the history of a given problem.

e Since the nodes are fixed in size, not all of them can be retairke sur-
face of the material is receding due to chemical erosionmRrme to time
a node must be dropped, and experience shows that it is muchprefer-
able to drop node from the back (non-ablating) face of theenwdtrather
than from the front ablating face in order to avoid numerioatabilities.
This means that the nodal network is tied to the recedingsarfand that
material appears to be flowing through the nodes. That ise¢agon why
the energy equation has been transformed to a moving cabedsystem.

To this end, suppose the domain we will work on is rectangwi#in = ranging
from z,,;, t0 x,,., @andt ranging from0 to 7". Divide [0, T'] into | equally spaced
intervals att values indexed by = 0,1, ..., I, and[x,,in, Tmae] iNtO N intervals
at x values indexed by, = 1,..., N 4+ 1. The length of these intervals ist in
the time direction and\x in the spatial direction. In general the quantlty: can
vary from node to node.

We seek an approximation to the true values of temperatuae the (1 +
1) x (N + 1) gridpoints. Letl! denote our approximation at the gridpoint where
T = Tpin +nAx andt = iAt andT ™! denote our approximation at the gridpoint
wherexr = z,,;, + nAz andt = (i + 1)At. From now on, without the risk of
confusion, the quantitie®’ and 7:*' will be referred to agl,, and 7, respec-
tively. The following sections will explain the numericagarithm for solving the
energy equation for the case of planar surface, constapegies and constant
nodal size {\x). This will help the reader in understanding the solvingaliym
structure and its coupling to the ablating surface massjgr®lances. The gen-
eral algorithm for the case of variable properties, vagatsbss-section area and
variable nodal size is reported in Appendix C.

2.3 Crank-Nicholson algorithm

The implicit finite difference scheme is based on the Cramdtblson algorithm,
which has the virtue of being unconditionally stable and ésecond order accu-
rate in bothz andt directions. The first step is to approximate the partialvderi
tives of T at each gridpoint by finite difference expressions. The esgon for
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T;, T,, andT,, are the following:

T —T,
T, = "
! At
T = <T1;+1 - T;@—l) + (Tn—i-l - Tn—l)
‘ 4Azx
T _ (T7’IL+1 B 2T7IL + Trlz—l) + (Tn+1 - 2T, + Tn—l)

2Az?

2.3.1 Interior nodes
Substituting the above into the Eq. (2.1), results in:

T —T, , C
nAt = ﬁ <Tn+1 — 2TTL + Tn—l _'_ Tn+1 - 2Tn + TTL—I) +
:é / /
+ m <Tn+1 — Tn—l + Tn+1 - Tn—l) (22)

multiplying (2.2) through bylAz>At to eliminate the denominators, and collect-
ing all the terms involving the unknowrg on the left hand side results in:

—(2aAt — SATAT,_; + (4A2% + 4aANT, — (2aAt + sAzADT, ., =

(2aAt — Az AT, + (4A2? — 4aA)T), + (20At + sAzAH Ty (2.3)

for each interior node = 2, N. It is apparent that th&, cannot individually be
written as simple linear combinations of thg, but are simultaneously determined
as the solution to this system of linear equations. Sincategu(2.3) applies only
to the interior gridpoints, at each time step appropriatenoary conditions (e.g.
at ., andz,,...) have to be used to calculate all tie.

2.3.2 The surface node

We almost have a procedure for recursively determining titiesegrid of 7/, start-

ing from the given initial values. Substitution of the dié@ce expressions into
the differential equation only gave us a linear equationefach interior point in
the grid. That givesV — 1 equation at each time step, which is not sufficient to
determine theV + 1 unknowns. The missing two equations must be provided by
boundary conditions applied at each time step. It would lsraele for these to
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be representable in a form that preserves the tri-diagomal 6f the system and
thus the efficiency of the solution.

It will be recalled from the introductory sectian2 on boundary conditions
that one of the key purpose of the in-depth response soligitanprovide a func-
tion q.ona(T). How this is finally accomplished will become clear in the hex
section, but it is clear enough that the quangity,;, which ultimately will be cal-
culated as a part of the surface energy balance, will plagehéral role in linking
the in-depth solution to the surface energy balance.

Therefore the energy input to the first node= 1) will be left simply asg.onq,
which will replace the terms of the form:

(Tn-‘rl - Tn—l) o _QCond

2Az N k
(TrlL+1 - TrlL—l) _ _qéond
2Az k

wherek is the material thermal conductivity. Thus we have the endifjerence
equation for the first node as:

T, - T, a / , 2Ax 2Ax
= — (21, 2T+ — 20, — 2Ty + —
Al 2L < 27 20T T deona T 202 T 2L T Geond |
5 2Ax 2Ax
— | —— — —eon 2.4
+ 4Al’< L Qcond L q d) ( )

multiplying (2.4) through bytAz? At to eliminate the denominators, and collect-
ing all the terms involving the unknowrg, andq,, ., on the left hand side results
in:

Az At

(4A2% + 4aA)T, — (AaAt)T, — 2 (200 — $AT)q., 4

(4A2% — 4a AT, + (4aAt) Ty + 2AmAt

(200 — $AT)Geond (2.5)

2.3.3 The last node

The energy equation for the last node€ N + 1) must also be considered sepa-
rately. The last node does not of course conduct energy tdjacent node. Hence
the conduction term is replaced by a temperature-poteatiaVective transfer
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communicating with a "reservoir” at temperaturg,:

(Tn-‘rl - Tn—l) o _hres

2Ax n k (T = Tres)
(Trlz - Trlz— ) hres /
S

wherenh,., is the heat-transfer coefficient with the external ambi&htus we have
the energy difference equation for the last node as:

T1/\f+1 - TN+1 _
At

«

’ / hres ! hres hres
= <2TN = 2Ty = 280 =Ty + 2Ty = 2T — 282 —=Tvg + 4A:cTTm) +

2A x>

é hres / hres hres
+ m <—2AZETTN+1 — 2AZE’TTN+1 + 4AxTTr’es)

multiplying (2.6) through byt Az? At to eliminate the denominators, and collect-
ing all the terms involving the unknowr1§ andgq.,,, on the left hand side results
in:

/

/ hT@S .
— (4aA0)Ty + {4Ax2 + daAt + 2AzAt ’ (20 + sAx)] Tyy1 =

k

hTES .
4Ax At ’ (2a 4+ SAT) T e (2.7)

(4daAt) Ty + lllez — daAt — 2AxAt fires (2a + sAx)} Tni1 +

2.3.4 Tri-diagonal matrix form

The system made up of Eq. (2.3) fort the interior nodes ark) éhd (2.7) for the
two boundary nodes has a very convenient structure. Wiittarmatrix form:

B, ¢; 0 0 0 0 0 T D,
Ay B, C, 0 0 0 0 T, D,
0 A3 By C3 0 0 0 T, D
0 AU 0
0 0 . - )
0 0 0 Ay_y By-1 Cyvo1 O Ty, Dy
0 0 0 0 Ay By Cn Ty Dy
0 0 0 0 0  Any1 Byg Thin Dy

(2.6)



44CHAPTER 2. NUMERICAL APPROACH TO THE ABLATION PROBLEM

The expressions for the coefficieds, B,,, C,, andD,, are readily apparent from
the finite difference energy equations (2.3), (2.5) and)(Z®@r the interior nodes:

(A, = —(2aAt — $AzAL)
B, = (4A2* +4aAt)

Cn = —(2aAt+ sAzAt)

| D, = —AT 1+ (4A2% — 4aA)T, — C, T 41

while for the first node:

By = (4A7% +4aAt)
C; = —(4aAt) (2.10)

D1 = f(q(l:ond)
with
AxAt

Dy = (4A2% — 4aANT, — 1Ty + 2 (2 = $A7)(Grpng + Geona)

and for the last node:

( AN+1 = —(40éAt)
Pres .
Byi1 = {4A1’2 + daAt + 2AxAt ? (2c0 + sAx)} (2.11)
DN+1 = f(hresa Tres)

with

h
Dyiyi= — AnvuaIn+ [4Ax2 — daAt — 2AzAt ;;8 (2a+ sAx)} Ty +

h
+ 4AzAt rkes (200 + SAZ) Tes

For a given node:, except the first or last, the finite difference energy refati
involves three unknown temperatur@s, ,, 7,,, and7,, . ,. For the last nod&/ +1,
there are only two unknown temperaturéy, and T, while the first node
equation involves onl{’ andTy, in addition to the unknown heat flux ..
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2.4 Computational strategy for the coupled solution

It is now possible to see clearly what needs to be done for #aehstepAt of
the solution in order to prepare for coupling to the surfacergy balance. First,
using the current values gfand7,, the coefficients of the tri-diagonal energy
equation matrix can be computed. Once this matrix is sethgxdquired surface
energy relationy...« = qeona(T) May be obtained directly, as described in the
next section.

2.4.1 Reduction of the Tri-diagonal matrix

Referring to the array of in-depth energy equations set doymmbolically in Set
(2.8), it may be seen that, beginning with the last node, thkdst-indexed un-
known temperature may be eliminated from each equation b{Z8) in turn

(this is the standard first step in the routine reduction afi-diagonal matrix).

The resulting simpler set of equations is the following:

Bf 0 0 0 0 0 0 T, Dr
A5 B 0 0 0 0 0 T, D;
0 Ay B 0 0 0 0 T, Dz
0 0 B

0 e 0 . -
0 0 0 Ay, By, ©0 0 Ty, D,
0 0 0 0 Ay By 0 Ty Dy
0 0 0 0 0 A*N+1 B}kv+1 le\7+1 D}k\/+1

(2.12)

It will be noted that this reduction implies that the B, C', andD terms involve
only known quantities evaluated at the beginning of the titeg. In particular,
the surface recession ratés treated in this explicit manner. This cause little error
since the energy term involvingare small compared to the other energy terms.
The expressions for the coefficies, B, C and D are easily expressed. For
the last noder{ = N + 1):

A*N+1 = Ann
BNy = Byt (2.13)

* —
Dyyi = Dia
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for the interior nodesi(= 2, ..., N):

((Ar = A,
A*
B: = B,—C,=*
" By (2.14)
D*
D = D,—C,—2
\ Bn+1
for the first node#{ = 1):
A*
Bf = B — 2
1 1 Cl B;
(2.15)
D*
DY = D, — 2
1 1 Cl B;

Of the reduced set of equations (2.12), only the top-mosttguis of immediate
interest. It may be arranged as:

Gcond = Fs(Tw) (216)

whereF, is a simple linear relation ang, is the unknown surface temperature.
In fact, from Set (2.12):

BT, = D}
now from the expression d8; and Dj it can be easily found that:

., B, & OD
=T — =+ — — Geon 2.17
Acond C2 1 C2 CZ Bg Qcond ( )

with
Cl = (4Al’2 - 40(At)T1 + (4@At)Tg

AxA
62:21'15

(2a — $Ax)

Eq. (2.17) is a simple linear relation of the form:
Goomg = AT + B, (2.18)

SinceTl' = T,, Equation (2.18) is the desired relation betwegn, and T,
implied by the in-depth solution.

It is now necessary to harmonize this in-depth relation wWithsurface energy
balance (SEB). This will be discussed in the following s&tti
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2.4.2 Coupling in-depth response to SEB

If the surface boundary condition involves an energy baamith convective en-
ergy input, the final in-depth relation Eq. (2.18) must nowcbapled to the sur-
face energy balance illustrated in Figure 1.3. In this mestegal case, events at
the heated surface are determined by convective heatingpyasdrface thermo-
chemical interactions with the boundary-layer gases. Tinese energy balance
equation employed is of the convective transfer coefficigne expressed in sec-
tion 1.5.5:

N

peuech(hr - hw)e + peueCm Z(ye,i - yw,i)hw,i - mhw + mhs +
N =1

Qdsen - ~ _

4chem

_'_QTadm - UETw4 —Gcond = 0 (219)

9radyqyt

The surface energy balance Eqg. (2.19) may be rewritten gtluse of the dimen-
sionless blowing parameté’ = 1/ p.u.C,, defined in section.6:

petteCr(hr — haw)e + petteCon | B, — (14 B’)hw] 4 b+

Qrad;y, — UeTw4 — Geond = 0 (220)

where we remember that, is the enthalpy of the boundary-layer edge gases
frozen at the edge composition and at the surface temperalNwte that if the
mass and energy transfer coefficients are equal, the SEBifsa® o the follow-

ing form:

petteCh | By — (1 + B/)hw + mhs + Grad, — e, — Geond = 0 (2.21)

where the ternt,,, is no longer present.

In Eq. (2.19), the termy,., represents theensibleconvective heat flux, it
excludes alchemicalenergy contributions. It has the advantage that the driving
force involves only edge gas states. The energy transtdficientp.u.C), and the
recovery enthalpy:, are function of boundary-layer solution and must be known
for the solution of the surface energy balance. The quahtjtys part of the input
thermochemical data discussed below.

The termg.x.,, represents the net of a number of fluxes of chemical energies
at the surface. The difference term represents transport of chemical energy as
sociated with chemical reactions at the wall; it is the cleainenergy parallel to
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the sensible convective heat flux term. Tiheé, term represents energy fluxes
arriving at the surface from within the solid material and,, term represents
energy leaving the surface in the gross motion (blowing)hef gas adjacent to
the surface. Of the quantities in thg.,, expression, the convective mass transfer
coefficientp.u.C,, is obtained from the input values pfu.C), using relations
such as Eq. (1.26). The enthalpy is obtained from the material thermody-
namic propertied, = hy, + fTTO ¢,.dT. Remaining quantities to discuss dse

Y Yeilwi = Nuwer Y Ywihwi = hy, andT,, (which does not compare explicitly
but is necessary to evaludig). The quantityh,, is known form the edge input
compositiony, ; and the surface temperature. The quankitycan be obtained
from the thermochemical tables shown in sectiofy given the edge pressupe
and the surface temperaturg. Finally, the wall enthalpy:,, is obtained from
the wall temperature and composition, the latter obtainethé thermochemical
tables.

The radiative energy flux to the surfage,, , when present, must be supplied
by the user as all the others boundary-layer input terms.ré&tradiative energy
term,eT),*, is a function of temperature only. The conduction energynt@.ona,
is delivered by the in-depth solution as described in theipus sections.

Finally we have shown that, coupling the procedure with anfeehemical
ablation model (thermochemical tables), all the unknowm$ein the surface en-
ergy balance Eq. (2.20) are function’Bf which is therefore the only unknown.
The energy balance solution procedure is now describednifialiguess of the
surface temperaturé, is obtained in some manner. The quantities in the SEB
Eq. (2.20) are evaluated from the boundary-layer solutitites thermochemical
tables, and the initial guess surface temperature. Thesuiti@ce energy balance
can be computed. In general, however, the sum of the terrhsatiéqual zero but
some non-zero quantity called the error. Some appropriate iterative procedure
must be devised to select successively better estimafeswhich drive the error
e to zero. Experience shows that Newton’s procedure, in wthielderivative of
the error with respect t@, is used to compute the next guess{1) for 7,,, gives
good results:

€
~ e Gegar,
This scheme converges rapidly to the solution. The aboserdeed procedure to
solve the surface energy balance may be summarized as $ollow

T,

Wg+1

1. Evaluaté,, p.u.Ch,, p, andg,.q,, from a previous solution of the boundary-
layer. The edge composition; must also be determined.

2. Obtain values ofd, and B, in the expression,,, = AT, + B from
in-depth nodal energy balance solution.
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3. Guess an initial value for the surface temperafyre

4. EvaluateB’ from surface thermochemical tablg = F(p, T,).

. . . C
5. Use blowing correction equation (1.43) to eval and calculate.u.C},.
ho
6. Computep.u.C,, from C}, and the ratia’,, /C}, the latter evaluated using
Eq. (1.26).

7. Usep andT,, to obtain values fof3’, h,,, andh,,, from the thermochemical
tables.

8. with T, evaluate: andh, from material properties.
9. Construct Eq. (2.20).
10. AdjustT,, to reduce the erraf using Newton-Raphson iteration technique.

11. Go back to stegpp and continue until a convergence criterion is satisfied.

2.4.3 Completing the in-depth solution

Once the surface energy balance has been satisfied, the fesesiemperature
T, may be substituted in the reduced array of temperature }23l@ceT’, is now
known, the second equation of Set (2.12) yiélglslirectly, then the third equation
yieldsT;, and so on until the new temperature ggis complete:
. D, A _,
T ==n_ZnT
n B/ B/ n—1»

n n

n=2N+1 (2.22)

With the surface temperatufE, and the dimensionless mass blowing réate
coming from the SEB solution, the mass blowing ratecan be evaluated. The
surface recession term is then updated to its new iatuen/p,. As a final step,
new values for temperature dependent properties can betesgtlior each node
and the entire system is then ready for a new time step.

2.4.4 Solution without energy balance

The surface boundary condition need not, of course, be aggbalance. Sur-
face temperaturd,, and recession raté might be specified as time-dependent
input parameters. In that cage is known, and the solution of Set (2.12) can be
completed at once as shown in the previous section. Theityant,,; being only

of cultural interest in that case. This option can be usefupfirametric studies
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matching internal temperature response predictions tmteesured thermocouple
responses, using measured surface temperature and oecgat as input, in or-
der to obtain thermal conductivity data via an inverse pdoce. This option can
be also used to compare the numerical solution with knowtyacal solutions.

2.5 Results

This section reports the results of a number of computatisinaulations aimed
at studying the transient response of graphite TPS for &peentry and rocket
nozzle applications. The obtained results will give useftdrmation for the un-
derstanding of the behaviour of such TPS materials expasaddalistic thermo-
chemical environment typical of the applications of intre

2.5.1 Solution check-out

This section presents the results of a series of check-anputations testing the
heat conduction aspects of the developed numerical code.

As a first check out, a constant properties semi-infinite slab simulated
with a thickness large enough to ensure that the final nodeeshoo temperature
response during the computation. Property values were tae

E = 30W/m*K
c, = 2000J/kg K
p = 1850 kg/m?

The exact solution to the semi-infinite solid problem withfarm initial temper-
atureT; and step surface temperatdreat timet = 0 is a similarity solution:

T 1T,
=1-—erf(z*
T T, (z7)
where
. X
2V at

where« is the solid thermal diffusivity:ac = k/pc,. The surface and initial
temperature]; andT, are taken equal t¢000 K and300 K, respectively. The
material thermal response is simulated over a perid) seconds with a material
thickness o020 ¢m which ensures satisfactorily the condition of no tempegatu
rise of the last node. The time step selected is equallte and the nodal size is
equal tol mm for each node with a total number 260 nodes.
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Figure 2.1: Temperature profiles of a constant propertigs-sdinite solid ex-
posed to a step in surface temperature.
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Figure 2.2: Transient response afterof a constant properties semi-infinite solid
exposed to a step in surface temperature.
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Figure 2.3: Steady-state temperature profile of semi-tefisolid exposed to a
step in surface temperature and to a step in surface renesse
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Figure 2.4: Transient response of semi-infinite solid erdd® a step in surface
temperature and to a step in surface recession rate.
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Figure 2.1 shows the exact transient temperature profildstes computed
ones. The agreement between the exact and computed sokigroellent even
at the early times. To better check this agreement Figuresi2ovs the exact
similarity profile compared to the computed profile aftesxecond. The numerical
solution is performed with different nodal sizes corresging to 200, 50, and
25 nodes. Even at this early time the computed profile is vergecto the exact
profile. For the case af00 and50 nodes the agreement is excellent.

Check-out of the convection aspects of the computationiresj@ problem
with surface recession. An analytical solution is ava#afdr the transient re-
sponse of a semi-infinite solid initially at uniform tempien@ exposed to a step
in surface temperature and to a step in surface recessmeg. r&or the constant
properties problem it can be readily shown that the tempezairofile approaches
a quasi-steady form: '

ST
T— TO -
= e «
Ts - TO
where ther coordinate origin is tied to the receding surface. A usefebsure of
the approach to steady-state is provided by the variable:

pey(Ty — Ty)
Geond

comparing the amount of solid convection pick-up to the am@d energy con-
ducted into the solid. This termis initially zero and apmioas unity in the steady-
state.

Figure 2.3 shows the exact steady-state temperature pcofipared to the
computed profile aftet00 seconds. This time is long enough to reach the steady-
state for the present conditions and the agreement betwmeputed and exact
profile is excellent. Figure 2.4 shows the exact transiespaase compared to
computed results for a problem with the same nodal sizeiloligton as the semi-
infinite slab problem previously described. The specifiefbse recession rate
is set tol mm/s. The agreement between computed results and the exagosolut
is again excellent.

The most widely used numerical approach in the U.S. aeresipacistry for
predicting ablation was developed by the Aerotherm Corpmran the latel 960
[33, 1]. Since then, the CMA code has been widely used in thespace indus-
try for analysis of ablating TPS materials on re-entry vifsi@and SRM nozzles.
This technique solved the one-dimensional internal enbeggnce coupled with
the ablating surface energy balance condition to simulegedgsponse of ablative
heat shields in hypersonic flows. This approach has beenywded for many
engineering applications [19], and the predictions prewsdtisfactory accuracy
with minimum computational cost.
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Table 2.1: Surface boundary conditions

B.L. edge conditions

edge pressure: 1 [bar]
edge temperature: 4000 [K]
edge total enthalpy: 8500 [kJ/kg]
heat-transfer coefficient: 3.5 [kg/m?s]
edge composition: equilibrium air
Prandtl number: 0.7
Lewis number: 1.0
surface emissivity: 0.9
blowing-rate parameter: 0.5

A suitable test case has been defined in order to verify theistemcy and
accuracy of the developed code in comparison with the CMAecadthis test case
calculates the transient thermal response of a carbomicafBS with thermo-
chemical tables for carbon ablation in air. The thermocleahtables were gener-
ated with an equilibrium routine based on the NASA Chemiaglibrium with
Application (CEA) open source code [28]. The material is@sqd to a convec-
tive heat flux over a period df00 seconds in air environment. The material has a
total thickness ot 0 c¢m; the time step selected is equaltad s and the nodal size
is equal tol mm for each node. The material properties are the same used in th
previous solutions and the “heated surface” boundary timmdi are expressed in
table 2.1. The material initial temperature is se3@®0 K. The recovery enthalpy
is evaluated from the edge conditions assuming a laminar flow

h, —h )
ho—h_r with r=+vPr

The heat-transfer coefficient is corrected using the adas&ilowing correction
equation (1.44) with\ = 0.5. In this test case, sincke = 1.0, the mass-transfer
coefficient is equal to the heat-transfer coefficient.

Figure 2.5 shows the comparison of the surface recessidetioarwith time
evaluated with the developed code and the CMA code. The samearison is
made over the surface temperature in Figure 2.6. Finalyréi 2.7 shows the
comparison of the temperature profiles at different timés dgreement between
the developed code and the CMA code is excellent.
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Figure 2.5: Surface recession rate variation with time.
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Figure 2.6: Surface temperature variation with time.
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Figure 2.7: Temperature profiles at different times.

2.5.2 Blunt body analysis

The developed numerical procedure has been used to sinth&atdermal re-
sponse of the TPS in the stagnation point of an Earth re-eetncle. The exam-
ple problem is a hypersonic test vehicle with a small noseusa.75 ¢m) and
graphite TPS which travels near Math and at an altitude 030.5 £m. This test
case has been taken from [51]. The problem data and “edgeidaoy conditions
are reported in table 2.2. The surface heat flux is evaluaitixde approximation
formula from [71]:

g = PV C (2.23)

where the units for,,, V.., andp,, areW/cm?, m/s, andkg/m?, respectively.
For the stagnation point case the following values hold:

I
h—) (2.24)

T

M =3, N = 0.5, N =1.83-10"%R"1/2 (1 —
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Table 2.2: Blunt body test case parameters

Problem data

nose radiusdm) 1.75
material graphite
thickness ¢m) 8.0
duration Geconds) 60.0
Boundary layer “edge” conditions

height ¢m) 30.5
Mach ~ 16
Prandtl number: 0.72
Lewis number: 1.0
ho (kJ/kg) 11.5-10°
Poo (Pa) 1.197 - 10°
T (K) 226.5
Poo (kg/m?) 1.841-1072
blowing-rate parameter: 0.5

whereR is the nose radius in meters ahgd andh, are as usual the wall enthalpy
and the recovery enthalpy, respectively. The non-abldtesg-transfer coefficient
can be easily evaluated from Eqs. (2.23), (2.24) and froméfmmition:

Gw

peteCh = G )

The surface pressure at the stagnation point is evaluaigdtfire Newtonian flow
theory:

1 .
P =DPoot §poovo‘ism29 (2.25)

where sird is equal tol at the stagnation point. The chemical equilibrium CEA
code is used to evaluate the “edge” chemical compositi@n #fe normal shock.
The chemical composition at the edge of the boundary-lagdgct, is a major
parameter which must be provided in order to solve the seréaergy balance
Eqg. (2.19). Since the physical properties (thermal conditiztand specific heat)
of graphitic TPS strongly vary with temperature, a varigbteperties material
has been considered. The properties used for graphitekae filom NIST TRC



58CHAPTER 2. NUMERICAL APPROACH TO THE ABLATION PROBLEM

Thermodynamic Tables and from experimental results andeq@rted in Figure
2.8.
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Figure 2.8: Graphite properties variation with temperatur

Figure 2.9 shows the temperature profile inside the TPS atusatimes. Note
that the temperature profiles are fixed to the receding saidadhat recession of
the material can be seen from the back surface. It is wortimgdhat the heat-
ing of the TPS in this environment (Earth reentry) is pre#tstf with the surface
temperature reaching almaxi00 K in the first second of exposure. Figure 2.10
shows the surface temperature variation with time and tHaitotal recession
(cm) variation with time. The computed solution is also cangal with the results
presented in [51]. The agreement is very good both for thiasairecession and
the surface temperature.

The reentry velocity is now varied to see its effect on the TRSmal re-
sponse. The velocity is increaséd®5 and 1.5 times the initial value, keeping
untouched the other parameters. Figures 2.11 and 2.12 $leosvdsion rate and
wall temperature variation with time for the three velagsti Obviously both the
erosion rate and the surface temperature increase withasitrg reentry velocity
but some differences in their behaviours can be noted. Ibesseen that the ero-
sion rate is almost flat for the smallest velocity and showseermarked variation
at early times for the higher velocities. The opposite behawan be observed
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Figure 2.9: Temperature profiles at different times.
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for the surface temperature. This kind of TPS materialsh{sag graphite and
carbon-carbon) have the distinctive feature to show a limithe temperature
reached by the exposed wall. This is due to the fact that, whersurface is
exposed to a higher heat flux, the blowing becomes more and mit@nse with
the increase of surface temperature (see Figure 1.4) antbtiteabsorption due
to the surface chemical reactions becomes dominant as svétleablockage ef-
fect due to ablation products injection. When the surfacelase to the subli-
mation temperatute an increase of the incident wall heat flux produces a strong
increase of the mass blowing rate and a slight increase &dcgutemperature.
This behaviour is clear from Figures 2.11 and 2.12. The weatigerature shown
in Figure 2.12 rises rapidly from the initial valug)( K) to the steady-state value
and this rise is quicker with increasing reentry velocithigh affects directly the
convective heat flux). The erosion rate, instead, is almogboum at the lowest
velocity because surface oxidation is dominant. As seengarg 2.13, in the
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Figure 2.13: Surface equilibrium chemical compositiontfoee velocities.

oxidation regime (withC'O formation) surface composition is not varying with
surface temperature; on the contrary, in the sublimatigmre (5 formation)

the sublimation temperature of graphite is abtift0 K at 1 bar and4400 K at10 bar.
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there is a strong variation of the wall composition with tergiure. The transi-
tion between the oxidation regime and the sublimation regil@pends on pres-
sure as Figure 2.13 clearly shows (the three pressuressesyesl in this figure
correspond to the stagnation pressures for the three yeegltcities). Looking
at figure 2.11 at the lowest reentry velocity the TPS is in tkidation regime and
the erosion rate is almost constant; at the higher velsgitiestead, the sublima-
tion regime is dominant due to the higher wall temperaturkthis causes a more
pronounced variation of the erosion rate in the early tinfiest (0 seconds).

Finally, Figure 2.14 shows the temperature distributidarafo s of exposure.
The three profiles are similar with the higher-velocity pesfishowing a higher
wall temperature and a lower internal temperature. ObWaihe total recession
is greater for the higher-velocity cases. The three progitesv a tendency of the
temperature to experience higher gradients inside therrakat@his is a conse-
qguence of the higher heat flux and consequently of the higluassion rate: the
steady-state condition is reached quickly and the temperatrofile inside the
material is steeper at the higher reentry velocities. lE@ui5 shows the variation
with time of the heat flux conducted in the solid. The heat flogves a strong
variation with time during the first seconds and then raptdlyds to be uniform
showing the approaching of the steady-state condition.hAthigher velocities
the time period over which the heat flux is strongly varyingeduced and the
steady-state condition is approached earlier.

2.5.3 SRM nozzle throat analysis

The developed numerical procedure has been used to sintidatgent thermal
response at the throat location of a carbon-carbon nozglesexi to the solid
propellant combustion gases. The example problem is aalySiRM nozzle ap-
plication with a chamber pressure &f bar, a chamber pressure 8500 K, and

a throat radius o8.2 cm. The problem data and “edge” boundary conditions
are reported in table 2.3. Graphite is usually used to prdtexthroat region
of SRM nozzle. However, an insulation material (such as aaithenolic or
silica-phenolic) is usually inserted between the carbamrpan and the aluminium
structure to limit the temperature rise of the structurelitsCarbon-carbon is an
extremely effective ablator for SRM nozzle application ibiias a relatively high
thermal conductivity if compared to other insulator matksi Carbon-carbon has
a thermal conductivity of abod W/m?K at500 K which is rather high if com-
pared to about W/m?K of carbon-phenolic at the same temperature. A complete
nozzle TPS has been analysed in this test, with a main alvtetarial, an insula-
tor back-up, and finally the structural material (relatiiekness are expressed in
table 2.3).



64CHAPTER 2. NUMERICAL APPROACH TO THE ABLATION PROBLEM

Table 2.3: SRM nozzle throat test case parameters

Problem data

chamber pressurédr) 55

chamber temperaturé() 3500

throat radius{m) 8.2

main TPS material{n) graphite ¢.0)

insulation materialdm) carbon-phenolicl(.5)

structural materialdn) aluminium (1.5)

fire duration §econds) 110.0

Nozzle conditions

specific heat ratio 1.13

Prandtl number: 0.5

Lewis number: 1.8

combustion gases ViscositiP{ - s) 1.0-1074

characteristic velocityr(/s) 1600

total enthalpy k.J/kg) 1.69- 103

throat velocity €/ s) 1000

throat temperaturei() 3300

throat pressure(r) 32

blowing-rate parameter.: 0.4

Gas-phase mass fractions

CO: 0.3485
COq: 0.0303
HCI: 0.3030
Hy: 0.0152
H,O: 0.1364
No: 0.1514

OH: 0.0152
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The mass fraction of the combustion species at the nozai, ishown in
table 2.3, are based on chemical equilibrium calculatioiseachamber pressure
for an AP/HTPB composite propellant. All the relevant champarameters are
evaluated with an equilibrium routine as well as the thraatditions assuming a
one-dimensional equilibrium expansion. The surface heatifl evaluated with
the approximation formula from Bartz [4]:

~ [0.026 [ pu°? P08 AN
peuecho = lw (W)o <E> : Z -0 (2.26)

wherec* is the characteristic velocity and, and A; are the throat diameter and
area, respectively. The termis a dimensionless factor accounting for property
variations across the boundary-layer [4]. The recoverkiapy is evaluated from
the edge conditions assuming a turbulent flow:

2

hr:ho—(l—r)% with r=+VPr

Since the nozzle surface is not planar, a variable crogssatarea (linear with
the radius) has been considered in the energy equation.

Figure 2.16 shows the temperature profile inside the TPS@ustimes. The
TPS transient response in this environment shows a simalandour to that of the
reentry application: the heating of the TPS is very quickhwhe surface tempera-
ture reaching almo21000 K in the first second of exposure and then approaching
rapidly a steady-state value (bel@®00 K). An abrupt change in the slope of
the temperature profiles is clearly visible and this is duthéochange of thermal
conductivity passing from the main to the insulating bapkruaterial. There is
another change in the slope passing from the back-up torthestal (aluminium)
material. The temperature distribution is constant intheealuminium due to its
high thermal conductivity. Figure 2.17 shows the surfaceperature variation
with time and the surface erosion rate (mm/s) variation Wiitte. The surface
erosion rate is completely flat during the whole firing timéisTis due to the fact
that the carbon-carbon TPS is always operating in the dwidatgime where the
B’ curve is flat and the surface composition shows no variatitim temperature
as Figure 2.18 clearly shows. For the present throat pressarbon-carbon sub-
limation starts abov8500 K and a so-high temperature is never reached at wall
during the motor operation time. In Figure 2.18 the threelizkng speciesO-,
H,0, andOH) are not represented because they react completely witsolice
carbon to formCO species. Finally Figure 2.19 shows the variation with tirhe o
the heat flux conducted in the solid. As for the reentry cdseheat flux shows
a large variation during an initial transient and then tetadse uniform showing
the approaching of the steady-state condition.
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Figure 2.18: Surface composition for carbon ablation in S&Mironment.
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It is worth noting that the erosion rate depends stronglyhenacal pressure.
The results presented herein assume that the chamber ngresswains constant
during the firing duration; in SRM nozzle the chamber presslapends on pro-
pellant, burning surface, and throat area. Assuming a aah#troat area (neg-
ligible area-variation due to throat erosion) and a giverpptlant, the chamber
pressure time-history is a direct result of the burning aeftime-history and
therefore of propellant grain geometry. The effect of Valeachamber pressure
due to grain geometry has not been considered in this testlmasit could be
easily done assigning the pressure time-variation as @ynmbndition. How-
ever, this is outside the scope of this part, whose main go#ite analysis of
carbon-carbon TPS transient thermal response undertiealiwironments to ob-
tain useful information for the following part of this work.

Pressure has a strong influence on erosion rate becausecisatie heat flux
convected from the hot-gases to the wall (see Eqg. (2.269sdRre also affects
the mass transfer across the boundary-layer: higher pesssin fact, increase
the mass-transfer coefficient and consequently the erosass rate. The same
test case has been repeated considering the effect of #nasibn on chamber
pressure. While throat is eroding, in fact, the throat asemdreased and this
causes the chamber pressure to drop and consequentitlaéter®sion rate. The
effect of pressure drop due to erosion is shown in Figure@ ar@l 2.21 for the
erosion rate and the eroded thickness, respectively. Folicarecket motor the
chamber pressure is obtained by the following relation:

Pe = (pp-a~c* : @) - (2.27)

wherep, is the propellant densityy, is the burning surface, andandn are the
burning rate constant and exponent, respectively. Thammirater is represented
by = a - p. Form Eq. (2.27) the following relation holds:

s
Pe X (E) (2.28)

wherer; is the throat radius. From the Bartz equation (2.26):

P08
Ch, x 8.2 (2.29)
Ty

combining Egs. (2.28) and (2.29) gives:

C) x <l) B (2.30)

Tt
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Eq. (2.30) is used to correct the heat-transfer coefficiening the transient
computation to take into account the effect of throat emoswith the increase of
ry. At the same time Eq. (2.28) is used to vary the chamber presiie to throat
erosion. Chamber pressure, in fact, affects the thermoiclaétables modifying
the equilibrium composition: this effect, however, is osen in the sublimation
regime (nozzle environment is not sufficiently energetitrigger sublimation).

Figures 2.20 and 2.21 show the effect of throat erosion duha firing on the
erosion rate and the eroded surface, respectively. Theoaroaste (Fig. 2.20) is
decreasing with time due to chamber pressure drop and cossty the erosion
(Fig. 2.21) is no more linear with time. This effect is obvéhyumore important
for small nozzles (such as the one used in this example) wheré¢hroat area
variation due to erosion is not negligible. For the presaseq; = 8.2 ¢m) the
final throat area is aboui5% bigger than the initial area. For a bigger nozzle
(booster), with a nozzle radius @6 cm, this increase would be of only0% and
the effect of throat erosion on chamber pressure could blecteg.

2.6 Conclusions

An unsteady quasi-one-dimensional ablation thermal mespa@ode for carbon-
carbon materials based on a nodal network tied to the regesirface has been
developed and verified. An ablation model based on thermmidaé tables have
been also proposed and coupled with the thermal responge Qukcial atten-
tion is devoted to simulate the effect of ablation on theatefmass and energy
balance, using a transfer-coefficient boundary-layer mhdde model has shown
excellent agreement with known analytical solutions anthwhe widely used
CMA code. In particular this model is finalized to be used asnatefficient en-
gineering tool for the TPS analysis, prediction and desdpmerical results have
been presented for different environmental condition& different environmen-
tal gases: i) stagnation point of an Earth re-entry vehigleazzle throat section
of a solid rocket motor. The major result of these computetis that, despite the
different kind of application ranging from rocket nozzleEarth reentry environ-
ment, these kind of materials show a similar behaviour dtaraed by a quick
heating and a short transient period in which surface cmmdistrongly vary with
time. When steady-state condition is reached the temperptofile and the sur-
face conditions do not change with time provided that thenblany condition are
not changing. Results have shown that the temperature gin§iide the mate-
rial experiences a noticeable variation with time partciyl in the inner part of
the solid. However, the presented results have also shoatritie surface pa-
rameters (temperature, erosion rate, heat conductiorsatid) are much faster in
reaching the steady conditions than the in-depth temperatofile. This permits
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to conclude that, for what concern the surface conditiorséeady-state assump-
tion is acceptable to study the complex interaction betwesgas flow and TPS

material. On the contrary, if one is interested in the terapee rise inside the

material and in particular at the interface with the strueta transient solution is

mandatory.

In the next part of this work, where the author concentratadmof his efforts,
the interaction between the hot-gas layer and the TPS wifitbdied assuming
steady-state condition but completely removing the trmsbefficient approach
using a full Navier-Stokes solver to model with more accyithe heat and mass
transfer mechanisms.
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Chapter 3

Thermodinamic model

Computational fluid dynamics (CFD) and computational soiechanics (CSM)
codes typically treat fluid/solid boundary conditions inexysimplified manner
such as constant prescribed temperature or heat flux andrthmass transfer.
However, in energetic hypersonic environments, TPS naseimteract with the
flow through diverse thermochemical and thermophysicalhaeisms including
ablation, shape change, pyrolysis, melt flow, spallatiohgdthermal conduction.
The specific application of this part is the modeling and wsialof the interaction
between carbon-carbon TPS and highly energetic hyperfionitields. Solution
of the coupled material flowfield problem is of critical impamce for the TPS de-
sign, sizing, and optimization for hypersonic vehicles eouket nozzles. TPS are
traditionally designed with one and two-dimensional eegiimg codes similar to
the tool described in the previous chapter. Occasionatlgtailed computational
solution is obtained, but these solutions rarely contagnctbrrect surface bound-
ary conditions. To compensate for uncertainties in theyaesl, a safety margin of
extra TPS material is added to the final design, and the steiateight must also
be increased. The TPS/structural weight is typically sigantly larger [3] than
the payload weight and therefore a reduction in the TPS wéigh a cascade ef-
fect: the structural weight is also reduced, resulting ifraa increase in payload
and scientific capability. Clearly there is a need for moreusate, multidimen-
sional computational tools which can be used to reduce thertainties in TPS
analysis and to optimize the TPS design. Nowadays, CFD oy continues to
develop in the areas of non-equilibrium flow, multispeciesekcs and transport
properties, radiation transport, and three dimensionzalséities. However, most
codes use primitive surface boundary conditions and camadistically be used
for TPS analysis and design. To obtain a suitable tool foatiaysis of flowfield
with ablation, CFD codes must take into account spatiallying surface temper-
ature and heat flux, a realistic surface energy and massdegldrermal soak into
the TPS material, and thermochemical ablation modelinguuist be noted, how-
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ever, that the computational expense of these advanced GfBods can limit
their utility. This and the next chapters will deal with thedeling of these sur-
face and near-surface thermochemical phenomena andriteziiace with a CFD
code.

In order to study the complex flowfield over an ablating swefea Navier-
Stokes approach is used in this work. The physics of the aségover a solid
surface is modeled by the chemically reacting Navier-St@aerning equations,
which are solved by a 2-D axisymmetric solver based on theoagh described
by Nasuti & Onofri [61, 60] and Martelli [47]. The main feats of this method
are to discretize the convective terms according tdah@da schem{b4]. Be-
cause of the chemically active surface, further physicalefing is necessary for
the fluid-surface interaction. The latter aspect, which gl described in chapter
5, requires the addition of a mathematical model of the hetigav boundary
condition which describes the physics of the surface phemamin this chapter
the thermodynamic model is described, while in the next térethe flow govern-
ing equations and the numerical method used will be disclisse

3.1 High-temperature gas dynamics

During an atmospheric entry as well as in rocket engine agfiins the high-
temperature effects are important and must be accounte@iferthermodynamic
and transport properties are varying with temperature aixtune composition
which, in turn, changes due to chemical reactions. Moretheradditional trans-
port mechanism of diffusion becomes important. These kinflbars are char-
acterized by strong variations of temperatures and védscitConsequently, the
hypothesis of ideal gas cannot be made due to chemical@eactMoreover, the
vibrational levels of molecules are exited by the high terapees, causing the
variation of specific heats.

The kinetic energy of a high-speed, hypersonic flow is datsig by the in-
fluence of friction within the boundary layer. The viscousgijpation that occurs
within hypersonic boundary layers can create very high tsatpres, high enough
to excite vibrational energy internally within moleculesdao cause dissociation
and even ionization within the gas. If the surface of a hypeicsvehicle is pro-
tected by an ablative heat shield, the product of ablatienaéso present in the
boundary layer, giving rise to complex chemical reactiothwhe atmosphere.
Therefore the surface of a hypersonic vehicle can be wettealdmemically re-
acting boundary layer For a hypersonic flow, the boundary layer and also the
shock layer can be dominated by high-temperature chemicdicting flow. In
introductory studies of thermodynamics and compressitwe the gas is assumed
to have constant specific heats; hence, the ratio ¢,/c, is also constant. This
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leads to some results for pressure, density, temperatdr®ach number varia-
tions in a flow. However, when the gas temperature is inccetséigh values,
the gas behaves inrn-idealway, specifically as follows:

e The vibrational energy of the molecules becomes excited tlais causes
the specific heats, andc, to become functions of temperature. It turn, the
ratio of specific heatsy = ¢, /c,, also becomes a function of temperature.

¢ As the gas temperature is further increased, chemicalioeactan occur.
For a chemically reacting gas, andc, are function of both temperature
and pressure, and henge

All of these phenomena are calléigh-temperature effectsHigh-temperature
chemically reacting flows can have an influence on lift, drad,moments on
a hypersonic vehicle. For example, such effects have baamdfto be impor-
tant for estimating the amount of body-flap deflection neagsto trim the space
shuttle during high-speed reentry. However, by far the ndostinant aspect of
high temperatures in hypersonics is the resultant high-tneasfer rates to the
surface. Aerodynamic heating dominates the design of aktsonic machinery,
whether it be a flight vehicle, a rocket engine to power suchlacke, or a wind
tunnel to test the vehicle. This aerodynamic heating take$drm of heat trans-
fer from the hot boundary layer to the cooler surface, whichsequently must
be protected to sustain the heat flux and keep the excessvdrbm damaging
the vehicle. Clearly, high-temperature effects are a dantiaspect of hypersonic
aerodynamics.

In the subsequent sections important physical and thernardic variables
and relations (equation of state) are discussed which wilideful in the following
description of the governing equations given in Chapter

3.2 Internal energy

The internal energy per unit mass of a single gaseous spiecesnixture of
thermally perfect gases can be expressed as a function petatare only:

T
e = / co,(T)dT + hy, (3.1)

Tref

wherec,, = de;/dT is the specific heat at constant volume, function of tempera-
ture only according to the thermally perfect gas hypothesidh , is the heat of
formation of thei™ species at the temperatufe= T,.;. The internal energy per
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unit mass of the mixture can be written as:

N N
€= Z %ei = Zyiei (3.2)
i=1 i=1

where N is the total number of specigs,is the density of thé!" speciesp =

> pi is the density of the mixture, ang is the mass fraction. For eaahdivid-
ual chemical species present in the mixture (assuming a pegéjtthe internal
energy will be function of temperature only. However, theeinal energy for a
chemically reacting mixture depends not onlyepybut also on how much of each
species is present. Therefore for a chemically reactingurexof perfect gases,
in the general non-equilibrium case, we write:

eze(T7y17y27y37-“7yN) (33)

Dealing with chemically reacting mixtures it is conveniémintroduce the frozen
specific heats (at constant pressure and volume), obtagsedsng the flow to be

frozen [2]:
N N
Cy = Z YiCu; s Cp = Z YiCp, (34)
=1 =1

It is also possible to define a mixture specific gas constaat,is:
N
R = Zy,RZ =Cp —Cy (35)
=1

whereR; = R,/M;, with R, being theuniversal gas constargnd M; the i
species molecular weight. Finally the frozen specific hesdis can be introduced:

C
== (3.6)
Cy
In the adopted model only mixtures in thermal equilibriura eonsidered and ev-
ery contribution to the internal energy (such as the vibratl energy) is included
into thec,, expression.

3.3 Equation of state

In the previous section a chemically reacting mixture mad@hermally) per-
fect gases has been assumed. For a perfect gas the inteengy é function
of temperature only. Aoerfect gads a gas where intermolecular forces are neg-
ligible while areal gasis a gas where intermolecular forces are important and
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must be accounted for. At distances approximately 10 médeciameters away
from the molecule, the magnitude of the intermoleculardascnegligible. Be-
cause the molecules are in constant motion, and this madiovhat generates
the macroscopic thermodynamic properties of the systeem, tie intermolecu-
lar force might affect these properties. For most problemaerodynamics, the
assumption of a perfect gas is very reasonable. Conditlwatsréquire the as-
sumption of a real gas are very high pressuges-(1000 atm) and/or low tem-
peratures{ = 30 K); under these conditions the molecules are packed closely
together and move slowly with low inertia. Thus, the intelacalar force can act
on the molecules modifying the macroscopic properties@gifstem. In contrast,
at lower pressures and higher temperatures, the moleadegidely spaced and
move more rapidly with higher inertia. Thus, the intermalec force has little
effect on the particle motion and therefore on the macrasqmwperties of the
system. Again, we can assume such a gas to perfect gaswhere the inter-
molecular forces can be ignored. A perfect gas is assumédsinvork, and this is
a reasonably assumption given the conditions of pressutéeanperature in the
applications of interest.

Consequently, a relationship between pressure and tetapei@quation of
state) of this kind can be written:

N

N
p= Zpi = ZP@RZT (3.7)
im1

i=1

which is called theperfect-gas equation of staté&or a mixture of perfect gases
the Dalton’s law holds, which express the fact that the pressf the gas mixture

is made up of the individual partial pressugef thei' species. By definition,
the partial pressure of speciey;, is the pressure that would exist in the system
if all of the other species were removed, and the particlab@f" species were
the only ones occupying the whole system at the vollivend temperaturé'.

3.4 Frozen speed of sound

The appropriate speed of sound in a thermally equilibragedting mixture of
gases is th&ozen speed of sourgiven by:

a’ = (8_P)sy (3.8)

where not only the process through the sound wave is isaoffop- const) but it
is also frozeny; = const). From the definition of pressure, Eq. (3.7), and internal
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energy, Eq. (3.2), itis clear that= p(p, e, y;), from which it is possible to obtain:

()., (@), (%) e
8p €Y 86 PsYi 8p 5Yi

where the last derivative can be obtained from the first lathefmodynamics:

(@> - L (3.10)
) ey P
and the other two derivatives can be expressed as:
(8—1)) = RT (3.11)
ap €,Yi
(2) () a12)
€ PsYi € Yi
where the temperature derivative can be obtained from theitien of internal

energy, Eq. (3.1) and Eq. (3.2):

(%) -+ (3.13)

Oe v Co
Substituting we find the interesting result:

a® = yRT =~ (3.14)
p

which is not an approximation, but it is the frozen speed afnsbfor reacting
mixtures.

3.5 Thermodynamic data

The thermodynamic properties of the chemical species ale@ed with the ther-
modynamic database used in the chemical equilibrium coitipesomputer pro-
gram developed by Gordon and McBride [28].

The data are selected from a number of sources, but the paincurrent
sources are Chase et al. [14], Cox et al. [22], Gurvich et 30],[and Marsh
et al. [46]. McBride et al. [48] documented the sources aeddita for 50 refer-
ence elements. The thermodynamic data are provided in thedbleast-square
coefficients.
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3.5.1 Data for individual species

For each chemical species the thermodynamic functiondfgpkeat, enthalpy,
and entropy as functions of temperature are given in the fifrleast-square co-
efficients. The general form of these equations is as fotlows

CO

fp — ZCMT’“ (3.15)
H° [ CydT

RT ~  RT

S0 Cy

= = [ Zkar

R / RT

Where R is the gas constant equal 814.51 [kmoie-K]' Cg is the molar heat
capacity at constant pressure for standard-ﬁaté—], HY is the standard-state

mole- K
molar enthalpy—~-], andS° is the standard-state molar entrdpy-2—] for the
generic species. The set of least-square coefficientssterddi seven terms for
CI?/R and corresponding terms for enthalpy and entropy as wetleamtegration

constantsis andag as follows:

CO
fp = alT_2 + CLQT_l +as + a4T + a5T2 + CL6T3 + a7T4
H° T T? T3 T
ﬁ = —alT_2+a2T_11nT+a3+a4§+a5?+&6?+a7€+%
S0 T2 _ T2 T3 T
E = —alT—agT 1+a31nT+a4T+a57+a6?+a7z+a9

The temperature intervals are fixed. These interval2@beo 100047, 1000 to
6000k, and, for some gases)00 to 20000k .

Generally, the three functions are fit simultaneously. This tonstrained to
match the functions exactly dt = 298.15K. Thus, the least-square coefficients
reproduce heats of formationAt= 298.15K exactly.

3.5.2 Mixture properties

Once the thermodynamic data for each specas known, the mixture properties
can be evaluated as follows:

H = Y X;H
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S; = S)—~RlnX,—RInP

_ § 0
Cpfr'ozen - Xicpyi
7

whereX; is the mole fraction of thé” species and all properties are molar proper-

ties (Upper-case letteds The specific propertiesower-case lettefscan be easily
obtained from the molar properties:

1
1
s = M - S
1
Cpfr'uzen = M : Cpfr'ozen

whereM is the molecular weight of the mixture.



Chapter 4

Mathematical model and numerical
method

4.1 Governing equations

The flow of a compressible chemically reacting mixture ofthally perfect gases
is governed by the conservation principles of mass, momerdand energy. From
these conservation principles the Navier-Stokes equatian be derived. How-
ever, Navier-Stokes equations can be expressed in a diffeaghion depending
on the numerical method used for their solution. In pardguihe mathematical
method used in this work is based on thembda schemwhich takes advantage
from the hyperbolic nature of the Euler equations, decowgetween the convec-
tive operator and the diffusive operator (treated as a gaieren). The equations
are written in quasi-linear form, in terms bf= a/d%, v, s, ;.
The nondimensional reacting Navier-Stokes equationgemrin terms ofy;,

b, v, s are as follows (details on their derivation are given in Apgig A):

( Dy;

(4.1)

E C—IVb— —V3+—Zszyz = m

D

-1
Yo = /ART and§ = 1.

83



84 CHAPTER 4. MATHEMATICAL MODEL AND NUMERICAL METHOD

where the source terms, grouped on the right-end side of E44), have the
following expression:

v; 1o .
Vyi = E__V'JZ
PP
V= Lp4 Ly o1)y
b — el 'VRW s
1
V, = -V-T (4.2)
p
1 R
V. = —meVyﬁg(—V-qﬂLVViT)

The reacting inviscid equations can be obtained neglettimgiscous termsl{ =

0, g = 0 andj; = 0) from Eqgs. (4.2). Thesuler equations (inviscid and non-
reacting) can be obtained simply putting the source tefifjps (3, V,,,, andV)
equal to zero.

4.2 Numerical technique

The Navier-Stokes equations (4.1) hold independently ftber dimension of
the space or from the adopted reference frame. Here theieqsidbr two-
dimensional problems (planar or axisymmetric) are nunadyicolved following
thelambda schemasing a curvilinear orthogonal frame, in order to have a grid
well adapted to the geometry of the body, which is transfartoea Cartesian grid
(called the computational plane) by conformal mapping. [Emebda schemés
a technique developed for the Euler equations and exteiodibe tNavier-Stokes
equations decoupling between the convective operatortenditfusive operator
(treated as a source term), according to their differensgay nature. This tech-
nique is second-order accurate in both space and time am$csilded in details
in Appendix B.
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The equations in the computational plane are:

( , a a

be =1 <ff+f§+ﬁ+f2y+vb+7—R3t—7—RZQiyi7t+A)

w = ft — f3 + f§ + Vi,

i 43
T *3)

se=fi+ [+ Vs

\ Yie = 7+ 7+ V, i=1,...,N—1

The termsf}! represent the convective part and are discretized wathinddiffer-
encing while the termB’b’, Vu, Vi, Vs, andV,, represent the chemical and diffusive
source terms which are discretized with central differegcilhe terms); andc;
represent partial derivatives gfand R with respect to temperature and species
mass fractions.

The technique is second-order accurate, and no errors t@oeluiced at the
boundaries: thboundary conditionsaccording to the chosen model of the "out-
side world”, can be enforced with utmost simplicity and wttih using arbitrary
elements. Among the advantages of this method over othamitpees, one is sim-
plicity, which is also responsible for reducing computasibtime, and another is
easiness in handling boundary points and boundary conditi@ his simplicity
and accuracy in treating the boundaries is obviously udefulthe treatment of
complex boundary conditions, as in the case of ablation.akous like (B.13)
and (B.14), in addition to local terms, contain terms, ffiewhich express phys-
ical contributions from one side or the other. Terms withrespg contributions
from outside are not computed from inside the computatioegibn. They must
be determined using some appropriate, physical boundamyitton. The calcu-
lation at boundary points, therefore, is not affected byteatiness.

4.3 Boundary conditions

An appealing technique for specifying boundary conditiarshyperbolic sys-

tems is to use relations based on characteristic lines,onethe analysis of the
different waves crossing the boundary. It is well known ttiegt Navier-Stokes
equations are not hyperbolic as the addition of viscousdariianges the math-
ematical nature of the system by increasing its order. HeweNavier-Stokes
equations certainly propagate waves like Euler equationardi, from a physi-

cal point of view, Euler boundary conditions appear as brsler candidates to
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treat Navier-Stokes boundary conditions. However, NaSiekes equations re-
quire more boundary conditions than Euler equations do.ulld lNavier-Stokes
boundary conditions, the approach used here is to take tbommslicorresponding
to Euler conditions (theviscid conditionyand to supply additional relations (the
viscous conditionswhich refer to viscous effects. The teniscousis used here
to describe all processes which are specific to Navier-Stake, viscous dissi-
pation, thermal diffusion, species diffusion, etc. Thedditional conditions must
have a negligible effect when the viscosity goes to zero han implementation
is not done at the same level as the inviscid conditions. Té®ous conditions
are used only to compute the viscous terms in the consenvatjaations at the
boundary and, therefore, are not strictly enforced.

Boundary conditions must be applied at four boundaries:oWeft wall, 2.
upper wall, 3. entrance and 4. exit. The main types of boyndanditions are:
inflow and outflow of the gas, viscous wall, and inviscid wakkic of symmetry).
In the computational plane, which is a biox1] x [0, 1] (see Appendix B), the four
boundaries are identified by the lings= 0 (left), z = 1 (right), y = 0 (down)
andy = 1 (up).

4.3.1 Inflow and outflow conditions

The inflow or outflow conditions are usually assigned to ttieded right bound-
aries ¢ = 0 andz = 1). To assign inflow (or outflow) boundary conditions the
first step is to identify which terms (corresponding to spdesvatives in ther
direction) express contributions from outside, eithehatleft boundary, or at the
right boundary. The unknowyi are clearly the ones corresponding to the posi-
tive \? for the left boundary, and to the negativgfor the right boundary. These
terms from the "outside world” cannot be computed from ieglte computational
region and therefore they must be determined by some physoadary condi-
tions. We will hereby derive the boundary conditions for lgfé boundary, being
the conditions for the other boundaries based on the sane I0g the entry (or
exit) boundary the flow may be supersonic or subsonic:

e Supersonic inflow In this case the conditiom > « holds. The three are
all positive and thereforé+ (N — 1) boundary conditions must be assigned
for the corresponding unknown termg:, f5, f5, fi, and the(N — 1) f*.
This equals to assigning the inflow conditions.

1. Steady flow and equal to the initial condition.
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The unknownf,” can be obtained from:

by =0
uy =0
v, =10 (4.4)
s5; =0

ym:O, ,’izl,N—l

If a planar flow and uniform in th@ direction is assigned, the simple
condition f¥ = f¥ = f§ = fi = f* = 0 is obtained from (4.4)
and (4.3). If this is not the case, the unknown terms can berties-
less obtained from (4.4) and (4.3), after the space devesin they
direction have been evaluated.

e Subsonic inflow In this case the conditiom > « > 0 holds.3 + (N — 1)
signals come from outside the computational regigh:f5, fi, andf® are
unknown whilefs can be correctly evaluated from inside the computational
region, being\j < 0.

1. The impinging flow has clearly defined total temperatus&altpres-
sure, and species mass fractions. Moreover the flow is ceresidi-
rected along thg = cost lines. The conditions can be expressed in
terms of time derivatives, that i$7;); = F(t), (po): = G(t), (vi): =
Yi(t) andV, = 0. With the equation of state these relations can be
transformed in terms of,u,v ands. The condition of defined total
temperature and total pressure can be expressed in terratabém-
thalpy (ho); and entropy, respectively.

~

(To): = F(1) (ho)e = Fbby + uu, = F(t)
(po)e = G(¥) s = (j(t)
e =Yt T\ p= () (4.5)
Vi=0 v =
where

The assumption that = 0 has been also made for the entry bound-
ary so that the relatiom = V holds. Egs. (4.5) allow to evaluate
the unknown signalsf{, f7, f, fF) from known quantities, i.e. the
derivatives in thej direction. Note that if the inflow conditions do not
vary with time (which is the usual condition), thef(¢), G(t), and
Yi(t) are set to zero.
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e Supersonic outflow In this caseu < —a holds. The\? are all negative
and all the signals come from inside the computational regio boundary
conditions are needed because all the space derivativesaeetly evalu-
ated inside the computational region.

e Subsonic outflow In this case-a < u < 0 holds.3 + (N — 1) signals (7,
13, fi, fF) come from inside the computational region. A single candit
is needed to evaluated the only unknown sigffal

1. Assigned pressure
The condition for this case jg = F(t), expressed in terms of a time
derivative. With the expression of entropy and the equatibstate
the pressure condition can be expressed in terms sf, andy;

F(br, s0,yi0) = F() (4.6)

the above condition allowg! to be evaluated from known quantities.
If the pressure do not vary with time (usual condition), ttfn) is set
to zero.

2. Non-reflecting (radiative) condition
With this condition [73] the signals coming from the outsale as-
sumed to be zero. In this case the boundary condition beceimmes

ply:
fr=0 (4.7)

3. Extrapolation
In this case the unknown values of all the variablgs:( v, s, andy;)
are extrapolated from the corresponding values from infidecom-
putational region. This condition is not mathematicallyreot but can
be useful for problems where no appropriate physical canditare
known at the boundary. A typical case is the exit conditiontfee
subsonic boundary-layer of a supersonic flow.

4.3.2 Wall conditions

To assign wall conditions, as for the case of inflow or outfltve first step is
to identify which terms (corresponding to space derivatiirethey direction)
express contributions from outside, either at the uppentaryy = 1, or at the
lower boundaryj = 0. The unknownf; correspond to the positive/ for the
lower wall, and to the negative’ for the upper wall. We will hereby derive the
boundary conditions for the lower wall, being the condidar the other wall
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based on the same logic. Two kind of walls can be defined: égivisall, viscous
wall and axis of symmetry. The special case of an ablatingwiilbe discussed
in the following chapter. If the lower (or upper) boundarnni a wall or an axis
of symmetry then inflow or outflow conditions can be enforceabtly in the same
way shown for the: = cost boundaries.

¢ Inviscid wall. The boundary conditions on inviscid walls are easily &dat
In this case the condition = v, = 0 holds. For a rigid wall, in factp
must vanish at all of its points; this is called tihew tangencycondition
and it is the only condition which has to be specified for ansicid flow.
Consequently\y > 0, Ay < 0, and\] = 0 and3 + (N — 1) boundary
conditions must be assigned for the corresponding unknemnst /7, /¢,
fi,andthe(N — 1) f/. The termf{ can be derived from the third of (4.3),
imposingv; = 0:

A=K-K-V (4.8)
The other unknown signals, are easily derived:
== =0 (4.9)

the above condition is obtained from (B.14) imposiig= 0.

e Viscous wall (non-reacting) The A-scheme specifies the boundary condi-
tions using relations based on characteristic lines,drethe analysis of the
different waves crossing the boundary. To build Navierk8toboundary
conditions, the approach used here is to take conditionegonding to
Euler conditionsi@viscid) and to supply additional relations, i.e. tls-
cousconditions. According to signal propagation, the viscoos @viscid
conditions are exactly the same. The difference lies in tliked conditions
which must be assigned on space derivatives for a viscoug@bjv This
can be made directly specifying the flow parameters at walk dsual flow
tangency condition for an inviscid flow changes drasticédliya viscous
flow. Because of the existence of friction, the flow can no Emgjip at
the wall and we have theo-slip condition at the wall, namely the velocity
vector is zero at the wall:

u=v=0_0 (4.10)

The zero-pressure gradient at the wall is also enforced:

op\
<6‘_y>w ~ 0 (4.11)
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In addition, because of energy transport by thermal conalucive require
an additional boundary condition at the wall involving tesrgiture. Differ-
ent cases can be considered [2]:

1. Isothermal wall:

T=T, (4.12)

whereT,, denotes the specified wall temperature. Usually the wall wil
not be at constant temperature. If we know a priori the digtron of
temperature along the surface (for example from an expetintieen
the above condition is modified wiff, (%) instead ofl’,,, whereT,, ()

is the specified wall temperature variation as a functionisfatice
along the surface (thg = 0 line in the computational plane). Unfor-
tunately, in a high-speed flow problem, the wall temperaiitesually
one of the unknowns and the isothermal wall condition istetfuee,
not usable in this case.

2. Heat-transfer wall boundary condition:

Gw = —k (8—T) (4.13)
0y ) .

whereg,, is the heat transfer (energy per second per unit area) into

or out of the wall, and97"/Jy),, is the normal temperature gradi-

ent existing in the gas immediately at the wall. In geneta, wall

heat transfer (and hence the wall-temperature gradiemt)rsknowns

of the problem, and, therefore, in the most general casebthusd-

ary condition must be matched to a separate heat-condwti@gsis

describing the heat distribution within the surface maletself, and

both the flow problem and the surface material problem musbhed

in a coupled fashion. A special case of the above condititireiadia-

batic wall condition, wherein by definition the heat transfer to thelwal

is zero.

3. Adiabatic wall:

or
<0—y)w =0 (4.14)

Note that here the boundary condition is not on the wall tenatpiee
itself, but rather on the temperatugeadient The resulting wall tem-
perature, which comes out as part of the solution, is defirseth@
adiabatic wall temperaturd,,,.
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Although the choice of an appropriate boundary conditiartéonperature
at the wall appears somewhat open ended from the precedngsdion,
the majority of high-speed viscous flow calculations assaneof the two
extremes, that is, they either treat a uniform, constampgrature wall or
an adiabatic wall. However, for a detailed and accuratetisplwof many

practical problems, such is the case of an ablative surtateat-transfer
wall boundary condition must be employed along with a codigelution

of the heat-conduction problem in the surface materialfitse

¢ Viscous wall (reacting) As for the non-reacting viscous wall, the standard,
no-slip boundary conditions on velocity at the wall Eq. 3).hold for a
chemically reacting viscous flow as well. For a constantgerature wall
with known temperaturd’,,, the (4.12) holds as well. In contrast, for an
adiabatic wall, the boundary condition becomes:

or N y;
E D =2t = 4.1

w

whereD;,, is the multicomponent diffusion coefficient. For a chemices-
acting mixture, in fact, there is also an energy transparsed by diffusion.
That is, as speciesdiffuses through the gas, it carries with it the enthalpy
of specieg, h;, which is a form of energy transport. Hence, in a chemically
reacting flow for an adiabatic wall the normal temperatui@dgmt is not
necessarily zero.

In a chemically reacting flow, the mass fraction of specis®ne of the de-
pendent variables. Therefore boundary conditiong/f@re needed as well
as foru, v, andT already discussed. At the wall, the boundary condition on
y; deserves some discussion because it involves, in genataifzece chem-
istry interaction with the gas at the wall. The wall can be matia material
that tends to catalyze chemical reactions at the surfaceoani ablate or
melt due to the incoming heat flux. To get familiar with wad+l chemical
interactions, theatalytic wallconditions will be discussed:

1. Fully catalytic wall:
A fully catalytic wall is one where all atoms are recombiné@de-
spective of the mass fraction of atoms that would be alloweeskist
at local chemical equilibrium conditions (pressure andgerature at
the wall). The boundary condition is simply the following:

(Ya)w =0 (4.16)

where(y.),, is the mass fraction of atomic species at the surface.
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2. Equilibrium catalytic wall:
An equilibrium catalytic wall is one at which chemical reacs are
catalyzed at amfinite rate, that is, the mass fractions at the wall are
their local equilibrium values at the local pressure andperature at
the wall. The boundary condition is simply as follows:

(yi)w = (yi)eq (417)

where(y;)., is the equilibrium composition at the wall pressure and
temperature. Note that, if the wall temperature is suffityelow,

the equilibrium value ofy4 is essentially zero. In this case the fully
catalytic and the equilibrium catalytic wall conditiongaxactly the
same.

3. Partially catalytic wall:
A partially catalytic wall is one at which chemical reactsoare cat-
alyzed at a finite rate. Lab. denote the catalytic rate at the surface
(mass of speciesper second per unit areaj.. is positive for species
1 consumed at the surface and negative for specmeduced at the
surface. At the surface the amount of spec¢ipsoduced or destroyed
as a result of the catalytic rate must be balanced by the tathiah
specieg is diffused to the surface. Hence:

(We)i = pDim (%) (4.18)

Equation (4.18) is the boundary condition for a surface Vtite cat-
alyticity. It dictates the gradient of the mass fractionreg surface.

4. Noncatalytic wall:
A noncatalytic wall is one where no recombination occuratwall,
that is,(w.); = 0. For this case, from (4.18):

dy; .
<8y )w =0 (4.19)

The subjects of surface chemical reactions with the flow hedassociated
boundary conditions just discussed for a catalytic surtaeeserious mat-
ters for the analysis of chemically reacting viscous flovesduse they can
strongly affect the aerodynamic heating. The more compdee of an ab-
lating surface and the associated boundary conditionsheilliscussed in
chapters.

e Axis of symmetry. This condition corresponds to the inviscid wall condi-
tion, both for the Euler and Navier-Stokes equations. Tmersgtry condi-
tion, in fact, dictates that = —v and therefore = v, = 0.
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4.3.3 Error accumulation on the boundaries

For each of the described cases (inflow, outflow, rigid wiiB,problem of trunca-
tion errors accumulation in time can arise [54]. To avoid fhvioblem, the bound-
ary conditions must be enforced not only on space derivabuéalso on variables
themselves. Terms, such #$in (4.8), re-evaluated at the boundaries, are used
in (4.3) to udate the boundary points themselves. In prlaciporiginally equal

to zero on the wall, should remain equal to zero because &®8)res the van-
ishing ofv;. Similarly, T, andp, should remain constant because of (4.5), and
should remain constant because of (4.6). In practice, it madype so because the
updating ofv, Ty, po, andp is affected by almost imperceptible truncation errors
in time. After a number of steps, one can observe a depantome the original
values, producing an increase or decrease in total enedjgram non-vanishing

v (expressing an addition or loss of mass through the wali}.iecessary, there-
fore, to reset certain quantities to maintdi) po, p, andv constant at the entry,
exit, and wall boundary, respectively. This can be dondyasthe wall because

v is one of the variables of the system while it can be a littleer@mmplicated
for outflow or inflow conditions, where the conserved parare(, po, p) are a
combination of the dependent variables. For example thkesaccomplished, at
the entrance, by computing:

(ho)k—H = hg
(R%)M—l — (b)k—H _ (u)k+1 (4.20)

Sinceh, is a function ofT}, the system (4.20) can be used to obtain the corrected
values of (b)¥*! and (u)*+1. From these values and the knowledgepgf the
corrected value ofs)**! can be obtained.

4.3.4 Multi-block technique

In many practical problems the computational region is demfo discretize us-
ing a single grid obtained with conformal mapping. A commoluson consists
in considering multiple computational regions, which have or more bound-
aries in common and where the flowfield continuity must be iafd (Multi-block
techniqué. In this work the multi-block technique described in [6®, 37] is
adopted for multicomponent reacting flows.






Chapter 5

Ablation model and boundary
conditions

In a hypersonic heating environment, non-charring TPS niad¢esuch as carbon-
carbon, lose mass only by ablation and melt/fail mechanifetailed analysis of
the performance of such TPS materials must consider thepitihcenergy equa-
tion, the surface mass and energy balances, and ablatioelimpdHowever, to
predict the aerothermal heating over an ablating surfduwe,GFD code has to
be integrated with a computational surface thermocheynisthnique. The sur-
face mass and energy balances, in fact, include terms wiolvie gradients and
which are consequently expressed differently depending@solver’s structure;
thus the mass and energy balances must be considered padraetiof the CFD
code’s boundary conditions. An accurate evaluation of thendary-layer mass
and energy transfer mechanism is a key issue to predict thheotanass blowing
rate and consequently the heat flux over an ablating surfagseabtain a better
evaluation of the ablating flowfield, the mass and energy axgl mechanisms
must be accurately modeled using the information from thieNavier-Stokes
solver; this is performed including the ablating surfacaditions inside the flow
solver.

Approaches based on boundary-layer transfer-coeffic{satsChaptet) per-
mit to express the gradients across the boundary-layer ascéidn of values at
wall and at the boundary-layer edge with the use of suitatshelimensional num-
bers Stantomumbers for mass and energy transfer). Approaches baséess t
simplified boundary-layer models require less CFD code fraadions but rely on
a less accurate modeling which can limit the accuracy in stienation of surface
blowing rate and surface temperature. Thus, in order toongthe estimation of
the heat flux over an ablating surface, a flow solver with atdesurface condi-
tions becomes a requirement.

The inclusion of mass and energy balance in the equatiors®lvoundary

95
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conditions and the coupling with the ablation model will bglained in details
in the next sections.

5.1 Surface mass and energy balance

The physics of the hot-gases over a solid surface is modegledeochemically
reacting Navier-Stokes governing equations, which areesbby the code based
on the lambda scheme [54] described in Appendix A and B. Bexatithe chem-
ically active surface, further physical modeling is neegegdor the fluid-surface
interaction. The latter aspect requires the addition of ¢heraatical model of
the hot-gas-flow boundary condition which describes thespsyof the surface
phenomena.

Consider the fluxes of energy entering and leaving a conirédse fixed to the
ablating surface. The graphite surface material may belimad as moving into
the surface at a rate= 7 /p;. If it is assumed that no material is being removed
in a condensed phase (solid or liquid), then the generaldeyrconditions for a
chemically reactingnon-charringablating surface can be written as [51, 15]:

oT . 4

k a_y + Qrad + mhs - (pv)hw + ecTl + Gcond (51)

w

Ne¢ ay‘
. Z oy
which is the surface energy balance (SEB), and:

Oy

D;
D5,

Ny
Hyei = (P0)Yui + YW i=1,...,N. (5.2

which is the surface mass balance (SMB) for #fiespecies.V, is the number of
chemical species of the system and the subscupasid s denote gas and solid
properties at the wall, respectively.

The terms on the left-end side of Eq. (5.1) are the heat flurésriag the
surface due to conduction, diffusion, radiation from the gmathe surface, and
solid material mass flow rate, while the terms of the righi-sitde are the heat
fluxes leaving the surface due to blowing, re-radiation, @mtuction in the ma-
terial. The conduction term.,,.q is an input for the CFD analysis, which has to be
provided by numerical or semi-analytic CSM (ComputatioBalid Mechanics)
computation.

The terms on the left-end side of Eqg. (5.2) are the mass fliriegtthe sur-
face due to diffusion and solid material injection flux, vehthe terms on the
right-end side are the mass fluxes leaving the surface duéowadny and sur-
face reactions (different from ablation, i.e. catalysighe termw; is the mass
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flux of species due to surface reactiorn, andy, ; is the mass of speciespro-
duced or consumed in the ablation process per mass of TP&ahatdated, i.e.
ys; = m;/m. They,, are positive for ablation products, negative for species
which are consumed in the ablation process and sum to urgty5EL) and (5.2)
can also be applied to a non-ablating surface, with= 0. A summation of
Eq. (5.2) over all the species, considering that the sunamatiade over the dif-
fusive and chemical terms is zero because of mass conserygields:

(pv) =m (5.3)

Wherep andv are the density of the gaseous mixture at the wall and th@lhase
injection velocity, respectively. With the use of Eq. (5.8). (5.1) and (5.2) can
be cast into a more appealing form:

oT e Ov;
- hipD; —2*
b dy w+zi: P By

+ Qrad = m(hw - hs) + EUT4 + Gcond (54)

dyi
dy

With the energy and mass balances in this form, each term imaseperceivable
physical significance.

It is interesting to note that a suitable combination of Bd) and (5.5) allows
to express the so-calléebat of ablatiorterm. This can be obtained by multiplying
Eq. (5.5) forh; and summing over all the species:

N: Ny,

N. . N. N.
Z hipD; 8_?2@ =1m (Z hiYw,i — Z hiys,i> + Z Z hiw; (5.6)

Theterm)_. >" h,w! is the chemical energy flux due to surface reactions differ-
ent from ablation. Substituting Eg. (5.6) into Eq. (5.4) amading that the term
> hiyw,i is the enthalpy of the mixture of gases at wal, yields:

pD;

Ny
= m<yw,i - ys,i) + ZWZT (55)

oT Ne N. N,
k 8_y w+m (hw — ; hiys,z) +; Z hiw; +qrad = m(hw_h3>+€UT4+qCOnd
(5.7)
Defining the termH,,;; = ), h;ys; — h, and rearranging, Eq. (5.7) becomes:
oT Ne Ny
Yol Z Z hieo}, = thHa +rar = €0T" + Geong (5.8)

J

chemical heat flux
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The termH ,, is the so-called heat of ablation, which is the differendsken the
enthalpies of the species created or consumed by the ablagochanism and the
enthalpy of the solid material at the surface temperaturerefore it represents
the energy absorbed (or released) by the thermochemicai@blprocess. The
term) . > h.w] — - Hyy is therefore the heat flux due to the surface chemical
reactions which will be referred to @hemical heat fluxIf the heat of ablation
H,y is positive and the surface reactions are only due to abl&tip = 0), then

the chemical heat flux is negative and heat is absorbed bytilagian process.
The opposite happens when the heat of ablation is negative.cfiemical heat
flux has the following equivalent expressions:

Ne Ny

Gchem = Z Z hiw; - 77'/“T—[abl (59)

and

— 11(hy — hy) (5.10)

A Y;
Gchem = Z thDz 8y

5.1.1 Steady-state surface energy balance

The conduction term.,,q in the surface energy balance Eq. (5.4) is an input for
the CFD analysis, which has to be provided by a numerical or-a@alytical
CSM (Computational Solid Mechanics) computation. Howgwdnen a cou-
pling with a material response code is not available, furthgothesis have to
be made in order to compute the conduction ternradiative equilibriumSEB
solution [15] can be achieved by setting,.;, = 0 while retaining all the other
terms in Eq. (5.4). However, this is rarely a reasonablerapsion for an ablat-
ing surface because the energy conduction in the matemaotde neglected.
A better approximation is represented by #teady-stateblation [29, 6]. For
low-conductivity materials or at high ablation rates, tleaduction termy.,,.q IS
approximately equal to the steady-state value [66]:

QCondSS = m(hs - hsz) (511)

whereh;, is the enthalpy of the solid material at the wall temperatwigle £, is
the enthalpy of the material at the initial (in-depth) temgtere. With the steady-
state assumption, relative to the ablating (moving) sexfitings do not change
with time. Thus, it is possible to define a control volume sttt it moves along
with the receding surface and includes the entire temperd#tyer. The lower
surface of this control volume is aligned with the start a¢ th-depth material
at the initial temperaturé; and enthalpy:,,. The upper surface of this control
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volume is aligned with the gas-phase interface that is adjato the receding
surface. It should be noted that the lower surface of thisgrobmolume is taken
sufficiently in-depth such that, at any instafit,= 7; and97'/0y = 0. The
integration of the energy balance Eq. (1.12) across the@owtlume gives the
result of Eqg. (5.11) assuming steady-stat&€ (0t = 0).

Substituting the steady-state conduction term Eq. (511he SEB Eq. (5.4)
leads to the "steady-state” energy balance (called SSEB):

N,
oT - Oy
k— +§ hipD; == —1(hy — hs) + Graa = €0T* 4+ 1iv(hs — hs,
oy, 4 p oy .. ( ) Qrad < ( )
¢ — radiative re—radiative  ,1:q conduction
convective chemical
(5.12)

The steady-stat&SEB is a better assumption than taeliative equilibriumSEB
because the conduction heat flux is, in general, larger thesteady-state value
and tends to it asymptotically with time (provided that tlxeeenal conditions are
not varying). When the CFD solution is not coupled with a mateaesponse
code, the steady-state ablation is a common assumptior9]6,\Moreover, the
results presented in Chaptethave shown that the steady-state assumption is a
reasonable approximation for carbon-carbon compositenmaht

5.1.2 Surface equilibrium assumption

For an ablating surface, the SMB takes different forms depgnon whether or
not the flow is in chemical equilibrium with the solid phaser Equilibrium flow,
it is convenient to use elemental mass fractignwhich are known for the TPS
material and which are variables in the CFD solutions. Then tg, represent
the total mass fraction of elemehtindependent of molecular configuration, i.e.
Y = D il

A summation of Eq.(5.5) over all the species yields a balatsation for
each element, and consequently eliminates the surface reaction term:

i kiPLq ay
which, introducingy,, » = Y, akiYw,; @ndy, x = > . axys.q, Can be expressed as:

N,
- Y
Zi: agipD; 8_y

N, represents the total number of chemical elements in themsysiThe term
yw i 1S the elemental mass fraction of the gaseous mixture at &tlenile y; . is

Nc
=m Z aki(yw,i - ys,i) (5.13)

= m(yw,k — ys,k) ]{3 = 1, ceey Nel (514)

w
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the mass of elemeritproduced in the ablation process per mass of TPS material
ablated, i.ey, , = my/m. Clearly they, , must be equal to the elemental compo-
sition of the TPS material. If the diffusion coefficierids are all equal, Eq. (5.10)
becomes:

Ay
oy |,

The use of Eq. (5.10) or (5.13) together with the assumptforhemical equi-
librium at wall permits to bypass the entire discussion algowerning processes
and intermediate steps concerning the number of speci&stjar mechanisms,
and the associated reaction rates, especially for the exniiowfields with ab-
lation. The advantage of using Eq. (5.10) instead of Eqoafto5) lies in the
fact that the source term due to chemical reactions vanishie elemental ap-
proach. Moreover, the term ; only depends on the material composition while
its species’ counterpart, the term;, also depends on the reaction mechanism
with the atmosphere.

The surface equilibrium approach provides satisfactocyiery with reduced
computational cost, although ablating surface non-dgpuim should be taken
into account. However, only few data are available to vaidgs-surface kinetic
models which strongly affect the prediction of mass blomate [75, 31, 19].
For these reasons the surface equilibrium approach hasussehhere: this is
equivalent to assume that the regime is always diffusiorrotied.

pD = 11 (Y — Ysik) (5.15)

5.2 Thermochemical ablation model

Solving the energy and mass surface balances, Eqgs. (5.4pdd], is only pos-
sible if the ablation term is suitably modeled. Thus it osctaor prescribe some
relationships among the blowing mass flow raieand the surface thermody-
namic state (wall pressure and temperature). Two diffeablation models have
been considered in the present study: a clastiesinochemical table modahd

a fully-coupled ablation modelBoth models rely on the assumption of surface
equilibrium.

5.2.1 Thermochemical table model

The thermochemical tablablation models [51, 34], which are the most widely
used for TPS materials, are obtained from a solution of thetons for thermo-
dynamic equilibrium between the TPS material and the atimargpof interest,
coupled with surface mass balance and simplified boundemrttransfer poten-
tial methodology. Thehermochemical tablablation model has been described
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in Chapterl and only the major framework of the model is repeated heregh Wi
the transfer coefficient approach the elemental mass @akEnc(5.15) becomes:

ye,kz + B/ys,k - (]- + B/)yw,k (516)

whereB' = m/p.u.Cr, is the dimensionless mass flux due to ablation @nd
refers to the edge of the boundary layer. For each valuB pEq. (5.16) per-
mits to find the wall elemental composition. (. andy, , are known). Once the
Yw, are known, the wall temperature can be determined by thepsedisure and
the assumption of chemical equilibrium using a free energymzation proce-
dure [28]. The net result of the calculations is a set of tluatmemical tables
F(p,T, B') = 0 relating surface temperature and pressure to a dimensiate
lation mass flux. Figure 1.4 shouias (7', p) for thermochemical ablation of carbon
in air. At each pressure and temperature corresponds a giomdess mass flux
and a mixture composition in equilibrium with the solid pbas

The advantage of using these tables is that, once they havedsnerated,
they are applicable over a wide range of aerothermal heatinditions. The dis-
advantage is that they are obtained with a very simplifiechdauy layer approach
based on transfer coefficients to model species diffusisasacthe boundary-
layer. From the definition oB’ it is clear that the diffusion coefficielt,, plays a
dominant role in determining the surface ablation rateand thus the uncertainty
in this estimated mass blowing rate can be high. The massfaracoefficient
C,. is usually obtained via the convective heat transfer caeffte”;, and semi-
empirical relations such as Eq. (1.26). Sometimes they\ae taken as simply
being equal as in [38]. The uncertainty in this estimatedsmeansfer coeffi-
cient is high, and consequently the predictions of massiblpvates ), surface
temperatures, and heat fluxes can be inaccurate. An errdreomass transfer
coefficientC,,, in fact, has a great influence not only on the mass blowireglrat
also on surface temperature and heat fluxes, since therteaffects the surface
energy balance as well through injection and blowing terms.

In a typical computation usin§’ tables, the surface temperature, mass blow-
ing rate, and composition are computed from the materiginese code and then
used as input conditions for the CFD code which then compghtewall pressure
and heat flux. The final temperature is thus determined thircagpled iterations
between the flow solver and the material code. However, ttiac@imass and en-
ergy balance are solved by the material response code usingpéified transfer
potential methodology. Even modern approaches [16, 6338]@ely on the use
of transfer coefficient approaches because of the diffiaaitynposing directly
the mass and energy balance as boundary condition for thecG8®&. The sim-
plified surface energy balance assumes typically the fonpnemsed in Chaptér
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(see, for example, [17]):

N

peuech(hr - hw)e + peueCm Z(ye,i - yw,i>hw,i + peueCmB/<hs - hw)+
i=1

+QTadm - UETw4 — Geond (517)

where the first two terms are the transfer-coefficient exgpoes for the convective
and diffusive heat flux. During the iterations, the heat $fancoefficient”), is
determined from the CFD solution so that the convective figats exactly equal
to that computed from the Navier-Stokes solver. Howeves,simplified mass
transfer model remains both in the diffusive heat flux andhi@ B’ term. In
case of steady-state ablation the expression of Eq. (5drlpe substituted into
Eq. (5.18) to obtain the steady-state transfer-coeffi@&ptession for the SEB.

5.2.2 Fully-coupled ablation model

Thermochemical tables are based on a simplified boundgey-tiffusion model
which is a very limiting assumption. An accurate evaluatbbmhe mass/energy
transfer mechanism is a key issue to predict the correct ilagsng rate and
temperature and consequently the heat flux over an ablatifigce; thus, a full
Navier-Stokes approach is needed to solve the coupled ial&tew problem:
the advantage of using pre-generaf¢dZ’, P) tables and transfer potential mass
and energy balances is lost but the simplified boundary-lapproach can be
completely removed.

Assuming chemical equilibrium, the surface chemical cositjgn can be
computed basing on equilibrium relations between the walture of gases and
the solid material (details are given in the next sectiorgblds are created rep-
resenting the wall chemical composition at different puess and temperatures.
These tables are then used by the main code as boundaryicosadd solve the
mass balance equation and to determine the correct massloate of each
wall node. With the pressure coming from the flowfield (assunzero-pressure
gradient at wall) and with the wall temperature assigneel ctiemical composi-
tion at wall (y,, ;) can be obtained from pre-generated tables. The wall el&hen
composition ¢, ) is then easily obtained as well as the wall diffusive mass flu
of elementk:

Ywk = Zakiyw,i
1

wk = E aripD; —
Jw,k i kiP By

w
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where the species mass fraction gradient at wal)dy|,, can be evaluated from
the surface and flowfield solution. Finally, with the elenaobmposition and the
elemental diffusive mass flux at wall, the mass blowing ratean be evaluated
with the use of the surface mass balance Eq. (5.14). Among/thequations of
this type there aré/,; — 1 relations due to the fact that the elemental compositions
of the atmosphere and of the surface material are known; theumknown is
their relative amount at the wall. Therefore the mass blgwate can be obtained
from Eq. (5.14) using any of the elements of the system. @Quitie computation,
the mass blowing rate boundary condition and the wall chaheiemposition are
continuously updated until the steady-state conditioreeéched. Mass blowing
rate must be updated continuously because it depends oouineéry layer solu-
tion (via the diffusive mass fluxes) and at the same time écasf its development.
When steady-state is reached, the mass blowing rate isvelrerg consistent with
the mass balance Eq. (5.14) and the wall composition is imaa equilibrium
with the wall material at the wall pressure and temperatuhelike thethermo-
chemical tablenodel, the mass balance equation is not inserted in the chémi
tables but is part of the solver’s boundary conditions, uigitoEq. (5.14), and thus
no simplified mass transfer model has to be introduced.

If the surface temperature is not assigned, it must be dkfiwen the sur-
face energy balance. Assuming steady-state ablation nkmown wall temper-
ature can be obtained solving the steady-state energydea{&$EB) reported in
Eq. (5.12). An initial value for the temperature is assumadeiach wall node;
from this value all terms of the SSEB can be computed but, negd, the SSEB
will not be satisfied. Therefore the Newton’s procedure ispaeld to select suc-
cessively better estimates of the wall temperature urgilSBEB is verified. It is
clear that, when the wall temperature is changed, all thepéeature-dependent
parameters must be consequently updated. At each CFDiatertte wall tem-
perature and consequently the composition and mass blaatagare computed
according to the above procedure. It is important to striessthe mass and en-
ergy balances are inserted as boundary conditions in thedtdver and then
solved during the CFD computation without introducing amggification in the
mass/energy transport mechanism.

5.2.3 Evaluation of wall chemical composition

Consider a system made up 8f;, chemical elements. In general, these elements
will interact to form a number of chemical spedies, (gas phase) and; (con-
densed phase). If enough time has elapsed so that thermmatyaad chemical
equilibrium is established, the thermodynamic state ofsygtem, including the

I"Chemical species” includes both molecular and atomicigsec
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relative amount of chemical species present, is compldetigrmined if two inde-
pendent thermodynamic variables are known (for exampl@éeature and pres-
sure). Thus, assigning the elemental composition (regssdif molecular config-
uration) of the environmental gas (such as air) and of thé nvaterial (such as
carbon) together with pressure and temperature, the bquith chemical compo-
sition can be determined. Obviously, among the chemicalispgresent, there
is also a condensed phase (solid carbon). Knowing thewelatnount of each
species (solid and gaseous) the chemical composition cidleegaseous mixture
can be easily determined: y

1—- Yisoia

When a chemical equilibrium calculation is made, the reéeaamount of each
component (the environmental gas and the TPS material) meustecified, either
in mole or in mass fractions. In this case, since we are ortgrésted in the
composition of the gaseous mixture at wall, the relative amhof the solid phase
is irrelevant. However, it is a base requirement to have thsgnce of solid phase
in the equilibrium composition. According to this, caldites are made with
excess of solid component (carbon). The elemental composiére assigned and
fixed once the environmental gas and TPS material have besmest Tables can
be created representing the wall chemical compositionfigrdnt pressures and
temperatures. These tables are then used as boundaryieostlitsolve the mass
balance equation (5.14) and to determine the correct massng rate. Unlike
thermochemical ablatiomodel (see Figure 1.4), the mass balance equation is not
inserted in the chemical tables but is part of the solverigioary conditions, as
shown in the previous section. In this way, no simplified letany-layer transfer
coefficient model has to be introduced.

Tables with surface composition at different pressurestantperatures are
created by an equilibrium routine once for all prior to theDCfein. The equilib-
rium program is a version of the NASA Chemical EquilibriuntlvApplication
(CEA) open source codg28]. The CEA code is organized in modules to facili-
tate adding or deleting applications of the program. Oné/ribeded modules of
CEA have been retained in the equilibrium routine and thelibgum module
has been modified to compute the composition of the gaseausimiin equi-
librium with the solid phase. The output is a file containihg tnass fractions of
each species of the system as a function of temperature assiype. The range of
pressure®Pmin, PmaX and temperaturelfnin, Tmax as well as their increment
(deltaP, deltaT) can be assigned to the equilibrium routine.

yigas =

2Web site:
http://www.grc.nasa.gov/WWW/CEAWeb/ or
http://www.openchannelfoundation.org/projects/CEA/.
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Figure 5.1: Carbon ablation in air &tar: equilibrium composition.
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Figure 5.2: Carbon ablation in air & bar: equilibrium composition.
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The species mass fractions are ordered in columns; eachdretthe tabu-
lar file represents one wall pressure and one wall tempexafline equilibrium
routine generates separate groups for each pressure;gitteg®s are ordered on
pressure (ascending). Within each pressure group the tampeis is ascending
order. Figures 5.1-5.3 show the wall composition for pumdca ablation in air
at three different pressures. The surface composition eavaluated for temper-
atures below the sublimation temperature, above whichhiges not present in
solid phase. The sublimation temperature depends on peessoundi000 K
at1 bar, 4400 K at10 bar and4900 K at 100 bar. Figures 5.1-5.3 show that the
major sublimation product is the speci€s, with C5 playing an important role
only at very high pressures.

The chemical composition database file (graphically represl in Figures
5.1-5.3) is read once for all by the main code and stored intareay. During
each time step the surface composition at the local wall ezatpre and pressure
is evaluated using a bi-linear interpolation function. &eg (and interpolating)
the composition from a pre-build database permits to sangaotational time.

5.3 Implementing the ablative boundary conditions

As shown in the previous sections, the surface mass andyebalgnces, cou-
pled with a surface thermochemical ablation model, procio@plete boundary
conditions for the solution of a flowfield with surface abdati The surface mass
and energy balances Egs. (5.14) and (5.12) are connectedheitNavier-Stokes
solver because of the presence of gradients which involv&nbwledge of vari-
ables both at wall and inside the flow. The way these grademet&€xpressed is
highly dependent on the numerical scheme adopted for tivers(they can in-
volve multiple nodes, metric terms, etc.); thus, for theatibh problem, the SMB
and SEB have to be considered part and parcel of the CFD codefglary con-
ditions and cannot be put as an external routine. The thdremoical ablation
model, instead, can be an external module which providdaicomposition
for a given wall thermodynamic state (pressure and tempexrat The ablation
model provides the chemical composition at the surfacengigethermodynamic
state. With the wall composition and the solution insideftbvfield (to compute
all the relevant gradients), the mass balance boundaryitammgrovides the mass
blowing rate. Finally, with the mass blowing rate, the walhgosition, and the
solution inside the flowfield, the energy balance boundanditmn provides the
wall temperature.
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5.4 Inviscid conditions

As described in Chaptet (see also Appendix B), tha-scheme specifies the
boundary conditions using relations based on charadgtdiigts, i.e., on the anal-
ysis of the different waves crossing the boundary. To buidgilr-Stokes bound-
ary conditions, the approach used here is to take conditimemesponding to Euler
conditions {nviscid) and to supply additional relations, i.e. tiscousconditions,
which refer to viscous effects. To assign wall conditiorssgdescussed in Chapter
4, the first step is to identify which terms express contritmsi from outside, ei-
ther at the upper boundagy= 1, or at the lower boundary = 0. We will hereby
derive the boundary conditions for the lower wall, being toaditions for the
upper wall based on the same logic. The unkngigrtorrespond to the positive
MY for the lower wall. Assuming a positive subsonic injectido(ving) velocity
the conditiona > v > 0 holds. Consequently/ > 0, \§ < 0, and)\j > 0 and
3+ (N —1) boundary conditions must be assigned for the corresponaiikgown
terms: f7, 13, fi, and thg N — 1) f/.

As previously mentioned, the-scheme permits to enforce the boundary con-
ditions with utmost simplicity and without using arbitraglements. For the case
of an ablating surface the followirigteady-state”conditions are used:

U = U =
my =0
(5.18)
TtZO
[ Yit =0, 1=1,..,.N—1

Since "steady-state” solutions are computed, surface blassng, surface tem-
perature, and surface composition are constant when aemnes is reached.
"Steady-state” conditions are imposed at wall. The coaditin the mass blowing
rate can be expressed as a function of the integration Vesiathat isb = a/J,

. R . :
v, 5, andy,. Sincem = pv ands, = ——p,3, the equations expressed in (5.18)
P

Swheny; ;, = 0 andT; = 0.
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become:
( U = uU =
PU = pvs
t — 5 °t
R (5.19)
bt = 0
( ¥vie=0, 1=1.,N-1
Substituting equations (4.3) into (5.19) we obtain:
(= f+f+Vu=0
v
P = F+ J 4+ V) = T =0
(5.20)

ﬁ+ﬁ+ﬁ+ﬁ+%+%ﬁ+A:0

P+ P+, =0, i=1,.,N—-1

Rearranging theé"? and3"¢ equation of (5.20) with the use of the expression of
s; from (4.3), we obtain the final expression for the unknoffrierms:

y _ a Yy _ rx _ﬂ x x Yy !

f= BV (e e+ )]
. (5.21)
2 x T x ! x

= (i =2 VeV = A) - i -

| fr=—fr =V, i=1.,N-1

If the ablative surface is on the upper wall, the unknown aigiare: /Y, 13, f1,
andf/. Their expression is the following:

(=5 -1 -V

a v ’
B= e (e A)]

A (5.22)
f = o (o f 2 Vet V) = i =V,

fl=—fr=V,, i=1,.,N—-1

(2
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These conditions are implemented into the main code’s banyrmbnditions.

5.5 Viscous conditions

Apart from the above conditions, which come from théerianpart of the equa-
tions, there are the conditions related to‘thiscous” terms, which are:

1. No slip condition for axial velocity componept = 0]
2. Specified surface ablation rate] coming from theelementaSMB Eqg. (5.14)

3. Isothermal wall condition or variable surface tempematii, | coming from
the iterative solution of the steady-state SEB Eq. (5.12)

4. Zero-pressure derivative in the normal directiop/0y = 0]

5. Wall mixture of gasegy;| in equilibrium with the solid material at the wall
pressure and temperature

The isothermal ablation viscous conditions will be desenlibrst, followed by the
more complex case of variable surface temperature aceptdithe steady-state
surface energy balance.

55.1 Isothermal ablation

The wall derivatives are evaluated using a three-nodesifskearder) expression,
that is:
0A L —As+4-A3—3- A
o | = Gyn -
Y |, 2-Ay
where A is a generic variable and' and ¢, are the metric terms to transform
derivatives expressed in the computational plang)into derivatives expressed
in the physical planex( y)*. Thesubscripts2, 3, and4 represent the wall node
and the two nodes above it, respectively.
For each time step firstly the wall pressure is evaluated trazero-pressure
derivative condition. With the expression (5.23) for datives, the wall pressure

IS:

(5.23)

_ 4-p3—ps

D2 3

4see Appendix B.
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Since the pressure is not part of the integration varialiles,derived from en-
tropy, temperature and chemical composition using thefoilg expression:

P _ exp [—% + Zz x; M, (502' + chZ%)}

Po [z

With the wall pressure known and with the assigned wall teatpee, the com-
positior? of the wall mixture of gases is obtained using the routinecdlesd in
section5.2.3. Once the wall chemical composition and surface temperadte
known, all the mixture properties (specific heats, ratiopgdfic heats, mixture
gas constant) are updated. The wall density is obtainedeiadquation of state:

=P
RT

The mass blowing rate is evaluated from the elemental SMB:

p

o= Tk (5.24)
(yw,k - ys,k)
Yk IS the wall chemical elemental composition and can be easitgined from
the wall composition whilg;, ;. is the elemental composition of the TPS material
and is known once the material has been selected. Thejtgrns the elemental
diffusive mass flux at the surface, which can be expressddavdummation of
the species diffusive mass fluxes:

Ne¢ ay
jw,k = - ak’ipDi =
200D

w

Oy

Y |,
pressed using expression (5.23) (note that the wall chérgooaposition has been

previously calculated):

is the wall normal derivative of the species mass fractioth @n be ex-

0Yi | _ ;o “Yia T4 Yis — 3 Yip

0y |, Yn 2- Ay

The mass blowing rate can be evaluated with the expressiaa)(@ritten for any
of the elements of the system. Once the mass blowing ratedeas dalculated,
the blowing velocity can be obtained from the relation:

5in terms of species mass fractions.
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The wall axial velocity is assigned equal to zero accordirtdpé no-slip condition
at wall:
u=20
The wall condition ¢, p, p, T, y;) is thus completely known. Since the integration
variables aré = a/J, v, s, y;, wall entropy is evaluated through wall temperature,
pressure, and composition:
s = Z YiSi

T
dTl T;p
si:$0i+/ ¢p;— — RiIn
To T Po

Finally, the speed of soundand the integration variable= a/§ are evaluated
with the following expressions:

a = ~/YRT

with

5.5.2 Steady-state ablation

If the wall condition is not isothermal, the SSEB Eq. (5.12)3tbe used to select
successively better estimates of the wall temperaturéthetsum of the terms of
the SSEB will equal zero.

Firstly with the initial value for surface temperature, hatall composition
and mass blowing are evaluated with the previously destnivecedure. With
pressure, temperature, composition, and mass blowingalatkee wall heat fluxes
can be evaluated and the SSEB can be computed. In generayéwhe sum
of the terms of the SSEB will not equal zero but some non-zelantity £. At
each time step the SSEB is computed and the éfisrcalculated; then the wall
temperature is slightly perturbed and all the temperatieggendent parameters
are updated, together with the SSEB. With a new valug,afs derivative with
respect to temperature can be numerically evaluated. Mi¢ameperature is then
obtained with the following expression (Newton’s method):

) &
Ty =Tw— w5
o0& /oT
Once the "new” wall temperature is known, wall composition anass blowing
rate are consequently updated as in the case of fixed teaperdihe SSEB is
evaluated once again with the "new” temperature and theeplae is repeated

until the error goes below a defined tolerance or after a maximumber of
cycles is reached.

(5.25)
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5.6 Computational Requirements

Beside its simplicity and availability, a chemical equilibm routine can be very
time-consuming. For this reason, the gas chemical comgposit equilibrium
with the solid phase for a given pressure and temperaturetgsned from a pre-
generated table and then stored into an array by the maimgmogdrhis permits
to save computational time without loosing accuracy siatxes can be created
with many temperature and pressure intervals with no iseré@ computational
time. Once stored into an array, in fact, the time requirethterpolate among
tabulated values is the same regardless of the dimensitwe @irtay.

Once the wall composition has been evaluated, the procéalupbtaining the
mass blowing rate through the SMB is straightforward and fiishe wall tem-
perature is evaluated through the SSEB, each time step thtoNs iterative pro-
cedure must be accomplished. However, this procedure opeseapidly so that
few iterations are needed. The best results have been ebtaatving the SSEB
every time step with a maximum of 2 iterations at a time. Updgthe wall tem-
perature through the SSEB after a finite number of time stepstia good choice
since the time required for convergence is increased aed cfinvergence prob-
lems are encountered. As previously described, duringtérative solution of
the SSEB, when a new wall temperature is reached all the tetype-dependent
parameters must be consequently updated. Updating theositop and conse-
guently the mass blowing rate is a key issue to obtain SSEB convergence during
each time step since the response of the material to the mepetature is mainly
due to the change of the blowing mass flow rate. Without theofisechemical
equilibrium database table, the Newton'’s iterative procedo solve the SSEB
would be very time-consuming because it requires a call eqanlibrium routine
for each iteration performed. The use of pre-generate@s$giermits to reduce
drastically the computational time to perform a steadyessalution.

The general boundary conditions, including mass and eneaignces, of
chemically equilibrated gas adjacent to an ablating serfewve been derived. An
efficient computational procedure based on these conditias been developed
and integrated with a Navier Stokes solver. The surface ara$gnergy balances,
coupled with a surface thermochemical ablation model, igeeomplete bound-
ary conditions for the solution of a flowfield with surface aidn. The following
chapters will show the results obtained.



Chapter 6

2-D planar results

The procedure described above is applied to a flat plate mpdd pure car-
bon (graphite). Supersonic laminar solutions with différenvironmental gases
and boundary conditions are presented in this study to exathieir effects on
the predictions of flow structure and surface conditionser@ical reactions be-
tween the wall material and the environmental gas are ceraido determine the
composition of the mixture of gases at wall. The effect ofetically controlled
chemical reactions in the boundary-layer and their effecsorface ablation is
also investigated.

6.1 EXisting approaches

The important fact which is explained by the thermochematddtion model, as
shown in Figure 1.4, is that there is a unique relation betwteenperature and
mass blowing rate. Even modern approaches rely on the usgcbftables be-
cause of the difficulty of imposing directly the mass bala@geation as boundary
condition for the CFD code. The design and analysis of a TR&\vas transient
CSM (Computational Solid Mechanics) analyses of the matand a sequence
of steady-state CFD analyses to determine the time-hisibthe aerothermal
heating and coupled mass and energy balance boundary icosdias reported
in [16] and [63]. When a coupling with a transient CSM codeas included in
the analysis the steady-state ablation is commonly ass{bn2€]. In all of these
approaches the flowfield boundary conditions at the wall isbres a specified
surface ablation rate: and a specified wall temperatufg. When the procedure
is coupled with a transient CSM analysis, wall temperatureé mass blowing
rate come from the material code (which makes use of therernidal tables);
when the procedure is based on the steady-state assumpigomass blowing
rate comes from the energy equation written in the steaatg-$orm Eq. (5.12),

113
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while temperature can be the sublimation temperature [R# simply assigned
to an arbitrary value [5].

Assigning both temperature and mass blowing rate as boydaditions can
be misleading especially when the steady-state assumsgtioade; in this case, in
fact, the steady-state wall temperature depends on thedlovand it can be diffi-
cult to assign it beforehand [6]. When the wall temperatsrgpiecified, and with
the wall pressure coming from the flowfield solution, the thechemical ablation
model dictates that there is a unique mass blowing rate @from mass balance
and from thermochemical equilibrium or non-equilibriunacgons between the
gas mixture adjacent to the wall and the wall material. Tloeeg assuming a
fixed wall temperature, the mass blowing rate should be apuburistead of an
input. When temperatures and blowing rates come from a C3M,dbe relation
between blowing rate and temperature is guaranteed by éhef tisermochemical
tables. As we have seen, however, these tables rely on aivgplifsed boundary
layer model and the error in the estimation of the mass teasfefficient”,,, to
calculate the dimensional mass blowingcan compromise the accuracy of the
following full Navier-Stokes solution (which has the cdiied mass blowing rate
as boundary condition).

In this work, efforts have been made in order to bring the gss@t the base of
the thermochemical ablation model inside the CFD code. Trwaraage of using
pre-generated tables is lost but the simplified boundargritnansfer-coefficient
approach has been totally removed.

6.2 Isothermal ablation results

The fully-coupled procedure described in the previous térap applied to a flat
plate made of pure carbon (graphite). Isothermal solutiatis different surface
temperatures are presented to examine their effects on flesighions. Chemical
reactions between the wall material and the environmeatabge considered only
at the surface using an equilibrium approach. Once the walposition has been
calculated, the species are not allowed to react as theyiffusing across the
boundary layer. The effect of finite rate chemical reactimsgle the boundary-
layer is studied in sectiofi.2.5. The diffusion model used is based on binary
diffusion coefficients using a constant Lewis number. I gection the isother-
mal ablation results are presented while the steady-shdéti@n results will be
presented in sectiah 3.
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Table 6.1: Freestream conditions for Test Case 1

Freestream Conditions

pressure: 1 [bar]
temperature: 4500 [K]
Mach number: 1.8
Composition: 100% He

6.2.1 Testcase 1: Helium environment

First, an inert environmental gas (helium) is analysed. Kiud of wall boundary
conditions are investigated. The first with assigned teatpee and mass blowing
rate and the second with assigned temperature and cheroioglosition. In the
last case the composition at wall is the one in chemical dagisim with the solid
material (graphite) at the temperature and pressure of #ile Bince pressure is
varying during the computational transitory, the wall casgion is constantly
updated. The respect of the elemental mass balance Eq) {®ihdoked in both
cases. In the first case the mass balance is used to compwgkethental com-
position, while in the second case it is used to compute thegponding mass
blowing rate. The freestream conditions are expressedbile 1. The wall
temperature is kept constant and equabio0 K. At this temperature and for
pressures near bar the primary ablation product is gaseods ( 85%)t. The
equilibrium assumption is acceptable because the wall eéeatyre is sufficiently
high [34]. Figure 6.1 shows th€; mass fraction at wall along the direction,
with mass blowing rate imposed as boundary condition. Af©éwork of [6],
the ablation specie€t) shows a gradual buildup in the streamwise direction and
then asymptote to some value which is less than 1. Figurenét@ad, is obtained
imposing the composition at wall to be in chemical equiliibniwith the solid ma-
terial (graphite) at the temperature and pressure of the ¥l composition is
almost constant because the wall pressure is weakly varjitags blowing rate
instead is strongly varying in the streamwise directionoagding to the growing
of the boundary layer. Higher mass blowing rates are expeeig near the lead-
ing edge of the flat plate where the diffusional mass fluxeshagleer as shown
in Figure 6.3. Imposing the wall composition is surely a madequate boundary
condition because it ensures a physical relation betweewali mixture of gases
at wall and the solid material.

for higher temperatures also the productio@'9becomes important.
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Figure 6.1:
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Figure 6.3: Species diffusive mass fluxes at wall.
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Figure 6.5: Temperature boundary-layer profile with andhaut ablation.
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Figure 6.6: Velocity boundary-layer profile with and with@lblation.
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Since the wall temperature is assigned, the SEB is not ingjdoghkis test case;
however, it is interesting to evaluate the heat fluxes duetmaction (from the
gas), diffusion, and convection. Figure 6.4 shows the waditliluxes computed
according to SEB:

or ZNC y;
]{3 - + hz DZ‘ . —m hw - hs _EUT4 — Ycond — 0
) - blowing
convective dif fusive

The diffusive and blowing heat fluxes are negative in acawmdao the fact that
the mechanism of ablation reduces the total wall heat loadsh®dwn in Egs. (5.9)
and (5.10) the sum of the diffusive and blowing heat fluxefiégsachemical heat
flux which represents the heat absorption due tdee-of-ablatioA. Heat is ab-

sorbed because of the sublimation reaction of graphite ferthation of gaseous
C3. The heat-of-ablation is therefore positive.

Figures 6.5 and 6.6 show the temperature and velocity boy+dger profiles
at the end of the flat plate with and without ablation. The tmyof the ablation
species generates a cooling of the boundary-layer withactiuh in the temper-
ature gradient at the wall and consequently a reductionarctimvective heat flux
to the surface. This effect is usually referred tobésckage effect The surface
blowing also produces a reduction in the velocity gradi¢tha wall as shown in
Figure 6.6. The blockage effect will be more evident in thetest case.

2In the absence of catalytic reactions.
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6.2.2 Test case 2: Nitrogen environment

Table 6.2: Freestream conditions for Test Case 2

Freestream Conditions

pressure: 1 [bar]
temperature: 5000 [K]
Mach number: 3.5
Composition: 100%V,

In this case the environmental gas is molecular nitrogertlamdblation prod-
ucts considered ar€s, C5, andC N. With the use of a non-inert environmental
gas there are also reactions between the solid materiahargs itself (e.g. nitri-
dation of carbon). The freestream conditions are exprassadble 6.2. The wall
temperature is kept constant and equal&00 K. In this case freestream condi-
tions and wall temperature are more severe in order to peodutggher ablation
rate. The equilibrium composition between gas phase anmdl [gohse is imposed
at wall. The four species considerad;( Cs, C'N, and N,) make up more than
95% of the equilibrium mixture for the actual condition of psege and temper-
ature. Species with minor concentrations have been negle€igure 6.7 shows
the composition at wall and the mass blowing rate. In thig ¢hs blowing rate is
more intense because of the higher wall temperature ansitfeaen Mach num-
ber. The higher wall temperature increases the ablatiothjats’ mass fraction at
wall and, together with the higher freestream velocityréases the species’ gra-
dients inside the boundary layer and consequently thesilifial mass fluxes as
shown in Figure 6.8. Figure 6.9 shows the species massdracgrofiles across
the boundary-layer at the end of the flat plate. Created spexe diffused from
the surface to the edge of the boundary-layer. The enviratahgas (nitrogen) is
diffusing toward the surface. It's important to stress thiathe surface there is a
non-zero normal velocity, so that species diffusing to tladl are also transported
away from the wall due to convection. Figure 6.10 shows thi lveat fluxes. In
this case the heat absorption due to the ablation proceasdls more evident and
the total incoming heat flux (convective + chemical) is hygtdduced.
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Figure 6.11: Temperature boundary-layer profile with anithewt ablation.
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Figure 6.12: Velocity boundary-layer profile with and with@blation.
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Figures 6.11 and 6.12 show the temperature and velocitydayyrayer pro-
files at the end of the flat plate with and without ablation. Histcase due to
more severe condition, the blockage effect and the conségeeuction of wall
temperature and velocity gradients is evident. The pealpéeature inside the
boundary-layer away from the wall is also reduced by blowing
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Figure 6.13: Effect of wall temperature on mass blowing.rate
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Figure 6.14: Effect of wall temperature on total wall heakflu
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The same test case has been repeated with the same freestraditions and
a lower wall temperature ¢f600 K. Figures 6.13 and 6.14 show the effect of a
reduction in wall temperature on the mass blowing rate atad heat flux, respec-
tively. A 5% reduction in wall temperature produces an average massrgo
reduction of approx75% and an average total heat load increase of ap%.
This is because wall temperature is close to the sublimé&timperature. Looking
at the thermochemical table of Figure 1.4 it can be seenithtite knee region of
the curve, a slight temperature variation causes a grea bh@asing variation.
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6.2.3 Test case 1 and Case 2: comparison with blowing correc-
tion equation

In many cases, CSM and CFD codes are loosely coupled, ancedtdlbx to
the ablating surface is usually computed based on the inpuodablating heat
transfer coefficients corrected with empirical blowinguetion equations. This
procedure provides reduced computational cost at the sepdmccuracy. In fact,
the uncertainty in the estimated ablating heat flux can bk, Egd consequently
the predictions of mass blowing rate and temperature arewbat inaccurate. As
seen in Chaptet, using a convective transfer coefficient approach the amiwes
heat flux from the gas to the surface can be expressed as [[17, 18

oT
Qeonv = k 8_y - peuech(hr - hw)e (61)

w

whereh,, . is the enthalpy of edge gases evaluated at wall temperatdrg, ds
the recovery enthalpy of the edge gases. As discussed iné€hathe termC), is
the transfer coefficientStanton number) for heat transfer. A blowing correction
allows for the reduction in transfer coefficient due to ttanspiration or blowing
effect of gases being injected into the boundary layer. Thetrmommonly used
blowing rate correction equation is represented by Eq2(1%7, 18]:

C) = Chy Lﬁi J (6.2)
where) is a blowing reduction parameter (equal(é in the laminar case) and
¢ = 2 m/(p.u.Ch,). EQ. (6.1) can be used to evaluate the unblawanton
numberC’, from the convective heat flux computed via a non-ablating C&-
putation, Eq. (6.2) is then used to evaluate the correctattrensfer coefficient
C, provided that the mass blowing rate is known. With the corrected heat
transfer coefficient the ablative surface heat flux can bkiated via Eq. (6.1).

Figures 6.15 and 6.16 show the computed conductive heasffordest case
1 and 2 with and without ablation. Results are compared wighcobrrected non-
ablating heat flux using the methodology above mentioned.nt&ss blowing rate
m used in the blowing correction equation is the one previoeghluated with the
fully coupled ablation model so that the only blowing cotiec equation is tested
here. For Test case 1 the conductive heat flux is reduced dpmately by 10%
and the corrected curve shows a perfect agreement with thewed one. For
Test case 2, with a more intense blowing, the reduction isceqapately of15%
and the agreement between computed and corrected heat 8lighy worse.
The blowing reduction equation seems to work better in cddewer ablation
rates, as one would easily expect.
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Figure 6.15: Test case 1: comparison with blowing correctiquation.
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Figure 6.16: Test case 2: comparison with blowing correctiquation.
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6.2.4 Effect of surface temperature

The supersonic/ = 4) flow of air over a graphite flat plate is analysed. Three
different surface temperatures are considered,ayr 2500 K; b) T,, = 3800 K;

and c)7T,, = 3900 K. The environmental gas is frozen air with equilibrium
composition at the freestream thermodynamic state-(1 bar, T' = 4000 K,

yn, = 0.767, yo = 0.233). The equilibrium composition between gas phase and
solid phase is imposed; two ablation species are consiqér@dandC3) which
make up more than 85% of the equilibrium mixture for the alctaaditions of
pressure and temperature. Species with minor concentsdigve been neglected.
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Figure 6.17: Species diffusive mass fluxes and mass blovatey for 7, =
2500 K.

Figures 6.17 and 6.18 show the wall diffusive mass flux of egpaties O,
C3, N3, O) together with the mass blowing rate for two different walinpera-
tures. As shown in previous results the mass blowing ratgasgly varying in
the streamwise direction according to the growth of the blauy layer: higher
mass blowing rates are experienced near the leading edge ptate where the
diffusional mass fluxes are higher. The diffusional massfuare positive for the
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atmospheric species and negative for the ablation produetded at the surface.
The surface temperature 2300 K is too low to trigger surface sublimation (with
formation ofC';) and the only ablation mechanism is the oxidation of carbon.

2
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Figure 6.18: Species diffusive mass fluxes and mass blovate for 7, =
3800 K.

Figure 6.19 shows the mass blowing rate which is stronglyimgrwith the
surface temperature. The mass blowing rate increasesemijbdrature, especially
in the sublimation regimel{, = 3800 K andT,, = 3900 K). In this regime,
a slight increase of the surface temperature causes a lawgEase of the mass
blowing rate. This behaviour has been previously shown bystidden increase
of B with temperature in the thermochemical table model (see F4). The
surface convective heat fluk ( 97'/0n) shown in Figure 6.20 is reduced in part
due to the increase of wall temperature and mainly due todlemkedblockage
effectcaused by the blowing of ablation product. The dashed limé&sgure 6.20
represent the same solution without ablation. The effeblatkageis evident in
the sublimation regime where the heat flux is highly redu¢edmpared to the
non-ablating case. The blowing of ablation products thuseggtes a cooling of
the boundary layer which consequently reduces the wallfheatThis can be
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Figure 6.19: Mass blowing rate for three wall temperatures.
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Figure 6.20: Convective heat flux for three wall temperature
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seen looking at the temperature profiles shown in Figure. 6=@d.strong blowing

the blockage effect is one of the major mechanism to limittdmeperature rise
inside the material. Finally, Figure 6.22 shows themical heat flukor the three
cases. It can be seen that in the oxidation regiffe<£ 2500 K') the chemical flux

is positive, while in the sublimation regime it is negatiVéerefore in the former
regime the chemical reactions at wall are releasing heateds in the latter they
are absorbing it. Thisis due to the fact that the oxidati@actien of graphite (with
formation of CO) is and exothermic process whereas the vaporization psoces
(with formation ofC';) is endothermic.
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6.2.5 Effect of boundary-layer finite-rate chemistry

The temperature rise inside the boundary layer can be cenadilé due to the vis-
cous dissipation which converts kinetic energy into heathé previous solutions
the temperature rises abo¥&)0 K inside the boundary layer away from the sur-
face (see Figure 6.21). A new computation is performed/at= 6 to reach a
peak temperature of nearyp00 K inside the boundary-layer. Such a high tem-
perature can trigger thermal decomposition of ablatiortiggewhich is another
mechanism to divert energy which otherwise would reach thié w
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Figure 6.23:C, mass fraction spatial distribution (not in scale).

In the previous solutions ablation species were not allotwedact with each
other as they were diffusing across the boundary layer.derdo study the effect
of these chemical reactions, a finite-rate kinetic mode¢tams the work of Park
[64] has been adopted to model the thermal decompositioheofwo ablating
species”O and(; created at wall:

CO=C+0, C3 =0y +C, Co=C+C

Figure 6.23 shows th€, mass fraction spatial distribution which can be consid-
ered as an index of the thermal decompositiot/af
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The creation of the speciésandC, inside the boundary-layer and away from the
wall (where the temperature is higher) is shown in Figurel &hich shows the
species mass fractions profiles at the end of the flat plaie clear that a certain
amount ofC3 andC'O are thermally decomposed and these reactions produce a
cooling of the boundary layer as Figure 6.25 clearly showswéler, the effect

of these decomposition reactions can be seen on the masmglmate and wall
convective heat flux. The effect, even if weak, is a redudbioth in mass blowing

rate and convective heat flux as shown in Figure 6.26.
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Figure 6.26: Mass blowing rate and convective heat flux.
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6.2.6 Comparison with thermochemical table approaches

With the procedure developed in this work, the mass balaguat®n is solved
inside the CFD code, through the boundary condition. Howexemany cases
CFD codes are loosely coupled with the material and oftefldiadield solutions
are obtained using ablating boundary conditions withtables [16, 63, 18, 38]
or even non-ablating boundary conditions corrected wittwiolg reduction equa-
tions [17, 15, 21].

When athermochemical tablapproach is used coupled with ablative CFD so-
lutions, the mass blowing rate at the surface is obtainetidyse thermochemical
tables such as those in Figure 1.4. To obtain the mass blawteg» from the
tables, surface pressure and temperature must be knowthéogeth the mass
transfer coefficient’,,. In the isothermal case, surface temperature is assigned
while surface pressure can be obtained from the flowfieldtismliand the zero-
pressure gradient condition. Finally, the diffusion caiéintC,,, is derived from
semi-empirical relations such as [69]:

Cyp=C - Le™2/3 (6.3)

and the heat transfer coefficieft, is evaluated from the ablative CFD solution

by its definition:

’ oT
an

peue(hr - hw)e

In this case the heat-transfer coefficient needs not to beded for blowing
because it is obtained from an ablative CFD solution. Edt)(6.used to evalu-
ate the heat transfer coefficient from the CFD solution @pds then used with
Eq. (6.3) to comput€”,,. With C,, and theB’ value coming from the table, the
mass blowing rate can be finally evaluated. The procedure beuserated until
convergence because the mass blowingratgfects the CFD solution changing
the heat transfer coefficieat, which, in turns, alters the mass blowing rate. This
procedure is typically used when coupling the CFD code to tenz thermal
response code [16, 63, 17, 18, 38]. However, even if abl&k® computations
are performed, the simplified mass transfer model at the dfabermochemical
tables together with Eq. (6.3) can affect the accuracy o2RP solution.

When non-ablating boundary conditionare used in the CFD solution (no
mass injection and no chemical reactions at the surfacdpvary correction is
typically adopted to reduce the computed heat flux to take asicount of the
blockage effect due to the ablation gases injected into thmdbary layer. The

Ch = (6.4)
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blowing-correction equation is the usual:

ln(1+2)\n’1/(peu60h))} o [ln(1+2)\B'Cm/Ch)

Cn = Cho 2\ (petteCh) 2\B'C,,/C),

(6.5)

When a non-ablating CFD solution is performed, Eq.(6.4)ssdito compute the
non-ablative heat transfer coefficiefif,, which is then reduced with the use of
Eq.(6.5). The corrected, is finally used to evaluate the mass blowing rate as
in the case of thermochemical table approach with ablatmgtary conditions.
In this case there is no iterative coupling between TPS arid §&#Hution, since
thermochemical tables and blowing correction equatioasuaed to obtain TPS
properties (such as the mass blowing raien this case) without updating the
CFD solution (which is non-ablating). The computationadtas reduced when
non-ablating boundary conditions are adopted, both becauwsmpler solution
(with no species injected and no surface reactions) is pedd, and also because
no iteration are needed to couple the CFD solution with teentiochemical table
model. Obviously all this at the expense of accuracy.

fully-coupled ablating b.c.

1.2 - — —ablating b.c. with B’ table
.. —. — corrected non-ablating b.c.

Mass blowing rate [kg/m °s]

1 2 B 4
x[m]

Figure 6.27: Mass blowing rate for different wall temperatwith three different
boundary conditions.
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fully-coupled ablating b.c.

.+ — = ablating b.c. with B’ table
.= .= corrected non-ablating b.c.

Figure 6.28: Convective heat flux for different wall temparas with three dif-
ferent boundary conditions.
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Figure 6.29: Chemical heat flux for different wall temperatuwith three differ-
ent boundary conditions.
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Figure 6.30: Differences on the mass blowing rate betweerptesent method
and the simplified approaches.
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Figure 6.31: Differences on the convective heat flux betwherpresent method
and the simplified approaches.
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Figures 6.27, 6.28, and 6.29 show the mass blowing rate ctime heat flux,
and chemical heat flux (respectively) for the three wall temapures, computed
with three different boundary conditions: fully-coupleblaing boundary con-
ditions, ablating boundary conditions coupled wittiT’, p, B) thermochemical
tables, and non-ablating boundary conditions coupled thighmochemical tables
and blowing correction equation. Both the blowing rate dralteat flux clearly
show the error introduced by the simplified boundary condgi The agreement
between the table approach and the fully-coupled appraaekry good at the
lowest temperature but gets worse as the temperature asdaqaently the mass
blowing rate are increased. Figures 6.30 and 6.31 show ticemtage errors be-
tween the fully coupled approach and the two simplified apghes for the mass
blowing rate and convective heat flux, respectively. Obsipuhe non-ablating
approach is the one leading to major errors. Figures 6.3®Ga&8dclearly show
that the agreement between the fully-coupled and the dieghlapproaches get
worse as the temperature and therefore the mass blowinig iatzeased.

The comparison between the cases with ablating boundaditaoms shows
that at the higher surface temperatures the table-predictess blowing rate and
heat flux are affected by a certain degree of inaccuracy. €lresults show the
limitations of thethermochemical-tablapproaches due to the simplified boundary-
layer diffusion model expressed by Eq. (1.25), which wasetiped from the
laminar boundary-layer theory over flat plates [34]; thusphesent comparisons
between the two approaches are made in the most favouraiuiéion.
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Table 6.3: Freestream conditions for Test Case 3

Freestream Conditions

pressure: 1 [bar]
temperature: 5000 [K]
Mach number: 1.8

Composition (equil. air):  77.787%;, 22.213%0

6.3 Steady-state ablation results

The fully-coupled procedure described in Chagtdor steady-state ablation is
applied to a flat plate made of pure carbon (graphite). Chalmeactions be-
tween the material and the environmental gas at the surf@caaounted for
using an equilibrium approach. The effect of finite rate clvahreactions inside
the boundary-layer is studied in secti®s.3.

6.3.1 Testcase 3: Air environment

In this case the environmental gas is air and the "steadg-séaergy balance
Eq. (5.12) is used to compute the correct wall temperatigtilition across the
axial direction. The freestream conditions are expresséahbie 6.3. The ablation
products considered aréN, CO, and(C3;. Wall temperature distribution across
the axial direction is set initially &8000 K, then the code makes use of the SSEB
to find the correct steady-state value.

Figure 6.32 shows the mass blowing rate and the wall temyexatt is ev-
ident the strong variation in the streamwise direction ofhbiemperature and
mass blowing rate. Higher wall temperatures are experéenear the leading
edge of the flat plate where the incoming heat fluxes are higidess blowing
rate is strongly varying in the streamwise direction (if guared to the previous
isothermal solutions) both because of the growth of the dannlayer and also
because of the decrease of surface temperature. Since ltiterwaerature is not
constant, the wall chemical composition is consequentlying, as shown in fig-
ure 6.33. Near the leading edge wall temperature is suffigiéigh to produce
graphite sublimation (with formation af';) and carbon nitridation (with forma-
tion of CN). Away from the leading edge these species tend to vanishussec
the surface is getting colder ad&) production dominates. Therefore, for an air
environment and in this range of wall temperatures, surdxdation reactions
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Figure 6.32: Wall temperature and mass blowing rate.
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Figure 6.33: Wall temperature and composition.
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dominate and”O is the major species leaving the surface. The carbon owidati
reaction (' + %O = (C0) is an exothermic reaction and this affects strongly the
surface energy balance. Looking at figure 6.34, in fact, trergcal heat flux is
positive (so théneat-of-ablations negative); this means that in this condition the
process of ablation is generating heat. The only mecharsmmsol the wall are
surface radiation (which is strong since wall temperatarkigh) and heat soak
into the solid. When the surface temperature reaches valose t04000K2,
however, carbon sublimation (which is endothermic) becodwninant and'O

formation falls off rapidly as shown in the next section.

3for wall pressures in the range bbar.
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6.3.2 Effect of Mach number

The supersonic laminar flow of air over a graphite flat platanialysed. Three
different Mach numbers are considered)Ma)= 2; b) M = 4; and c)M = 6. The
environmental gas is frozen air with equilibrium compasitiat the freestream
thermodynamic statep(= 1 bar, T = 4000 K, yn, = 0.767, yo = 0.233).
The equilibrium composition between gas and solid phasepesed at wall; two
ablation species are consideréd{ andC's) which make up more than 85% of the
equilibrium mixture for the actual conditions of pressund &emperature. Species
with minor concentrations have been neglected. Chemieatians between the
wall material and the environmental gas are considered aintlye surface; once
the wall composition has been calculated, the species aedlowed to react with
each other as they are diffusing across the boundary layessMlowing rate
and surface temperature are computed solving the mass eatlysttate energy
balance Egs. (5.14) and (5.12), respectively. The radidiaat flux from the gas
to the surface in the surface energy balance has been resjlect
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Figure 6.35: Mass blowing rate at different Mach numbers.

Figures 6.35 and 6.36 shows the mass blowing rate and wableeature pro-
files for the three different Mach numbers. Both the blowiatgrand wall tem-
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perature are increasing withl due to the increase of the convective heat flux to
the wall. The mass blowing rate, as shown in the previoudisols, is rapidly de-
creasing because of the combined effect of boundary layevtrand decreasing
wall temperature. Moreover it can be seen that, at the higllash number, the
wall temperature tends to be uniform. This is due to the faat, tfor each pres-
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Figure 6.36: Surface temperature at different Mach numbers

sure, there is a limit temperature (i.e. the sublimationgerature) which cannot
be exceeded. When the temperature is close to the sublmiatioperature, the
effect of increasing the heat flux is a large increase of miasgihg rate and only a
minor increase of surface temperature. This behaviour &as previously shown
by the sudden increase Bf with temperature in the thermochemical table model
(see Figure 1.4). Figure 6.36 clearly shows this behavipassing from\M/ = 4

to M = 6, the temperature near the leading edge of the plate is ootgased by
3.5% while the mass blowing rate is increased by more ti@96.

Figures 6.37 and 6.38 show the wall convective heat flux (amithwithout ab-
lation) and the wall chemical heat flux according to Eq. (5.T2he non-ablative
solutions have been obtained with the commonly assumed-§titive equilib-
rium energy balance and with frozen surface chemistry.ieigud7 clearly shows
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Figure 6.38: Chemical heat fluxes at different Mach numbers.
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the reduction of the surface heat flux due to bheckage effect The effect of
blockageis more evident in the sublimation regime where the heat 8uxghly
reduced if compared to the non-ablating case. Figure 6.8&slthechemical
heat fluxfor the three cases. Faf = 2 the chemical heat flux is always positive,
for M = 4 itis negative in the leading edge zone, andfor= 6 it is negative in
the first half of the plate. This behaviour is due to the trdmsibetween the oxida-
tion and the sublimation regime caused by the variable setiemperature. In the
former regime the graphite oxidation (with formation@®) is the primary mass
loss mechanism while in the latter the sublimation of gregbominates and’s

is the major species leaving the surface. Since graphiati®n is an exother-
mic process the chemical reactions at wall are releasing baasing the wall
chemical heat flux to be positive; graphite sublimationtaad, is an endothermic
process causing the wall chemical heat flux to be negative.
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Figure 6.39:C'; mass fraction spatial distribution &f = 2 (not in scale).

Figures 6.39, 6.40, and 6.41 show thgmass fraction spatial distribution in
the flowfield at the three Mach numbers. The sublimation db@aiis almost ab-
sent forM = 2 (graphite oxidation dominates) because of a too-low watiger-
ature, while it is dominant fok/ = 6. These results help explaining the behaviour
of Figure 6.38 and show the transition between the two regime
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Figure 6.40:C5 mass fraction spatial distribution &f = 4 (not in scale).
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Figures 6.42, 6.43, and 6.44 show the wall heat fluxes forhheetdifferent
Mach numbers. The heat fluxes are computed according to tB8 &§. (5.12)
where the radiative heat flux from the gas to the surfacg)(has been neglected.
For M = 2, since the chemical heat flux is always positive due to cadboda-
tion, the only mechanism of cooling the surface is re-raaiefrom the wall. For
M = 6, instead, the surface temperature is sufficiently high tmpce carbon
sublimation almost everywhere. In the first half of the plhe heat flux absorp-
tion is mainly due to graphite ablation (chemical heat fluxhvhe re-radiation
from the surface playing a minor role in cooling the surfa€be results of Fig-
ures 6.42-6.44 also show the strong variation of the (stastalg) solid conduction
heat flux due to the varying flowfield conditions.
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Figure 6.42: Wall heat fluxes &t = 2.
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Figure 6.43: Wall heat fluxes atf = 4.
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6.3.3 Effect of boundary-layer finite-rate chemistry

The temperature rise inside the boundary layer can be cenatitk, especially
for the higher)M cases. High temperature inside the boundary-layer cagetrig
thermal decomposition (endothermic reactions) of altesipecies which in turn
can alter the mass and energy balances at the surface. mtotady the effect
of these chemical reactions, the same finite-rate kinetidehshown in section
6.2.5 and based on the work of Park [64] has been adopted to mod#id¢hmal
decomposition of the two ablating spec&® andC; created at wall.
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Figure 6.45:C5 mass fraction spatial distribution (not in scale).

Figure 6.45 shows thé; mass fraction spatial distribution for the highest
Mach case. A certain amount 6%, andC' are produced from the decomposition
reaction of the ablation speci€g andCO. Figure 6.47 shows the species mass
fractions profiles at the end of the flat plate. Comparing Fedu47 and 6.46 it is
clear that the species produced by the thermal decomposéarh a maximum
mass fraction where the temperature reaches the peak vahese decompo-
sition reactions produce a cooling of the boundary layerigsrE 6.46 clearly
shows. The peak temperature in the boundary-layer (at tthefthe flat plate) is
decreased by nearly)00 K. However, the effect of the decomposition reactions
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is barely seen on the surface temperature and mass blowendrize effect, even
if weak, is a reduction both in surface temperature and nmasgsrig rate as shown
in Figure 6.48.
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Figure 6.48: Wall temperature and blowing rate.
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6.3.4 Comparison with thermochemical table approaches

As discussed in sectigh2.6, in many cases CFD codes are loosely coupled with
the material and often the flowfield solutions are obtaineadgeblating boundary
conditions coupled wittB" thermochemical tables and transfer-coefficient energy
balance (see Eg. (2.20)) or even non-ablating boundaryitwomsl corrected with
blowing reduction equations.

When athermochemical tablapproach is used, the mass blowing rate is ob-
tained by thermochemical tables and by the heat transfdiideat C, evaluated
from the ablative CFD computation as described in sedii@rs for the isother-
mal case. The difference in this case is that, since thectéamperature is not
assigned, it must be derived from the surface energy baldncthis simplified
model, the surface energy balance is solved outside the GEB @sually by the
thermal response code) using a transfer-coefficient engatgnce such as that
expressed by Eqg. (2.20). The transfer-coefficient SEB (@nstieady-state form
for the present comparison) is used to compute the surfagpe@ature through
coupled iterations with the CFD code: when temperature gésna new CFD
solution is evaluated (with the new temperature and masgifdprate) to update
the heat transfer coefficiett, until convergence is reached. The use of simplified
transfer-coefficient mass balance (which is part of thentleehemical table) and
transfer-coefficient energy balance can reduce the accwfahe material-flow
coupled computation.

Whennon-ablatingooundary conditions are used the "unblown” CFD solution
is computed assuming a radiative-equilibrium wall comait{no mass injection
and no gas/solid chemical reactions) [21]; as usual, a Ibigworrection is then
adopted to reduce the wall heat flux. After computing a ndataiyg CFD solu-
tion, Eq. (6.5) is used to reduce the non-ablative heat fieacsefficientC),, ob-
tained from the CFD solution. The mass transfer coeffiaiépis evaluated from
the corrected heat-transfer coefficigrt using semi-empirical relations such as
(6.3). The transfer-coefficient surface energy balanc€Zg0) in the steady-state
form is then used to compute the surface temperature witimplsiiterative tech-
nique (usually the Newton’s method) without performing r@élaD computations.

In this simpler case there is no iterative coupling betweatenal and CFD solu-
tion, since transfer-coefficient balances and blowingexiiron equations are used
to obtain TPS properties (mass blowing rateand surface temperatur¢,) with-
out updating the CFD solution (which is non-ablating). Tlenputational cost
is reduced in this simpler case because a single CFD conmpuiatperformed
without chemical interaction with the TPS material. Thewaeacy of this method
is obviously reduced.
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Figure 6.51: Convective heat flux.
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Figure 6.52: Chemical heat flux.
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Figures 6.49-6.52 shows the comparison of the steady-atd&gion solu-
tions (mass blowing rate, surface temperature, wall cdiwesand chemical heat
fluxes) for different Mach numbers computed with three défe boundary con-
ditions: i) fully-coupled ablating boundary conditionstwSMB and SSEB com-
puted and solved as boundary conditions in the CFD codebl@tiag boundary
conditions coupled with thermochemical tables and transfefficient SEB (in
the steady-state form), Eq. (2.20), and iii) non-ablatingrdary conditions cou-
pled with thermochemical tables, transfer-coefficient S&ifl blowing correction
equation (6.5).

As was noted for the isothermal case, the non-ablating agprcs the one
leading to major differences and the agreement betweenuthyecbupled and
the simplified approaches gets worse as the blowing rateisased (increasing
the Mach number). However, in the present case (non-isoigthe differences
are definitely larger. Figures 6.53, 6.54, and 6.55 show #dregmtage error be-
tween the fully coupled approach and the two simplified apphes for the mass
blowing rate, surface temperature, and convective heat faspectively. Figure
6.53 shows that even for the lowest Mach case the percentemei®not neg-
ligible and at the higher Mach number the error becomes \agel A similar
behaviour, but with smaller percentage differences, ieontesl in Figure 6.54 for
the convective heat flux. The comparison shows that at theesigMach num-
ber the table-predicted mass blowing rates and heat flueeafacted by a high
degree of inaccuracy due to the increasing effect of massitdpon boundary
layer properties. In the isothermal case the differences amaller because sur-
face temperature was fixed and the surface energy balanceowaslved. In the
more realistic non-isothermal case a strong non-lineaploog exists between
the surface mass and energy balances which causes the iapgteozolutions to
produce less accurate solutions. The present compariswessmown that this
inaccuracy can be high in case of intense blowing. Lookingigire 6.55, it is
interesting to note that at the highest Mach numbers thaseitemperature com-
puted with the non-ablating boundary conditions shows st hgreement with
the fully-coupled solution, while for the other paramet@mass blowing rate and
heat fluxes) this happens with the ablating solution. Thikiesto the complex in-
teraction between the mass and energy balances which ce@ aaimpler model
to give better results for a specific parameter.
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Chapter 7

Rocket nozzle applications

With the development and use of high-energy solid-propeland harder firing

conditions in large advanced solid rocket motors, graghii@ve found increas-
ing application as nozzle materials because of their héginperature thermal and
physical properties, and low densities. But in spite of tHeaatages of these
composites materials, because of the attack of carbormucarbzzle surface by
the products of the propellant combustion during motor apen, the nozzle sur-
face regresses by loss of material, and the nozzle throatiaceeases. Hence
the nominal performance of the rocket motors decrease, ldesulting per-

formance reduction must be evaluated and taken into acdgutite designer of

motors.

The classic way to measure performance reduction is toukstdale motors,
but this takes a long time and is very expensive becausenessiisbe repeated for
every new motor. A complementary method is to establishessgon models that
can accurately predict the regression rates of nozzle tdyrbat these models re-
quire a fundamental knowledge of the major mechanisms that the regression
rate. This chapter describes the results obtained fronyeggplhe thermochemi-
cal ablation model developed herein to describe carbdmecaregression of large
advanced solid-rocket nozzles.

7.1 Introduction

Graphite and carbon-carbon composites, which have exté¢liermal and phys-
ical properties as well as low densities, are widely used atenals for rocket
nozzles. However, the hostile thermochemical environmesuilting from the
high-performance solid propellants creates many probterasch materials. One
of the serious problems is the erosion/recession of theetaubzzle material. As
the propellant of the rocket motor burns, the nozzle is ezgde the hot propel-

159
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lant combustion products which form a turbulent boundamel over the nozzle
surface. The hot products transfer energy to the nozzle ealising the surface
temperature to rise and thereby increase the reactivitgehbozzle material. At
high surface temperatures, heterogeneous chemicalopaatccur between the
nozzle material and oxidizing species suchfag), CO,, andOH, present in
the combustion stream. The heterogeneous reactions @adubon monoxide
CO, resulting in the thermochemical erosion of the nozzle.hSerosion is most
severe at the throat due to the maximum heat-transfer rateainregion. The
resulting increase in the nozzle throat area decreasesiihrst and reduces the
motor performance significantly in long-duration firings.

The overall rate of these reactions depends on their ksmnasowvell as on the
rate at which the oxidizing species can diffuse across thundary-layer to the
nozzle surface. If the kinetic rates are much higher thardtfiesion rates, the
recession rate is determined primarily by the diffusion hagism of oxidizing
species (diffusion-controlled). The other extreme sitimats that of high diffu-
sion rates and low kinetic rates, in which case the recessipredominantly de-
termined by the chemical kinetics (rate-controlled). THedional recession rate
depends on such parameters as flow properties in the nohamber pressure,
and concentrations of reactants. The chemical kinetiesdepends on the kinet-
ics of the heterogeneous reactions, the concentratiohg efirious reactants, and
especially the surface temperature of the nozzle. Thesitéanperature is deter-
mined by the surface energy balance which involves the lweatuction response
of the C/C nozzle, the heat transfer from the hot gases todhel@®, and the heat
flux absorbed by the ablation mechanism.

The overall nozzle erosion process is extremely compleh tie interplay
of numerous factors including the solid-propellant conifpms, motor operating
conditions, duration of firing, nozzle geometry and matgsraperties, rates of
diffusion of the species toward the surface through the agrlayer, and chem-
ical reactions at the surface and in the gas phase. In adddithe aerothermo-
chemical processes, the erosion may have contributionstine mechanical pro-
cesses caused by impact of condensed metal-oxide pafgctesAl,O3) on the
nozzle surface or by the structural failure because of Highmal stresses. How-
ever, most researchers [37, 24, 50, 49] have concludedihatiemical erosion is
the primary reason for the nozzle recession. Experimetitdles [37, 70] on the
graphite nozzle erosion using aluminized composite guiapellant formulation
indicated that the graphite removal depended primarilyn@nchamber pressure
and the chemical attack by the combustion spegig® andC' O, present in the
hot exhaust. A strong correlation between the surface semesate and the mass

fraction of H,O andCO, was noted. The recession rate decreased with increas-

ing aluminium content present in the composite propell§it$ If mechanical
processes (impingement of solid alumina on the nozzle seyfaere significant
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then the erosion should have increased with the increadé& s particles in the
combustion stream, but on the contrary the erosion degeddee phenomenon
was attributed to the decrease in the concentratio$,6f andC O, in the com-
bustion stream for aluminized propellants.

7.2 Background

The identification and description of the major significamamanisms happening
in the nozzle regression constitute a relatively recerd fiélstudy in solid rocket
technology. It has been the subject of many investigati@os 24, 49, 50, 44,
74, 37, 40, 36], first, because of the numerous parameteekéoimto account:
chemical propellant composition, chamber pressure, duraf firing, type, ge-
ometric form and properties (density, specific heat, théooaductivity) of the
nozzle material, among others; and, second, because obthglexity of the de-
scription of the driving phenomena, such as geometric anmgbéeature history
of the nozzle, rates of diffusion of the species through thenlary-layer, and
the heterogeneous chemical reactions with the surfaceriadatén 1960s and
1970s, with limited computational resources, many investigatbeveloped sim-
plistic models to predict the nozzle recession rate.

Swope and Berard [70] found a direct correlation betweendts concentration
of the oxidizers capable of forming@0 with the material and the rate of graphite
erosion.H,0O appeared to be the major contributor to graphite erosion.
Delaney et al. [24] developed a simple model for the erosiographite throat
nozzles. The results showed that graphite nozzle erosianliwdted by both
process of diffusion and chemical surface reactions aridptiegsure was an im-
portant parameter involved in erosion.

McDonald and Hedman [50], on the basis of the results of atyaca study and
analysis of short-duration test data with graphite nozztasd that the erosion of
graphite is primarily the result of a chemical surface readhat is rate-controlled
during the transiently heated period, and diffusion-coliéd when surface tem-
perature exceeds abaki00 K. They also found that the erosion decreased with
an increase in the aluminium content in the propellants &aatl the hydrogen-
carbon reaction was not significant with the studied premd.

Klager [37] found, on the basis of data obtained by expertaidinings on small
aluminized solid rocket with graphite nozzles and of thedgmamic analysis, that
graphite removal in solid rocket nozzles depended pritigipa pressure and on
chemical attack by7,O andC'O,, which react with the surface to giveO. The
chamber flame temperature was found not to affect the gepdmtoval directly,
and the recession rates were found, as in McDonald and Hedwatecrease
when the aluminium content in the propellant increased. édgmorrelation was
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observed between the recession rates and the mole fra¢tidsta

Keswani [36] conducted theoretical studies to predictssioa of graphitic noz-
zles in different rocket motors, with different nozzle gesines and materials, at
different operating pressures and temperatures, and ider&nge of propellant
formulations. Recession was found to be strongly influermedropellant com-
position, chamber pressure, and motor geometry, and tHgssahowed that
recession is due primarily to the oxidation of carbon to oartmonoxide byH,0O
and C'O,. The analysis also showed that the influence of chemicatikgés
predominant only when the surface temperature is low artdtleaecession rate
is largely determined by the diffusion rate of oxidizing sjgs when the nozzle
surface temperature has reached al2600 K. The papers of Keswani and co-
workers [40, 36] have completed the thesis of Keswani. Asiotonclusion of
these works was that the total recession increases as ahalenisity decreases.
It was also shown that the graphite recession process isvedyaindependent of
gas phase reactions. The same conclusions were recerdipetbby Thakre and
Yang [72].

One of the most recent and more detailed model for nozzlaseirecession was
developed by Kuo and Keswani [40, 36]. Although their modabwa significant
improvement over the earlier models, it still involves sat@assumptions which
may be removed. One of the major assumptions is that the lggseps modeled
as being composed of a quasi-steady, compressible, ipantome-dimensional
core-flow region and a two-dimensional, axisymmetric, gsésady, turbulent
boundary-layer flow region. Considering the computati@peded and resources
available today, many of the approximations employed irviptes studies can
be removed. This work takes into account propellant cheyidetailed thermo-
dynamic and fluid-dynamic analyses, chemical kinetics enghs phase, hetero-
geneous chemical reactions at the nozzle surface, ratdfa$ion of the species
through the boundary-layer and accurate multi-speciestbghysical properties
using a full Navier-Stokes approach.

7.3 Chamber equilibrium calculations

Because all previous studies have confirmed that propetamposition greatly
influences nozzle regression, it is vital to identify the angproducts that con-
stitute the propellant exhaust gases. Hence, the first lasilmos of the analy-
sis have been made to provide the characteristics of typicgdellant exhaust-
gases in the combustion chamber. The hot exhaust flow stneaheinozzle
consists of the combustion products of metallized AP/HTBBgosite propel-
lants. The mass fractions of the combustion species at trHenmlet, shown in
Table 7.1, were based on chemical equilibrium calculatadrsschamber pressure
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Table 7.1: Nozzle inlet flow conditiongy, = 70 bar, Ty = 3500 K

Species Mass fractions Gas-phase mass fractions

CO: 0.23 0.3485
COq: 0.02 0.0303
HCI: 0.20 0.3030
Hy: 0.01 0.0152
H,0: 0.09 0.1364
Ny: 0.10 0.1514
OH: 0.01 0.0152
AlyOs: 0.34 -

of 70 bar. The mass fractions of all the species remain almost coniém in-
creasing/decreasing chamber pressures with the excegtiOi/ mass fraction
which shows some variation. The stagnation temperaflijeand the stagna-
tion pressurep,, are specified at the nozzle inlet. Five sets of chamber press

(50, 60, 70, 80, 90 bar) and the corresponding chamber temperatures were used to
study the effect of motor operating parameters. Howewvecesihe chamber tem-
perature shows only slight variation with chamber pres#unas been assumed
constant. As can be seen, a certain amount of liquid alunsifarmed in the
combustion chamber. A single phase treatment is used in tueinso that only

the gaseous composition is taken into account.

7.4 Results and discussion

The governing equations with the SMB and SSEB boundary tiondihave been
solved numerically to predict the recession rates of C/Cleszor various oper-
ating conditions and propellant formulations. The chehgoaposition used as
input in the computations is listed in Table 7.1. The therh@wuical properties
(specific heat and enthalpy of formation) of the carbon/canmaterial as a func-
tion of temperature used in the steady-state heat conduteron were obtained
from Gordon and McBride database [28]. In the adopted nuwaksicheme the
one-equation Spalart-Allmaras [68] turbulence model lesnhused [47].

For studying the effect of parametric variations of motoeigting conditions
on the nozzle erosion, the configuration used is the nozdesln Figure 7.1.
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Since the main objective is to predict the material erostdhenozzle throat and
its vicinity, it was deemed unnecessary to simulate theefitiwfield in the rocket
motor. Moreover, it is common practice to use carbon-carbaterial only in the
throat region where the heat flux are maximum and conseqgudetlerosion rate
reaches its peak. Five sets of chamber pressures were ws#teavutside nozzle
wall temperature was taken 3@0 K in all cases. The computational domain is

i

015 02" 025 ' 03"
x [m]

Figure 7.1: Rocket nozzle configuration under study.

subdivided inta0 x 150 grid points in ther andr directions, respectively. In the
r direction, the grid was stretched and clustered near the@sarface so that the
first grid point was located at' less thanl all along the nozzle length. All the
results presented are in the steady-state condition.

Figures 7.2, 7.3, 7.4, and 7.5 show the entire flowfield distion in the nozzle
interior in terms of temperature, pressure, Mach numbelgaial velocity using
adiabatic wall boundary conditions and no surface reastion
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Figure 7.2: Temperature distribution in the nozzle inte(i = 3500 K, py =
70 bar, no surface reactions, adiabatic wall).

0.254 p: 5 11172329354147535965

Figure 7.3: Pressure distribution in the nozzle interigr€ 3500 K, po = 70 bar,
no surface reactions, adiabatic wall).
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Figure 7.4: Mach distribution in the nozzle interidiy (= 3500 K, py = 70 bar,
no surface reactions, adiabatic wall).
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Figure 7.5: Axial velocity distribution in the nozzle inter (7, = 3500 K, py =
70 bar, no surface reactions, adiabatic wall).
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To simulate material erosion, the SMB and SSEB are employidd equi-
librium wall condition. Researchers [50, 40, 36, 72] haverid that the erosion
is rate-controlled when surface temperature is beload — 2500 K. Calcula-
tions presented in Chapterhave shown that, in SRM nozzle environments, the
surface temperature in the throat region excex® — 2500 K after a second
or less from ignition so that the nozzle erosion is essdwntiffusion-controlled
during the operational duration. For this reason, a surégelibrium assump-
tion is appropriate. As a result of heterogeneous reachenhseen the solid wall
and the exhaust gas&s(,, OH, andH,O are consumed at the nozzle surface to
form CO andH,. Consequently, a concentration gradient is formed in thieiy
of the nozzle wall, whereid'O,, OH, and H,O diffuse towards the nozzle sur-
face andC'O and H, diffuse away from the surface. These surface reactions are
endothermic in nature and they help reduce the nozzle sutéauperature. Re-
sults obtained with the ablative boundary conditions shimoat no differences
in the core-flow region with the adiabatic non-ablating comagions previously
presented. The main differences are experienced in thedaoyiayer and at the
nozzle surface. Therefore our attention will be directeddia the boundary-layer
structure with ablation.

3600+

-0.25
34004 70 2
o ] p = 70 [bar] i
> ] B
= 32007 nozzle contour 0.15
© Adiabatic wall B =
8_ T Ablative wall i =
i - >
e B
 3000- 0.1
3 ] i
= -
28004 :0.05
2600 1 1 1 1 071 1 1 \0'15\ 1 1 1 0:2 1 1 \0.25\ 1 1 1 0:3 0
x [m]

Figure 7.6: Wall temperature distribution.
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Figure 7.6 shows the surface temperature distributiorni@atiabatic and ab-
lative wall condition. In the case of ablation, the surfaam@perature is noticeably
reduced by the ablation process. Moreover, the ablatiiasatemperature dis-
tribution is rather different than the adiabatic profile wimy a clear peak in the
throat vicinity.

Figure 7.7 and 7.8 show the species mass fraction profildseiloundary-
layer at the throat section: the oxidizing speciés @, OH, andCO) profiles
are reported in Figure 7.7 while the non-oxidizing spec@9( H,, HC!, and
N,) profiles are reported in Figure 7.8. The mass fractions efakidizing

82 Nozzle throat
] p =70 [bar]
81.54
811
__80.51
g ]
E >
> 807 OH
E Co,
79.54
791
78.54

07002 004 006 008 01 012 014
Species mass fraction

Figure 7.7: Oxidizing species profiles at throat.

species decrease from the edge of the boundary layer toeneadlace due to
their consumption in the heterogeneous reactions at th®gararbon surface.
The gradients of the concentrations are largest near thesimak the turbulent
mass diffusivity drops to zero as the viscous sublayer iscgmghed near the wall.
Since the nozzle erosion is diffusion-controlled, the @mration of these oxi-
dizing species is vanishingly small at the nozzle surfadee 3pecies created at
the surface ar€’O and H, and they are diffused away from the surface. Since
these species are produced in the heterogeneous reactitms surface, their
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Figure 7.8: Non-oxidizing species profiles at throat.

mass fractions are maximum there. The equilibrium wall @akbons show no
production at all ofC’; at the surface due to the relatively high pressure and too
low surface temperature. The only ablation product is floeee”'O. Keswani and
Kuo [36] and Thakre and Yang [72] concluded that the oxidatibcarbon ta”'O

is the principal cause of nozzle recession for nozzle sarfamperatures below
3000 K, which are hardly exceeded in SRM nozzle. Looking at Figu& it is
clear thatV, and HC'l do not participate in heterogeneous reactions, and hence
their mass fractions are relatively constant across thedny-layer. These mass
fractions decrease slightly near the surface because & bhasing at the nozzle
wall. Gas-phase reactions have not been taken into accouhese computa-
tions. Keswani and Kuo [36] showed that the equilibrium armtén boundary
layer profiles for the most important oxidizing species agy\close one another
with just slight differences. Therefore they concluded tia general, the gas-
phase reactions do not significantly influence the profilethefmajor oxidizing
species and hence do not affect the erosion rate. Thus,sheasion of a frozen
boundary-layer is acceptable for computation of heatsfiarand recession pro-
cesses in SRM nozzle applications. More recently ThakreYang [72] came to
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the same conclusions, showing that finite-rate gas-phastioas do not perturb
the chemical composition or the temperature distributimmsederably and have a
very negligible effect on the erosion rate. This also jussifihe use of a frozen
boundary-layer assumption for nozzle recession predistio
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Figure 7.9: Nozzle erosion rate and wall heat flux.

For the same input conditions, Figure 7.9 shows the digtabwof the ther-
mochemical erosion rafég/m?s] and the surface convective heat flu{1¥/m?|
along the length of the nozzle. It can be noted that the enasite is highest a bit
ahead of the throat due to maximum heat-transfer rate dbitetion. Researchers
[40, 11] have attributed the maximum erosion at the thro#ttéanaximum heat-
transfer rate at the throat. Figure 7.9 clearly shows that#riation of erosion
rate mimics the variation of heat-transfer rate all along tlozzle wall indicat-
ing a direct correlation between the two: recession and fi@aincrease in the
converging section of the nozzle, reach a maximum closeddhtoat, and de-
crease in the supersonic diverging section. This variai@overned by the mass
flux of the flow of propellant products in the nozzle and consedly recession
decreases significantly with increasing Mach number beyonty as the mass
flux decreases. Comparing Figure 7.9 with Figure 7.6 it capdes that the peak
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Figure 7.10: Erosion contribution from the various graptokidizing species.

wall temperature is a bit after the throat section while thakperosion rate is a bit
ahead of the throat section.

Figure 7.10 shows the contributions towards the net erasitsnby the three
oxidizing species which can be obtained simply by mass c¢oasen equations:

Ciy +H,O = CO+ H,
Coy+0OH = CO+H (7.1)

Cy+COy = 200

From Eq. (7.1) it can be seen that a single mole of solid cafjgncan be con-
sumed either with a mole afO, or H,O or O H. Moreover, since the mass frac-
tion of the oxidizing species is zero at wall, the mass fluhese species diffusing
to the nozzle wall reacts completely with the surface to férm. Thus, multi-
plying the diffusional mass flux of the generic oxidizing sigs by the molecular
weight of carbon and dividing by the molecular weight of thedes, one obtains
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the erosion mass flux contribution of that species. Figut® ghows that,O is
by far the most devastating oxidizing species followedly andC'O, in that or-
der. This results is confirmed by both theoretical [40, 36,721 and experimental
studies [37, 27, 26].
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Figure 7.11: Various heat fluxes at the nozzle wall.

Figure 7.11 shows the various wall heat fluxes along the ederigth. Since
the oxidation of carbon in SRM environment is endotherntie, themical heat
flux is negative all along the nozzle length. Figure 7.11 shihat roughly0% of
the incoming convective heat flux is absorbed by the endoticaablation process
and the otheb0% is partly conducted into the material and partly re-rastiat
from the hot surface. The energy radiated away from the s@irigthus of the
same order of magnitude of the energy conducted inside theriala The energy
conducted into the solid shows a sharp decrease after tlzéertbroat due to the
sudden decrease of the convective heat flux and consequoétitly erosion mass
rate.

Figure 7.12 shows the influence of chamber pressure on tlessien rate
along the nozzle wall. The plotted results show that charplbessure has a very
strong influence on the recession rate. A change in the chrapnbssure from
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Figure 7.12: Effect of chamber pressure on erosion rategalmanozzle length.

50 bar t0 90 bar causes an increase in the recession rate of &lo@bt An increase
in pressure causes an increase in the density of the gas. fiase the convec-
tive heat-transfer rate, and hence the mass-transfeisatieectly proportional to
density, there should be a corresponding increase in ttstoercate. Figure 7.12
substantiates this behaviour. Increase in pressure seésuitigher density leading
to higher Reynolds, which in turn enhances the mass trahspaxidizing species
across the turbulent boundary-layer. With other pararaetenaining nearly con-
stant, the linearity in the erosion rate and the motor opegairessure is clearly
seen in Figure 7.13. Klager [37] conducted experimentalggion graphite SRM
nozzles. He reported that the combustion product gas textyvershowed no cor-
relation with the recession rate while the chamber pressttwagly influenced the
recession rate. This behaviour is confirmed by the presentettrical results.
Figure 7.14 shows the influence of chamber pressure on tfecsuempera-
ture along the nozzle wall. Chamber pressure has a slighdtefh surface temper-
ature. There is, however, the tendency to shift the temperairofile downstream
with increasing chamber pressure: higher pressures teddd®ase the surface
temperature upstream of the throat and to increase it dogaratof the throat.
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Figure 7.13: Effect of chamber pressure on erosion ratesatdlzzle throat.
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Figure 7.15 shows the influence of chamber pressure on tfecsurhemical
heat flux along the nozzle wall. A comparison with Figure 7sh®ws that the
variation of chemical heat flux mimics the variation of eacwsrate all along the
nozzle wall indicating a direct correlation between the.t#s shown in section
5.1 the chemical heat flux represents the heat absorbed (ifimepat released
(if positive) due to the surface heterogeneous reactidrnsan be also expressed
(see Eq. (5.9)) as the product of the mass blowing rate arttkthieof-ablation. Fi-
nally, Figure 7.16 shows the influence of chamber pressutieeneat-of-ablation
which is the heat absorbed in the process of ablation per ofad8S consumed
[MJ/kg]. Itis clear that the chamber pressure has just a slight imfli@n the
heat-of-ablation. This explains the direct correlatiotwsen the erosion rate and
the chemical heat flux. Looking at Figure 7.16 and compaiigprofiles with
those of Figure 7.14 it can be observed that the heat-otiabl#s influenced
by surface temperature. Higher surface temperatures teretitice the heat-of-
ablation even if its profile is almost uniform showing only ariation by a few
percent along the nozzle length.

Many authors in the past [23] have correlated the recesatanwith the den-
sity of the C/C composite material or bulk graphite showirghler erosion rates
[mm/s] with lower material densities. The model developed in thislg predicts
that the recession rate will be inversely proportional te tlensity of the noz-
zle material. This is evident from examining the express$arrg, which has the
density of the nozzle material in the denominator:

. . .om
m=ps-S$ = 5= —
Ps

wherern is the mass erosion rateg/m?s], s is the erosion ratén/s|, andp, is
the material densit{kg/m3]. Consistent with the experimental observations [23],
the model predicts that the recession rate is inverselygstiomal to the density
of the nozzle material. Looking at Figure 7.13, the erosade in terms ofm/s]
can be obtained simply dividing the mass erosion [atgm?s] by the material
density. Since the diffusion process is not influenced bythkemophysical prop-
erties of the solid, C/C composite materials and variouk graphite should have
equal recession rates after the short kemical kineticsrolbed time interval, if
their densities are equal. This finding is in agreement wighsl@r's experimen-
tal observation [27] that C/C and bulk graphite have egeivathermochemical
recession rates at equivalent densities.

1As we have seen, the chemical kinetics influences the reressie only during a short time
interval at the beginning of the recession event. After ttitial phase of surface temperature rise,
the recession rate is controlled mainly by the diffusioncess.
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Conclusions

In this study, a general method is developed to examine th&maemical abla-
tion of graphite and Carbon/Carbon composite materials Tiodel includes all
the relevant physics of thermo-chemical non-equilibriuoavfield and the inter-
nal heat conduction into the ablator material. The two negi@as and solid, are
fully coupled at the surface by appropriate energy and malssmbes. This allows
the surface conditions to be solved as part of the over-aitisn. The specific
application of this work is the analysis of thermal protentsystems (TPS) and
their complex interaction with the surrounding hot-gas flavis problem is of
critical importance for optimization of the TPS for hypengovehicles and SRM
nozzles. TPS, in fact, are traditionally designed with dimaensional engineer-
ing codes. Occasionally, a detailed computational saluscobtained but these
solutions rarely contain the correct surface boundary itimm$. To compensate
for uncertainties in the analyses, a safety margin of exB& material is added
to the final design, and the structural weight must also beased. Clearly there
is a need for more accurate, multidimensional computatimuds which can be
used to reduce the uncertainties in TPS analysis and to zgtitne TPS distri-
bution around the vital structures. The objective of thigkis the development
of an innovative material/fluid interaction tool and itsdgtation with a CFD tool
which can provide detailed modeling of these surface and-sw@dace physical
and thermochemical phenomena. The activity leading tofth#& goal can be
summarized into two main steps described as follows.

In the first part, a proper one-dimensional model has beectsel to describe
the thermal transient response of the TPS under realissitrtgeconditions rang-
ing from re-entry to SRM nozzle applications. The proposedieh generates a
1-D in-depth solution, but the cross sectional area of theeriz analysed may
vary with depth (thermal stream tube). The developed codaa@m an implicit
finite difference solution technique, which shifts its atioate system to account
for surface ablation. An important feature of this tool is treated surface bound-

177
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ary condition. The general solution case employs a film coefit model which
couples the external heating environment to the surfacenth&hemistry solution.
Approximate correlation equations for the multi-compartssundary-layer over
an ablating material have been proposed to characterizeahsfer of heat and
mass across the surface. Employing the proposed bouralgy-torrelations,
equations are presented to characterize heat and madetarthe surface of an
arbitrary non-charring material in an environment of agoif chemical composi-
tion. A numerical solution of the equations for the in-deptnsient response of
TPS material has been programmed with the surface boundaditon coupled
to a thermochemical ablation model which accounts for lgemeous chemical
equilibrium at the ablating surface. A general theory isspreed for ablation
thermochemistry of TPS materials which is then implememted CEA-based
chemical equilibrium code for generating dimensionledatain tables. The 1-D
transient model has shown excellent agreement with knowtytral solutions
and with the widely used CMA code. In particular this modeiinglized to be
used as a time-efficient engineering tool for the TPS arglysediction and de-
sign. Results of transient coupled solution are presemtedarbon-carbon com-
posite material in various high-temperature environmeritse major result of
these computations is that, despite the different kind pfiegtion ranging from
rocket nozzle to Earth reentry environment, Carbon/Cadiwmws a similar be-
haviour characterized by a quick heating and a short trahgieriod in which
surface conditions strongly vary with time. Results havewshthat the surface
parameters (temperature, erosion rate, heat conductmsahd) are much faster
in reaching the steady conditions than the in-depth tentergrofile. This per-
mits to conclude that, for what concern the surface conabtia steady-state as-
sumption is acceptable to study the complex interactiowéen hot-gas flow and
TPS material. On the contrary, if one is interested in thepemature rise inside
the material and in particular at the interface with thetrte, a transient solution
is mandatory.

In the second part of this work, where the author concertnamgch of his ef-
forts, the interaction between the hot-gas layer and a @&dawbon TPS has been
studied in details assuming steady-state ablation, whachideen demonstrated
to be a reasonable assumption for this kind of materials. [ANavier-Stokes
solver is used to model with more accuracy the heat and massfér mech-
anisms removing completely the transfer-coefficient agpno(thin-film model)
used in the previous coupling. To reach this goal, a genartdece boundary con-
dition with mass and energy balance for an ablating surfasebleen derived. A
procedure based on these surface conditions has been gledelad integrated
with a two-dimensional axisymmetric full Navier-Stokesuatjon solver coupled
with an equilibrium ablation model which permits both oxida and sublimation
reactions to occur on a C/C surface. Particular efforts haen made toward the
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integration of the mass/energy balances and ablation nwattethe flow solver.
The most interesting and original property of the develap@aerical tool lies in
the fact that it is fully coupled with the ablating boundapnditions thus permit-
ting to remove all the commonly used mass/energy-transfefficients and the
resulting inaccuracies. As a matter of fact, even if nowadagmputational Fluid
Dynamics is common practice for re-entry and SRM nozzle iegpbns, CFD
codes rarely contain the correct surface boundary comditio cope with abla-
tion. Most codes, in fact, use simplistic boundary condsi¢constant prescribed
temperature or heat flux and with zero mass transfer) andotdrenrealistically
used for TPS design and analysis.

Solutions with different flowfield conditions and boundaonditions (isother-
mal, steady-state) have been obtained to study the effatardace composition
and ablation rate and the transition between oxidation abtinsation regimes.
The effect of gas injection in the boundary layer has beedistufocusing the
attention on the wall heat flux and its reduction due to thatash phenomenon.
The effect of finite-rate chemistry for the ablation produbts been analysed
to study its effect on surface ablation. Finally, the obtdimesults have been
compared with the most commonly used simplified approaaesoupling CFD
code and surface ablation. These approaches are baseduse thiethermochem-
ical tables, heat and mass-transfer coefficients and btpaoenrection equations,
with different degrees of simplification. The comparisorttué results obtained
with these simpler approaches has shown a good agreemedre sblutions for
the test cases analysed at the lowest blowing rates and #tidsites the fully-
coupled approach developed in this work. The comparisoralssshown the
inaccuracies introduced by the simpler methodologies lwhie more and more
evident with increasing blowing rates and when using moragex boundary-
conditions (variable surface temperature), thus dematnsty the need for more
accurate CFD tools which can be used to reduce the uncesginfTPS analysis.

As afinal step, the developed tool has been applied to desCabbon/Carbon
regression of advanced solid-rocket nozzles. The hot-gasifiside the nozzle
has been simulated taking into account propellant cheynidgtailed thermo-
dynamic and fluid-dynamic analyses, heterogeneous chengaetions at the
nozzle surface, rate of diffusion of the species throughbiendary-layer and
accurate multi-species thermophysical properties. Thdainso developed is
free from many restrictive assumptions and approximatioade by several re-
searchers over the past. The results show that the erog®fotlows the trend
exhibited by the heat-flux variation: recession and heatifiarease in the con-
verging section of the nozzle, reach a maximum close to tteathand decrease
in the supersonic diverging section. This variation is goeed by the mass flux of
the flow of propellant products in the nozzle. The most imgairfactors that dic-
tate the erosion process are concentrations of the oxglspecies at the nozzle



180 CHAPTER 8. CONCLUSIONS

inlet, rate of diffusion of oxidizing species toward the mlezsurface, and motor
operating conditions. The results of Part | illustrated tha surface temperature
of C/C nozzles increases very quickly to an elevated tenperg= 2500 K) in
few seconds. Hence, chemical kinetics, which are dominaloinasurface tem-
peratures, control the recession process only for a vemt sfital period of the
recession event. Thereafter, the recession process igdirhy the diffusion of
oxidizing species to the nozzle surface. Calculated reshibwed that oxidation
of carbon toC'O is the principal cause of nozzle recessial,O is the domi-
nant oxidizing species, with'O, andOH being of secondary importance since
their concentrations are about one order of magnitude Idkger that of H,0.
Consistent with experimental results, the recession fabg/s an increase with
increasing chamber pressure, exhibiting almost a line@elation. This is due to
the enhanced mass transport of oxidizing species acrogarthdent boundary-
layer. Consistent with the experimental observationsnibéel predicts that the
recession rate is inversely proportional to the densityhefrtozzle material.

In conclusion, the general boundary conditions, includimgss and energy
balances, of chemically equilibrated gas adjacent to aatialglsurface have been
derived. An efficient computational procedure based oretheaditions has been
developed and integrated with a Navier Stokes solver. Tasgmted model has
shown a great potential and thus it is a promising tool toiokdamore accurate
characterization of the coupled interaction between aglastflow and an ablating
surface if compared to standard approaches.



Appendix A

Governing equations

The flow of a compressible chemically reacting mixture ofegais governed by
the conservation principles of mass, momentum, and eneogy Which a com-
plete system of differential equations, namely the Na@&kes equations, can
be derived. When the viscous effects can be neglected, stersyeduces to the
Euler equations.

A.1 Navier-Stokes equations

The complete Navier-Stokes equations for a chemicallytimgwiscous flow are

[2, 42]:

( Opi
ot

dp
ot

d(pv)
ot

d(peo)
. Ot
wherev; is the mass motion of speciésvhich can be expressed as:

+ V- (pivi) = i i=1,..N—1

+V-(pv)=0
(A1)

+V.(pvv)—=V-S=0

+V-(pegv) =V -(v-S)—V-.q

Vi =V +u (A.2)

wherev is the mass motion of thmixture and u; is the diffusion velocity of
species. Note that for a mixture of N species only N-1 species cotitynequa-
tions are needed: th¥"" equation is given by | p; = p.

1The volumetric forces and the volumetric heating have nentmonsidered.
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The termS is the stress tensor, split into the contribution of presgarces
and viscous stresses, the tegms the heat flux vector, and the teri is the
source term due to chemical reaction (explained later):

S = —pI+T

N
q = —kVT+)_ pihu; (A.3)

i=1

where, assumingewtonianflows and zerdoulk viscosity(according to Stokes
hypothesis), the viscous stress tensor can be expressed as:

T = —%u(v V) +p [Vv+ (V)] (A.4)

Finally, the diffusional mass flux of thé" species can be expressed using the
approximation of Fick’s law:

Ji = piwi = py;w; = —pD;,,, Vy; (A-5)

The transport coefficient, k£, andD;,, in the Egs. (A.3), (A.4), and (A.5) are the
viscosity coefficient, the thermal conductivity, and theltisomponent diffusion
coefficient, respectively.

The Navier-Stokes equations (A.1) can be also writtenon-conservation
form:

( Dy,
"Dt

+ V- (pyiu;) = w; i=1,.,N—-1

Dp
Ft +pV'V— 0
(A.6)

Dv
P Di
Deo

\ pﬁ%—v-(pv)zv-(v-T)—V-q

+Vp=V.-T

wher the substantial derivative notation has been used:

D 0

EZE—FVV
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A.1.1 Transport properties
A.1.1.1 Viscosity and thermal conductivity

For each chemical species the viscosity and thermal condyas functions of
temperature are given in the form of least-square coeftgiefhe data for each
species are fitted to the following form:

B C
| =AmT+—-—+—=—+D
no n +T+T2+

wherea can be either the viscosity; or the thermal conductivity; of the i
species. For a multicomponent gas, such as a chemicallyirrgauixture, the
mixturevalues ofy andk must be found from the values pf andk; of each of
the chemical specigédy means of thenixture rules A common rule for viscosity
is Wilke’s rule which states that:

N ~1/2 1/472
Xips i i i
“:E 7“7 ¢ijzi<1+M) . /u_(./\/l)
— Ej X;ij V8 M; ;g \M;

(A.7)
where X; and M; are the molar fraction and the molecular weight of speties
respectively. For the thermal conductivity of a mixture,. £4.7) can be used
again, replacing. andy; with k andk;, respectively.

A.1.1.2 Diffusion coefficient

One of the simplest model to obtain the diffusion coefficisrthat of considering
a constant.ewisnumber. From its definition:

k
pcpLe

Le (A.8)

- pDe,’

In this way a single global diffusion coefficient is used feer/ species. It is
worth remembering that and & for a pure species depend only on temperature
whereasD depends on both the temperature and the density of the gas.

A.1.2 Chemical source term

The termw; in Egs. (A.1) is the local rate of change @fas a result othemi-
cal reactionsinside the volume. The chemical source term is positive f@cges
which are created and it is negative for species which arswaed. The dimen-
sions ofw; are mass per unit volume per unit time.
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An expression fory; comes from the chemical rate equation (whose dimen-
sions are moles per unit volume per unit time), couched itablé dimensions:

R
dC;
w; = M, Gy, (A.9)
— dt
where dt7 represent the net time rate of formation of iHespecies (in terms of

concentratiord due to ther’” chemical reaction and/; is the molecular weight
of species. The summation is made over all thechemical reactions involving
the species. For the generat' chemical reaction of the form:

N N
v Ch=> G (A.10)
=1 =1

the generalizedet rate equations:

dC; T oo T
= =) [k T =k [T @) (A11)

i=1 i=1

wherek; andk;, are the forward and backward reaction rate constants for'the
chemical reaction and are function of temperature only. IAti@n between the
forward and backward reaction rate constants holds:
Ry _
Ky
whereK. is the equilibrium constant based ooncentrationsvhich is related to
the equilibrium constant based partial pressures

K.(T) (A.12)

E(T) = K,(T) <%)Z( )

Kp(T) — 6—AGO/RT
AGY = Z(V;, — I/;)G?
whereG? is thestandard stat&ibbs free energy per mole of mixture.
The chemical rate constants are generally measured exg@aity. The em-
pirical results for many reactions can be correlated udiegtrhenius equation

form:
ky= ATbeEa/RT

whereA, b, andE, (theactivation energyare all found from experimental data.

2(; is the number of moles of th&" species per unit volume of mixture.
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A.2 Euler equations

TheEuler equations can be obtained neglectingutiseouserms due to viscosity,
thermal conductivity, and mass diffusion from tNavier-Stokegquations (A.1):

( Opi o .
BT + V- (piv) = w; i=1,.,N—1
dp B
E +V. (pV) =0
(A.13)
Ipv) +V-(pvv)+Vp=0
ot
0
<ng> +V - (pegv) + V- (pv) =0
\

It is well known that the Navier-Stokes equations are notehnlgplic as the addi-
tion of viscous terms changes the mathematical nature aiytstem by increasing
its order. However, Navier-Stokes equations certainlypgate waves like Euler
equations do: the viscous effects, in fact, are importalytiora limited part of the
flowfied, such such near walls, shock waves, and contactmliscities. There-
fore the numerical methods used to solve the Navier-Stoffeat®ns can be an
extension of those used for the Euler equations, takingrdadge from their hy-
perbolic nature and decoupling between the convectiveabgeand the diffusive
operator.

Taking this into account, it is important to study some praps of the Euler
equations before going to the Navier-Stokes equations.Elier equations can
be written in different ways and using different variabl&ststly we can distin-
guish between theonservation fornand thenon-conservation foromegs. (A.13)
are written inconservation formwhile thenon- conservation forns written in
substantial derivative notation:

Dy; . :
(pDi:wi i1=1,..,.N—1
Dp
Ft—FpV'V—O
(A.14)
Dv
-7 -0
P tVP
D
Pl V- (pv) =0

Dt
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The non-conservation forrdo dot admit discontinuous solutions; from now on,
we will refer to the system (A.14) which is also callgdasi-linearform.

A.3 Equationsinterms ofa/d, Vv, s, y;

Following thelambdascheme proposed in [54] and extended in [47] for reacting
flows, the Euler equations expressed by (A.14) are writteerims ofa/d, v, s,

Ys-

Dyi _ i i=1,..N—1

Dt p

1 Db a Ds 1

(A.15)

Dv

B —Vb——Vs+—ZQZVyZ—

Ds 1~ Dy
. Dt = T &My

whereb = a/d, a = /vyRT is the frozen speed of soundl= (y — 1)/2 andy;
is the Gibbs free energy per unit mass (chemical potentiahe’” species. The
derivation of Egs. (A.15) from Eqgs. (A.14) is quite tediouslas reported in [47].
The termsey, G, and@; express the variation of and R due to variation of
temperaturd’ and compositiony;. Their expression is the following:

Cc1 = d15&1

f=ac} {— ey 1OU/0) <%_ ! )0111(73)} Dy,

RT RT ¢ 0Oy . di(y—1) Ay; Dt
B Jln(vR) 1 2a ¢, 0(1/9)
Qi=si Y K <d1 d1a1) 2d1a1 Oy
where
- I(VR)

d = T

S 1 g@(l/é)

VoS Ty or

0 — T 0(1/6)

d, oT
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The Navier-Stokes equations in termsipfv, s, y; can be obtained adding the
viscous terms to the Euler equations (A.15):

¢ Dus
vi _ i 1 v (pDim Vy;) i=1,.,N—1
Dt P
1 Db aDs 1
c—lﬁ+av V—EE—C—IB
(A.16)
Dv
B —Vb——Vs—i——ZQZVyZ—
Ds 1 Dy, R
=2 , (—-V - : T
| B 7 M’Dt+p( V-q+Vv:T)

. . a Ds - . Ds .
Summing and subtractlng]—%ﬁ from the continuity equation, wit ; coming
Y
from the energy equation, we obtain:

1 Db a Ds
—— —_— = — 1)V, A.17
oot Y YT R D clﬁ ( ) (A-17)
The system can be finally written in the followmg form:
( Dy, )
Dt:‘/yl Zzl,...,N—l
1 Db a Ds
- = V- — "=V
oot T ~RDt
(A.18)
Dv a
I~ - b Y Y 7 P — m
Dt+clv vs+ ZQVy
Ds
WL
where the source terms are defined as follows
i1 .
Vyi = E - =V *Ji
p P
V= 28+ L(v—1
b C1 7R K °
1
V,, = -V-T (A.19)
P
1
V, = —fzuivyi +—(-V-q+Vv:T)
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A.4 Nondimensional form of the Navier-Stokes equa-
tions

The Navier-Stokes equations (A.18) can be nondimensiewks follows. The
nondimensional variables are defined as the ratio betweedithensional value
and its reference value (expressed with the subsejjpypical of the flow con-
sidered. The reference values for nondimensioning are:

density Dr

pressure Dr

length ly

molecular weight M, = My,
gas constant R. =R,/ My,
temperature T, =p./(R.p;)
velocity vy = \/Dr/ Py
time t. =1./v,
entropy sy = R,
sound speed a, = v,

shear stress tensor S, = pr
viscous stress tensor T, = p,
viscosity Ly

enthalpy hr = p;/pr
internal energy er = pr/pr

heat flux (per unit area) ¢. = p,v,
mass flux (per unit area)m, = p,v,

gamma Vr
specific heats Cpr = Cop = %Rr
chemical source wr = pr/t,

The following dimensionless parameters are defined:

T TZT’
Reynolds number: Re, = prt
[
Prandtl number: Pr, = HrCpr
. k,
Lewis number: Le, =
PrCpr Dy

Using the Prandtl and Lewis number the reference thermalwaiivity and dif-
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fusion coefficient can be defined as:

Cpr
b = p,

Ly
D, = ———
Le,.Pr.p,

Using the same notation for dimensional and nondimensi@ralbles, the nondi-
mensional Navier-Stokes equations are identical to themedsional form, ex-
pressed by Egs. (A.18). The system can be written expresgpigitly the sub-
stantial derivative, with the subscrift expressing partial derivative with respect
to time:
(

yi7t+v~Vyi:VyZ- iIl,...,N/:N—l
1 1 a
—b+—v-Vb+aV-v——s,— —v-Vs=1V,
clt Clv +a A% vRSt 7RV S b
(A.20)
vi+ (V- V)v+ Vb——Vst—ZQZVyZ— m
&1
[ st +Vv-Vs=1V;
The nondimensional source terms have the following exmess
;1o .
Vyi = E__V'Ji
pop
Vi = 48+ Ly 1)V,
b — 1 ,}/RV s
1
V, = -V-T (A.21)
p
1 R
Ve = _TZMiVyi+E(—V'Q+VV3T)
with:
T = ! —g(V V)I+ Vv + (Vv)!
B Rer'u 3
N S kVT—;Z Dh,Vy;
4= T 1ReP Le, Re, Pr, 4711V Yi
) 1
ji = 55— PDinVy

Pr,Le, Re,






Appendix B

Lambda scheme and solving
technique

The adopted technique for the numerical analysis of twoedisional, viscous,
reacting, unsteady flows is described here. To integratgakerning equations

a finite differenceapproach is used. The first step to be taken is the choice of
a computational grid. Obviously, the grid has to be well addgo the geom-
etry of the rigid bodies in the problem: grids must be so chdabat any rigid
body contour is described by a grid line. Experience dist#tat more accurate
results are obtained if the computational grid is orthogisoahat only orthog-
onal grids are used here. Moreover, the finite differencsg@asier and more
accurate if an equally-spaced cartesian frame is adopthdrefore, a curvilin-
ear orthogonal grid in the physical space (obtained witif@omal mapping) is
transformed to a rectangular grid in the transformed sp&mcause the finite
difference calculations are performed on this rectanggtat, it is also called
the computational space. Grid created in this fashion dledcstructuredgrids.
Since it is often useful to have more nodes in some regionefldwfield (near
walls), a first transformatiors{retching of the computational plane is performed:
the computational grid is transformed to a new grid whichtilé cartesian but
no more equally-spaced (stretched). This intermediatkigfinally transformed

to the curvilinear grid in the physical space. To summarired planes have
been defined: the physical plane () discretized with a curvilinear orthogonal
grid, the intermediate plané€,(y) discretized with a stretched cartesian grid, and
the computational plane:(y) discretized with an equally-spaced cartesian grid.
Two-dimensional problems are considered in this technique

191
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B.1 The \-scheme

The governing equations derived in Appendix A and writtequiasi-linearform
in terms ofb, v, s, andy; are now reformulated using ideas based on the concept
of characteristics. Following the technique presente®4 for two-dimensional
inviscid flows and extended in [59] and [47] for viscous andcteng flows, re-
spectively, the Navier-Stokes EQs. (A.20) can be refortedlas follows.

Let n and T be a pair of unit vectors along the coordinate lines of a given
curvilinear orthogonal grid in the physical plangy) and leti andj be a pair of
unit vectors of a cartesian grid in the same plane. Therefore

vV =un-+ vt
Now let bea = a(z, y) the angle between the two orthogonal frames. Therefore:
n=cosai+sinaj, 7T =—sinai+cosaj

and
dn = Tda, dT = —dna (B.1)

We also consider a unit vectik, perpendicular to the plane of motion so that
k =i x j =n x 7. The following identities are easily proven:

Vv = n-Vu+7-Vo+k xv-Va (B.2)

(v-V)v = (v-Vun+ (v-Vo)r+ (v-Va)(ur —vn)  (B.3)

Finally, letw be an arbitraryunit vector. If the third of (A.20) is dot-multiplied
by w, and the result is added to the second of (A.20) and to the $uihe dirst:
equations multiplied by /(v R)Q;, a single scalar equation is obtained:

1
C—lbt+W‘Vt - %5t+ %ZQ@'%J"’
a
+(v+aw)  — — —(v+aw) - Vs+ V—R(V +aw) - ZQiVyZ- + (B.4)
+W'[(V~V)V]—|—6LV'V:%+W'Vm+%ZQiVyi
By using (B.2) and (B.3), (B.4) can be written in the form:
1
c_lbt tTwWev — —3t+ —Zszzt+
Vb
+(v +aw) (— - iVS + % Z QiVyZ—) + (B.5)
+w - [(v:-Vun+ (v-Vo)r + (v-Va)(ur —vn)| +
tam-Vu+T1-Vo+kxv-Va) :vb+w~vm+7iRZinyi
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Now letw = n, —n, 7 and —7 successively. Four equation are obtained from
(B.5), which can be written in a simpler and symmetric fornmiddaying:

p1="b+ u, Al = v+an
p2 =b—u, Ay = v—an
ps=b+uv, As = v+ar
pr=b—u0, Ay = v—ar

and
F=dkxv-Va, pf=v-Va, cpo=10-0c¢)/a

The four equations are:
1 a a
(C—lbt +up — 7—R5t + R Z Qz‘.%,t) +
a a
+Aq (Vpl — V—RVS + ’Y—R Z szyl + ClQVb) -+
a
+arvv—ﬁv+F:%+Vm~n+ﬁZQini

1 a a
<c—1bt — U — 7—R5t + R Z Qiyi,t) +
a a
+A2 <Vp2 — W—RVS + ’}/—R Z szyz + Cqu) +
a
—|—aTVv+ﬂv+F:V},—Vm~n+7—RZQiV;h

1 a a
<C_1bt +v — V_RSt + R Z Qiyi,t) +
a a
‘l‘Ag <Vp3— V—RVS_FV—RZQZV?JZ_‘_CHVb) +
+anVu + fu+ F =Vt Vo 7+ —= > Q1Y
— Vb m ’}/R i Vy;

1 a a
(C—lbt — U — V—RSt + R Z Qz‘.%,t) +

a a
‘|‘A4 (Vp4 — V—RVS + ’Y—R Z Q,Vyz + Cme) +

a
+anvu—ﬁu+F:%—Vm-r+ﬁZQimi (B.6)
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Note that if the orthogonal frame is also cartesian, thertd¢hms F' and 5 van-
ish becausd&’a = 0 everywhere in the flowfield. At this stage we may observe
that the vectors\; (i = 1,4) are two-dimensional generalizations of the charac-
teristic slopes);, defined for one-dimensional flows [54]. Similarly, the scal
p; are generalizations of thRiemannvariables. Some additional manipulation,
however, is necessary to bring the equations to a form ctosttie one obtained
for one-dimensional flows. We see, indeed, that (B.6) is amdént system since
the mass fractiong; and the entropy are provided by the first equations and
the fourth equation of (A.20), respectively, and three petelent unknowns only
remains: the variablé and the two velocity componentsandv. Following an
idea of Butler [13], the four equations (B.6) can be recoraliimto three, taking
advantage of the orthogonality afandr.

By summing together the four equations (B.6) and subtrgdtie second of
(A.20) multiplied by 2 and the sum of the firsequations of (A.20) multiplied by
2a/(vR)Q;, we obtain:

1 a a
(C_lbt — —’yRSt + —’)/R E Qiyi,t) +
FISA (Vo s+ LS Qi+ Vb ) +
24 ) Pi ’}/R ’}/R iVVYi 12

Vb a a a
v 22 - N F=V, 4+ — V. B.7
v ( : Vs+7RZQVy)+ YN, 67

By subtracting the second of (B.6) from the first, we obtain:

1 a a
U + §A1 . (Vpl — V—RVS + ’y—R Z inyi + Cme) + (88)
1

a a
—§A2 . (sz — ’}/—RVS + ’}/—R Z inyi + Cme) — Bv = Vm -

and, similarly, by subtracting the fourth of (B.6) from tlnérd, we obtain:

1 a a
Uy + §A3 . (Vpg — W—RVS + ’}/—R Z szyz + 612Vb> + (Bg)
1

a a
—§A4 . (V,O4 — V—RVS + ’}/—R Z szyz -+ 612Vb) + ﬁu = Vm T
Finally, the first and the fourth equations of (A.20) are rezktb close the system.
Note that (B.7-B.9) and the first and fourth of (A.20) are ajpeessed igradient
form. The importance of this formulation resides in the way thegeations can
be discretized.
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Now letting:

U, = %Ai~<Vpi VRVs—ir—ZQZVymLclng) i=1,4
Us = %v (01Vb——Vs+—ZQZVyZ>

Us = v-Vs

Uy = vV, i=1,.,.N =N-1

V, = V,,-n

Vo, = V-1

v, = %+%RZ%. (B.10)

With the use of Egs. (B.10), the system made of (B.7-B.9) tiiadirst and fourth
equations of (A.20) can be expressed in a compact way:

)
a
b = 1 (w t——RZQZy”—ZU +2U;5 — F+Vb>

=1

u=—-Uy +Us+pPv+V,

(B.11)
v =—-Us+Us— Pu+V,
sy = —Us + Vi
( Yir = —Uri +Vy,, i=1,..,N

Indeed, in the new system we have local terms, such,asu e v, and source
terms, such a!z;,’, Vu, Vi, Vs, andV,. All other terms containing space derivatives
express differentiations of generalized Riemann varghleng directions which
lie on the surface of a Mach conoid or along the direction @kelf. Let a Mach
conoid be drawn backwards in time from a generic point, Q,ae@¥aluated at
timet + At. Projecting the conoid onto the physical plane at tima circle is
the intersection of the conoid with the physical plane. Tadius of the circle
is the speed of sound and its center, P, is the origin oktlrector ending at Q.
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According to the choice af andr, four points are identified on the circle as the
origin of the lines defined by the vectaAs. It is thus easy to identify from which
computational cell the information proceeds, which isiearalong a line parallel
to one of theA,;. Each one of the terms contributing to the equations, tharspbe
discretized using information related to its domain of defsnce.

B.2 Equations in the computational plane

It is now necessary to transform the derivatives expressede physical plane
(x,y) into derivatives expressed in the computational plang)( The computa-
tional, intermediate, and physical planes can be defineddoyregplex variable:

Z=2T41y
C=E&+1n
z=x 41y

In the computational plane the flowfield is a bjox 1] x [0, 1] discretized with
an equally-spaced cartesian grid. The intermediate pjaseobtained from the
computational plane bgtretchingthe coordinates andy. The new grid is still
cartesian but no more equally-spaced. Tiretchingtransformation is particu-
larly easy since the transformation functions of the twordowates are decoupled.
To obtain the flowfield in the physical plane, where the gridusvilinear orthog-
onal in order to be well adapted to the geometry of the bodytrlinsformation
function z = z(¢) is needed. In two-dimensional problems a powerful tool to
create orthogonal grids around difficult bodies is represgbyconformal map-
ping [55, 62]. For an orthogonal frame obtained by conformal nagppf the
intermediate framé onto the physical plane, we can use the notations [53]:

dg ia . _
gznge :gx’_‘_lnx:_lgy—‘_ny

¢:¢1+i¢2:%ngz%—iagz—i%—an:—an—ia&
wherea is the same variable used in Egs. (B.2) and (B.3), that isntbedetween
the two frames.
Now the system of Egs. (B.10) must be explicitly expresseadnms of deriva-
tives in the intermediatéplane. To do so, we note that for a scafahe following
relation holds:

Vf=fid+ fy.] = G(fgl’l—F fnT)
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wheren and+ are now unit vectors along the coordinate limeand¢, respec-
tively. It is now possible to write the Egs. (B.10) in the imteediate plane&( n):

G a a
U = S(u+ta) {(b Twe— RSt op > Qubic+ 01254 +
G a a
+ v [(b +u), — W—RSU + 7—R Z Qiyin + Clen]

G a a
Uy = a(u—a) [(b_u>§_ 7—R5£+7—R2Qiyi’5+q2bﬁ] +

G a a
+ 3 [(b —u), — 7—1__{577 + R Z QilYiy + Cl2b17:|
G a a
U = §u (b+v)e — 7_385 + W—R Z QiYie + c12be | +
G a a
+ 5(1} +a) {(b +v), — V—RSW + R Z QiYin + Clen:|
G a a
Uy = U (b—v)e— v_ng + R ZQ@%,& + c1abe | +
G a a
+ 5(1} —a) {(b —V)y — V—RSn + R Z QiYin + 01257;}
G a a
Us = U be — y—ng + V—R Z QiYie + ciabe| +
G

a a
—+ EU |ib77 — ’y—RSn + ’)/—R Z Qiyi,n + 012b77:|
Us = G(use+vsy)
Uri = Guyie +vyiy), i=1,..,.N
B = G(uoe +voy,)

F = —aG(vag — uay) (B.12)

Now the derivatives expressed in the intermediate plare(£, n) must be trans-
formed into derivatives expressed in the computationaigta= (z,y). Noting
that:

fng:eiga fn:fzﬂ)n
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we can finally write the Eqgs. (B.12) in the computational plan

Ui

Us

Uy

Us

where:

W
T
N
T
T
o
T
1

= 3N

1
+ N

= A3s; + A3sy

= AUis + A3Yigs

= Aoz + Moy

AT = Gae(u + a)

1 X X
) [()‘2 - )‘1)7)0‘@ -

N = Gyy(v+a) A

<R§’+R§’)
2 ]

(R:f):c - 7%553 + % Z Qiliz + cmbz} +

(RY)g — ’YLRSQ + WLR Z Qiyig + 0125@}

(Rg):c - %Sf + % Z Qiliz + cmbz} +

-(Rg)g — iRSQ + % Z Qiyig + Clgbg:|

(Rlll)x - %Si + viR Z Qivis + Clzb:e] +

(Rll/)y - 7%533 + VLR Z Qivig + Cleg]:|

:(Rg)j - %Rsf + %R > Qs + cmbf] +

(Ré’)y - 7%5@ + WLR Z Qiyiy + Clzbﬂ]
(@) - ’YLRSQAC + 7% Z Qiviz + cmb@} +

a

a
— V—RSQ + R Z QiYig + c12by

’

i=1,..,N

(A3 = Af)uay)

A; = Ge(u— a) A; = GZeu

5 =Gyy(v—a) N = Gy,
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and

RE=b+u Ri=b—u

Ri=b4+v RY=b—v

It is now convenient to express in each equation the termsitong the sama;™
in order to approximate the derivatives withwinddifferences, either forward or
backward according to the sign &f*. By letting:

= —%)\gf {(Rgf)x — vy — VLRSU% + VLR Z Qiyis + 012593}
f7 = —%)\5 [(Rg)w +oag — ’YLRS:% + % Z Qivis + 0125@}
f35 = —A3(vz +uay) (B.13)
fi = —A3sz
= =Xvia i=1,.,N
and
fi = —%)\31/ [(Rzl/)y +uay — 7%3@ + WLR Z Qivig + Cleg]:|
fl o= —%Ag {(Rg)g — uay — %Rs@ + %R S Quyig + cmbg}
fi = =X(uy —vay) (B.14)
fi = —Asy
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Finally the system can be written in its final form:

( a a

bo=ar (ff+f§+f%+f§+%’+ﬁst—@
u=fi—fi+f+Va
v=f -+

se=fi+fi+Vs

\ ylvt:flx_‘_fzy_‘_‘/y” 'L:].,,N

we recall the expression of the source terms:

Z Qiyi,t)

(B.15)

(B.16)

(B.17)

(B.18)

/ a 1 a a
= Vit =Y Q= e - DVt = Y QW
Vo = V, n:l(V-T)-n
p
1
Vo = Vy-t=—=(V-T)-71
p
1
V, = —?vayﬁ (-V-q+Vv:T)
v; 1 ]
%i = E__V'JZ
pop
with:
T = ! —E(V v)I+ Vv + (Vv)!
N Re/u 3
S S SR 4 A Y pDhVy,
4= 70 1 Re P, Le, Re, Pr, £V Yi
R _; D. Vu:
Ji = PTTLeTReTp im v Yi

(B.19)

To complete the transformation from the physical plane éacttmputational plane
the viscous terms must be transformed in terms of derivativithe computational
plane. It is therefore necessary to expressq, V - j;, (V-T) -n, (V-T) -1,

and® = Vv : T in the computational plane.
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The following expressions are taken from [59] and [47]. fyr§/v is evalu-
ated:

Vv = G(ven+v,T) =
= G[(un+v71)m+ (un+v1),7T| =
= G[(ug —vag)nn + (u, — va,)nT + (ve + uae)T™n + (v, + uoy,)) 7T

now letting:

en1 = Gug —voag) = G(Teuz + voo)
el = %G(w7 + ve — voy, + uog) = %G(gnu@ + Tevz + V1 — upa)
e = G(v,+uay,) = G405 — ugy)

The following expressions hold:

Vv +(Vv)T = 2[eynn + epp(n7 4+ n) + egoT 7] (B.20)
V-v = €11 + €99 (821)

therefore we can express the viscous stress tensor fronBHEG.)(

T =Tynn + Tio(nT + mn) + TooTT

where:

2

Ty = 3}597,(2611 — e2)
24

Ty =

12 3Re, €12

2

Ty = 3Rl; (2e90 — e11)

finally obtaning, using (B.1):

V-T = V-[Tiynn+ Tip(nT+ 1) + Toot] =
= GTuen+ Ti(aeT + apn) + TioeT +
+ Thoyn + 2119 (a, T — agn) + Ty T — Too(eT + ayn)] =
= G2z + 9yTh2y — (T — Ta) 1 + 211202 n +
+ G 2eTi2s + 9yTooy — (Th1 — Too) P2 + 210200 T (B.22)

and from the symmetry ot

1
Vv:T = §(VV + VVT) T =Tie11 + 2T2e19 + Thoeon
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from which we obtain the expression &f

I

P —
Re,

2
|i2(6%1 + 26%2 + 632) — 5(611 + 622)2} (823)

Finally, we obtain the heat flux vector (B.18) and the massykotor (B.19) and
their divergence. The heat flux vecigbecomes:

q = N+ @T

Tr k . 1 N
- G ATt —— N pDichiis
o {% e b Tt T e pr, 2 PP ]
Tr k N 1 N
- G gt S pDhigyig
B {%—1R@Pn%7y+L@R@Pn g %y4

and its divergence, using (B.1):

V-q = Vg - n+Vg - 7+¢V -n+ ¢V -7=
= G(qie + @2y + Qo + o) =
= G(Z¢qiz + Una2g — N1 + G2b2) (B.24)

The mass flux vectgy, is:

Ji = Jan+ JioT

oG Dievin
= TP ReLe, T
G
iy = ——— Dy
Ji2 ProRe, Le, /Y
and its divergence:
V- ji = G(Zefing + Unizg — Jind1 + Jizd2) (B.25)

The source termB’b', V.., Vs, andV,, can be finally evaluated in the computational
planez with the use of Egs. (B.22), (B.23), (B.24) and (B.25).

B.3 Two-Dimensional axisymmetric problems

The same two-dimensional equations (A.20) can be used fsyraxnetric prob-
lem with the addition of some terms; therefore the effectxigyammetry is treated
as a source term. The axisymmetric operators (gradiergrgiwnce, etc.), denoted
with (),, can be expressed as a function their planar counterpaxtfetwith(),,.
Following the work presented [59] and [47], the final resalts shown here.
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We now introduce three unit vectoisj, andk along the axial, radial, and
azimuthal direction, respectively, to define a cartesiamf in the physical plane.
Using the relations between planar and axisymmetric opesathe equations of
motion (A.20) remain unchanged for the axisymmetric prohlexcept for the

second of (A.20), which has the added te%r(nr -j) on the right-end side, and the

source terms, whose expression is illustrated below. Ircgmeputational plane,
the first of (B.15) becomes:

(b)a = (b)p + 1 A
where:

A = aess (826)

v-j usina+vcosa

€33 = =
Yy Yy

Now the viscous terms must be derived for the axisymmetse chloting that:

(Vv), = (Vv), + esskk
the (B.20-B.21) become:

(Vv +Vvh), = (Vv +Vvl), + 2es3kk
(V-v)y = (V-v),+ess

consequently we can expreéfsrom Eq. (B.17):

T = (Tu)ann + (Tlg)a(n’T —+ Tn) + (ng)a’TT + (ng)akk

where:

2

(Tll)a = 3;6 (2611 — €22 — 633)
2

(T12)a = 3Ruer €12
2

(T22)a = 3;6 (2622 — €11 — 633)
2

(T33)a = ﬁ(2633 — €11 — 622)

Finally we obtain the expression far.

4
(@)a = (), + ﬁ €35 — ess(enn + €22)]
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and for the source terivi, from (B.16):
1 R
Ve)p = T Z 1i(Vyi)p + E [(@)p = (V- a)y]
1 R 1 .
(‘/:s)a = _f Z ,ui(vyi)a + E ((I)>a - (V : q)p + ;(CII cos o + @2 S Oé)

and for the source terivi,; from (B.16):

wW; 1 .
(Vm‘)p = ? - ;(V ‘JZ)p

w; 1 ) .
(Vii)a = ? — ; {(V Ji)p + = (i1 cos a + jia sin oz)]

Note that(q), = (q), and(j;). = (ji),, since(V f), = (Vf), for a generic scalar
f. Lastly we must derive the expression My, :

1
now lettting:
T,y = (T-i)-j=Tusinacosa+ T12(COS2 o — sin® a) — Thy sin o cos v
T,y = (T-j)j=Tsin®a+ 2Tsinacosa — Ty cos® a

the following relation is obtained:
1 .
(Vin)a=(Vin)p + P [Ty cosa+ (T, — T33) sina]n +
1
— — [Tyysina+ (Ts3 — Tyy) cosal T

and expressing the terms explicitly:

(Vida = (Vim)p + 21 [(611 — e33) sina + eq3 cos a] -

pRe, Yy
5 B .
N 1 [(622 €33) Cos @ + €13 sin a] .
pRe, Yy

The axisymmetric expression for the source tetmig,, (V,:)., and(V,,), have
been obtained.
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B.4 Time-marching finite difference method

The code is based on the explicit two-levelddictor-corrector) scheme [52, 54],
patterned on the well-known MacCormack scheme and havicgnsieorder ac-
curacy in both space and time. The convective terms areetized withupwind
differences, either forward or backward according to thg ©f A\)"Y. The dif-
fusive terms are treated as source terms, discretizedcéiplby second-order
centraldifferences.

Lett = kAt, 2 = nAz, andy = mAy. Knowing all the values at level,
solution at levek + 1/2 (predictor) is obtained as follows:

[ (mmt = ik + ()b S
(8)mm? = (8%, + (50)E
Bt = (D) + (005, (8.28)
(W = (W), + (k4

| ()i = (0)F, + (0)),

To evaluate the time derivativeg, ,)* ., (s))* ., (b)k, , (us)k,,, and(vy)%, at
level k, the (B.15) are used. Only the discretized formfffis shown here since
the other quantitieg (p = 1,2,3,4,i; ¢ = z,y) are discretized following the

same logic. Thef{" approximation at the first levepedictor) is the following:

(Vo =~z (D D] (BT — (B ] +
42&5 [(Xf)fl,m(v)l;,m + ()‘glﬂ)ﬁ”m(v>fz”m} [(C)‘)fﬂm - (O‘m”m} +
b [+ O] [0V = (V] +

1 i - i
7 3 | O Y O (o] [~ ] +

%

+

1

_4Ai' [()\:lv)fz’m(clz)]:ﬂm + ()‘zln)ﬁ”m(cm)fz”m} [(b)fz’m - (b)ﬁ”m}
(B.29)
where the index’ andrn” are defined as follows:
n'=n n=n+1

D20 ={ 7, O <0 = { 7

=n-—1 =n
The Eqg. (B.29) is obtained from the first of (B.13) discretgthe spatial deriva-
tives with upwind differences, either forward or backward according to tlym si
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of (\*)k . The terms multiplying the space derivatives are substitwith their
average value between the two nodes. A special treatmea¢aea when the sign
of (\?)* changes between’ andn”. In that case the local value 64%)F is
used and the (B.29) becomes:

(1Yo = =5 D[R — (RS ] +

e OD (0 (@ — (@] +

_|_

1 . a
355 OV o [(9)hm = (o] +

s D (52 o [0 — (0] +

A O er2) [ — (0] (8.30)

The diffusive terms, according to their nature, are disoeet by central differ-
ences [56]. For example, the mass flux vector compongniand j;; are dis-
cretized as follows:

- \k _ (G)nm k kony Wnm = (W)t
(]ﬂ)nm P’l",nR&»Ler ( )nm (D)nm(xf)n IAG

SNk (G)nm k koo Wik = (Yi)hr
(]ZZ)nm - PT,»R@T»Ler (p)nm(p)nm(yn)m QA?)

and the divergence of the mass flux vegtas:

(V30 = (Gl [(aean(j“’"’m —Uitdum _ (Ve (60 +

2AZT
o (Gie)E e — (i2)k .
with
n=n+1 m =m+1
n=n-1 m'=m—1

All the other diffusive terms are evaluated following themgalogic. Finally, the
terms which do not contain space derivatives, such the dasource term (A.9)
or the added term for axisymmetric problems (B.26), areieitiyl evaluated at
level k.. To summarize, the time derivatives at le¥etan be evaluated using the
(B.15) and expressions like (B.29) and (B.31) for the cotivederms and the
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diffusive terms, respectively. Finally (B.28) can be usedbtain the values at
levelk +1/2. Note that since the variabbas an implicit function of temperature,
the value of7" at levelk + 1/2 is obtained from the value dfat the same level
using the Newton’s iterative procedure. From the knowledféT')rr'/* and

of (y;)it!/?, the ratio of specific heatsy)s/? and the frozen speed of sound

(a)51? can be evaluated.
Solution at the second leveH- 1 (correcto) is obtained using the same equa-

tions (B.28), withk + 1/2 instead ofk:

( (Yt = (yz)fz—’n_z% + (yi,t)ﬁﬁ%
()1 = (s)hmd + (51)im2 &2
(B)EEL = (D) + (b2 & (B.32)
(WL = (whin? + (g &
(0)EEL = (0)h? + ()2 &

The time derivatives at levél+ 1/2, needed to obtain the solution at level 1,
are obtained from the (B.15) withi/ instead off!. TheF’{ are defined as follows:

(F ot = 22 o = (£
(E ot =200 = (o (.33)
where
Ak, >0=n"=n—1 Ak, <0=n"=n+1
Ak, >0=m =m—1 A)h, <0=m =n+1

The diffusive terms are evaluated with expressions lik8 {Bwith k+1/2 instead
of k. In the discretized form of the equations, the metric ternesadso present:
(@) rms (@) (01)5m, @Nd(@2),m- Their expression in discrete form can be found
in [59].

Thanks to the B.33, the technique is second-order accuadleito space and
time even if two-nodes finite differences are being used. mbeé&hod has some
advantages over other techniques. One is simplicity, wisiellso responsible for
reducing computational time. Another is easiness in hagdiioundary points
and boundary conditions. Both sets of equations (B.28) 8m8R{, in addition
to local terms, contain terms (th&) which express physical contributions from
one side or the other. Terms which express contribution foutside, are not
computed from inside the computational region. They mustlétermined us-
ing some appropriate, physical boundary condition. Theutation at boundary
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points, therefore, is not affected by arbitrariness andmar® are introduced at
the boundaries.

The time step\t is determined from the CFL (Courant-Friedrick-Lewis) con-
dition with a special correction for the viscous case. Theetstep is evaluated as
follows:

Cs

At = ,
)\ma:v Az

Amae = maz( AN AZ,NAG), i=1,..,3 (B.34)

wherec, is the Courant number of the scheme, limited to 2 as shown5h(g
typical value is betweef.5 and2.0). For viscous flows the stability analysis is
more complex, and the following expression is used [67]:

Cs ~ 8Ax? Ay?
At = = y )\max—ma.ﬁlf(R—er,R—er

)\maa:

) (B.35)

whereRe, is the reference Reynolds number. The local time stes the small-
est among (B.34) and (B.35). For transient problems, the 8tep must be the
same everywhere and therefore the smalleseévaluated in the flowfield is used
for every node. If steady-state solutions are sought, a Wesduoicing the compu-
tational time consists of using, for each node, the maximuome step permitted
by the CFL conditions. Aocal time step, different for each node, is therefore
used to speed-up convergence to the steady-state sol&worchemically react-
ing flows, the computational time can be reduced using specianiques such as
point implicit or operator splitting Details on these techniques can be found in
[58].



Appendix C

Difference form of the in-depth
energy equation

The in-depth energy balance in the moving coordinate sybtesibeen derived in

chapterl:
oT 10 oT oT\ .
o (5), = s (#45:), + oo (5), -

which holds for the most general case (variable crosseseetiea and variable
properties). In chapteX the finite-difference method for the energy equation has
been described for the simpler case of planar surface, ainptoperties and
constant nodal size. Here the difference form of the eqndtiothe most general
case represented by Eq. (C.1) will be described.

C.1 Interior nodes

The differential form of Eq. (C.1) is the following:

T -1, 1

pncpnnT = [_O‘N-H(Tr; - Trlz+1 + 1, — Tn-i-l) + O‘n—l(Ty;_1 - Ty; + 101 — Tn)]

Az, A,

pncpné / /
AN (Tn+1 - Tn—l + Tn+1 - Tn—1>

209

(C.2)



210APPENDIX C. DIFFERENCE FORM OF THE IN-DEPTH ENERGY EQUATION

multiplying (C.2) through byt Az, At A,, to eliminate the denominators, and col-
lecting all the terms involving the unknowf on the left hand side results in:

—At(day,—1 — pncpnéAn)T;L_1 +  (4pncp, Axp A, + Aty + 4Atan_1)T7;
— A4 1 + pucp AT =
At(4o—1 = pucp, $An)Taor +  (4pncp, Axn Ay — 4ALoy, 11 — ALy, )T,

+At(4an+1 + pncpn‘éAn)Tn+1 (C3)

where:

Ax,iq Az, -1 Az, Az, -1
= _ = 4
et (kn-l-lAn-l-l * knAn) ’ =t (kn—lAn—l * knAn (C )

The terms,,, k,,, andc,,, represent the density, thermal conductivity, and specific
heat of the material for the-node, respectively. The terd, is the cross-section
area of thex-node andAz,, is the nodal size of the-node (which is fixed in size
but may vary from node to node).

C.2 The surface node

The energy input to the first node (= 1) will be left simply asq,., which will
replace the terms of the form:

an—l—l(Tn - Tn-‘,—l) + an—l(Tn—l - Tn) = QCAn
an+1(Trlz - Trlz-‘rl) + an_l(T;L—l - Trlz) = q;An
Thus we have the energy difference equation for the first asde

T -T, 1
nC -
Prlon ™ Ny Az, A

|:—2O[n+1 (T,; - Trlz-i-l + Tn - Tn+1) + q;An + QCAn:|

PnC ns (67%) / ’ An /
ﬁ [(1 - +1) (Tn—i-l - Tn + Tn+1 - Tn) - o (qC + QC):| (C5)

Qn—1 n—1
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multiplying (C.5) through byt Az, At A, to eliminate the denominators, and col-
lecting all the terms involving the unknowf on the left hand side results in:

|:4pncpnAann + 8At0{n+1 -+ pncanAtAn (1 . Oén—l—l) TT,L

Q1

O{n+1 ) T/ .
n+l
Qp—1

—At [8an+1 + pnCp, SA,

Q1

an—l—l)
T,
+1

[4pncpnAann — 8At( 41 — pucy, SALA, ( a”“) T,

+At [8an+1 + +pncp, 5An

+A, At {4 — PnCp,S ( )} (g, + qc) (C.6)
Qp—1

C.3 Thelast node

The last node does not conduct energy to an adjacent nodeektemconduction
term is replaced by a temperature-potential convectivestess communicating
with a "reservoir” at temperaturg.,:

an-i—l(Tn - Tn-i—l) + an—l(Tn—l - Tn) = hres(Tn - Tres)An
an—kl(T Tn—i—l) + an_l(T;L—l - Trlz) = hreS(Trlz — Tres) An
Thus we have the energy difference equation for the last asde

T —T, 1
nC -
Prlen ™Ay Az A

PnCp S hresAn /
— | 1- T T T, —T, 1) — T +1,) +2
4Axy, {( an-i—l) ( ot 2 < Qnt1 ) Tt To) +

T€eS

Q41

[2% (T =T 4Ty = Tp) — hoes (T, + Ty — 2Tres)]

TT’@SAH}

(C.7)
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multiplying (C.7) through byt Az, At A,, to eliminate the denominators, and col-
lecting all the terms involving the unknowf on the left hand side results in:

—At [8(1”_1 — PnCp, 5An (1 -

hresAn Qp—1

[4pncpnAann + 8Atay,_1 + 4Ath,es Ay — pncy, SALA, <1

Q41 An41

hresAn Qn—1

lélpncpnAann — 8Atay_1 — 4Athyes Ay + ppcy, SALA, <1 —

Q41 Q41

)
)
At {8%_1 — PuCp A (1 - O‘”‘l):
)_
)

A,
24, Ath,esTres [4 + PnCp, S (

C.4 Equations for coefficients in energy equation ar-
ray

The coefficientsA,,, B,,, C,,, andD,, in the array of Eq. (2.8) are determined by
Equations (C.3), (C.6), and (C.8).

For nodes in the ablating material except the first and lest) £q. (C.3):

(A, = —At(day_1 — pncy, SA,)

oy}
S
I

(4pncp, Axn Ay + 40041 + 400G, )
(C.9

2
I

—At(404n+1 + /)ncanAn)

[ D, — ATy + (4pncp, Az Ay — 400, 11 — 400G, 1) T, — C, T

-
I
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For the surface node of the ablating materia 1), from Eq. (C.6):

(A = 0
B, = [4Pn0pnAann + 8Atay 41 + pncp, SALA, (1 _ %)}
Cr = At [8anis + pacy,sA, (1 - 2222 )] c0

D, = |:4pncpnAann — 8Atay 41 — pncpn‘éAtAn (1 a M)] h

Qp—1

— O/, + A At [4 = PnCp,S (aff )] (¢, + ¢c) = F(duona)

\ 1

For the last node(= N), from Eq. (C.8):

;

Ay = =[Sy = pacy,sd, (1- 22

Qn41

By = [4pncpnAann + 8Atay,_1 + 4Ath,es Ay — prcy, SALA, (1 — hresdn _ M)}

QAn+1 QAn+1

Cy =0
(C.11)
Dy = —AiTn

+ |4pncy, A Ay — 8ty — A0 hyei Ay + pucy, SALA, (1  heesAn a_)] Ty

Qn+1 Qn+1

Qn+1

| 28T 4 pacy,s ()]

Note that if there are one or more non-ablating back-up nadggisuch as insula-
tors or structural materials) the finite difference equagibave the same form ex-
pressed in Egs. (C.3), (C.6), and (C.8) without the conwaderm (that iss = 0).

A particular treatment is adopted for the last ablating nestee the rear
boundary of this node is stationary with respect to a fixeddioate system while
the front boundary is stationary with respect to the movingrdinate system.
Within this node, therefore, a variation occurs betweemtloging and fixed co-
ordinate system. Since the last node is a shrinking node ¢fiecial treatment is
adopted only for the last node) theerm for this node is taken as half its value.
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