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Abstract 

The aim of this work is to investigate how both the orientation of the urban canyon and the modeling of the 

edge effects (i.e. urban canyons of finite length) are important in the numerical simulation of the surface 

energy budget in urban areas. Starting from the Town Energy Balance (TEB) scheme, two models of 

increasing complexity of the canyon geometry are developed. A sensitivity analysis of the role played by 

the chosen hypothesis and parameterizations is performed by coupling the canyon schemes with the 

numerical weather prediction model RAMS. The results suggest that a detailed description of the urban 

geometry could produce non-negligible differences of the energy balances and of the temperature fields 

with respect to what occurs using simpler schematizations, in particular during the summer. 
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1. Introduction 

Air quality, human comfort and energy consumption are good examples on why the 

modeling of the urban heat island (UHI) is becoming increasingly important. For 

instance, knowledge of the detailed pattern of the flow field within urban areas is of 

primary interest for estimations of pollutant dispersion in large cities [1-3]. However, the 

understanding of the energetic balances and definition of the surface characteristics in a 

wide range of scales, from the street scale to the city-wide scale [4], are only two of the 

main problems associated with the UHI analysis. 

Numerical weather prediction (NWP) models are a very useful tool to forecast the 

spatial-temporal evolution of UHIs by means of the integration of the balance equations 

of mass, momentum, heat and moisture. In the past, the urban area was schematized in 

NWP models as a 2D entity, which differs from the surrounding rural area only by the 

changing of the thermal and radiative properties. Recently, several urban canopy schemes 

have been developed to improve the surface energy balance in urban areas. These 

schemes are generally single- or multi-layer [5]. In the former type the coupling between 

the urban canopy and the first atmospheric level of the NWP model is located above the 

urban canopy (see [6-10] among others). In contrast, in multi-layer schemes it is located 

within the urban canopy [11-15]. The single-layer approach is easier in its application and 

it has been demonstrated to be well-suited to analyze the surface energy balance [16,17]. 

Furthermore, single-layer schemes show a lower bias of the simulated nighttime 

temperature with respect to the multi-layer approach [18]. 

The town energy balance (TEB, [6]) is one of the single-layer schemes used by the 

scientific community. Previous work showed the capability of TEB coupled with NWP 

models in reproducing the surface energy balance in large cities [19-25]. The TEB has 

been employed in this paper to investigate the role played by the geometrical 

approximations adopted in an urban canyon (UC) scheme. The TEB simulates very 

efficiently the surface energy balance by using a simplified description of the urban 

geometry. In particular, according to [19], the surface energy balance can be written as: 

Q∗ + QF = QH + QE + G
∗ + ∆QA      [W m

−2]     (1) 



3 

where Q
*
 is the net all wave radiation, QF the anthropogenic heat flux, QH the turbulent 

sensible heat flux, QE the turbulent latent heat flux, G
*
 the canopy storage heat flux and 

ΔQA the net horizontal advective heat flux. For the sake of simplicity, in this paper QF, 

QE and ΔQA are set to zero. Taking into account the expression of Q
*
 in terms of radiative 

fluxes, equation (1) reads as: 

Q∗ = S ↓ −S ↑ +L ↓ −L ↑= QH + G
∗       (2) 

Here L ↑ and  L ↓ are, respectively the outgoing and incoming infrared radiations, while 

S ↑ and S ↓ are the outgoing and incoming solar radiations (Fig. 1), the latter calculated as 

S ↓= Sdir + Sdif, where Sdir and Sdif represent the solar direct and diffuse radiations. 

 

Fig. 1 Sketch of the physical process occurring in an urban canyon of height H and width W. The UC 

surface consists of two roofs, one road and two walls (numbered hereinafter as to 1, 5, 3, 2 and 4, 

respectively). Each surface has its own scalar X value (temperature and umidity). The dashed sloped line 

inside the UC depicts the edge of the recirculation region which form within the UC. u(za) is the wind at the 

first level (za) of the NWP model, while u(ztop) is the wind value at the canyon top. Froof and Fcan indicate 

the turbulent fluxes associated, respectively, to the roof and the canyon, the latter composed of the 

contribution associated to the walls (F2 and F4) and the road (F3). 

 

Since TEB is thought to be coupled with an NWP model, it describes the urban 

features contained in each grid-cell (of a dimension of a few hundred meters). Three 

basic hypotheses for the UCs are adopted by the TEB: (i) they are equal among 
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themselves, (ii) they have infinite length and (iii) they have no preferred orientation. Such 

an approach implies a spatial mean of the geometrical characteristics of the portion of the 

urban area contained in each grid-cell and, therefore, of their effects on the turbulent 

fluxes exchanged by the TEB with the overlaying atmosphere. In accordance with [26], 

the TEB can be defined as a three-facet scheme since it models the energy budget of the 

UC by considering the rooftop, the road and one wall, the latter considered as the vertical 

surface which has a temperature close to the average value between the temperatures 

assumed by the two facing walls constituting the real UC. Moreover, the infrared 

radiation is calculated by assuming the UC as a feature of infinite length, i.e., the edge 

effects are neglected and the UC behaves as a simpler 2D object. Of course, these 

conditions change the energy budget. On the other hand, the adoption of an average UC 

orientation plays a fundamental role in the wind speed pattern within the UC as the 

effects of wind canalization are therefore not modeled explicitly. Such an approximation 

impedes the knowledge of the actual wind speed within the UC and limits the 

applicability in urban areas of pollutant dispersion models capable to calculate the 

concentration field within every single UC (see among others [27,28]). 

The TEB scheme is taken here as a zero-level model, hereinafter referred to as L0, 

consisting in the starting point of successive improvements introduced into the scheme by 

removing the simplifications cited above. In this way, a sensitivity analysis on the 

importance of the various simplifications is performed. In particular, the UC scheme 

accounting for the actual orientation (i.e. a four-facet model, where both the UC walls are 

modeled) will be hereinafter referred to as L1, while if the hypothesis of infinite length is 

also removed, a level 2 (L2) model is considered. The three UC schemes, sketched in Fig. 

2a, will be coupled with an NWP model in order to compare the role played by the 

chosen parameters for an idealized but realistic configuration. 

The paper is organized as follows. In Sections 2 and 3 the characteristics of the new 

schemes L1 and L2, respectively, will be described. The numerical setup and details 

regarding the coupling with the NWP model are reported in Section 4. Section 5 is 

devoted to the discussion of the results, while conclusions are given in Section 6. 
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2. Canyon scheme L1 

As stated above, L1 is a four-facet model obtained by removing the simplifications 

related to the adoption of a mean orientation of the UC axis. Therefore, the direction of 

the UC is accounted explicitly and the different shading of the two walls can be taken 

into account. This changes the original TEB equations, with regard to the balance of both 

the solar and infrared energy fluxes (see next subsection). It is also necessary to introduce 

new laws valid for the turbulent fluxes in order to take into account the effects of wind 

channeling in the UC as a function of its orientation (see sections 2.2 and 2.3). The new 

equations are not easy to obtain and only their final expressions are given here. A 

complete description of the model equations can be found in Cantelli [29]. Moreover, to 

furnish all the needed information to better understand the study, derivation of the main 

formulas are provided in a Supplementary Electronic Material. 

 

 

Fig. 2 UC schemes. (a) Infinite UC with average orientation (L0, left), infinite UC with actual orientation θ 

(L1, center), UC with actual orientation and finite length (right, L2). Rf indicates the roof for L0, while Rf
1 

and Rf
2 the roofs for L1 and L2. Rd is the road. (b) The adopted reference system. The numbers indicate the 

various UC surfaces: 1 the roof with y<0, 2 the wall with y<0, 3 the road, 4 the wall with y>0, 5 the roof 

with y>0 (y=0 is the UC axis). Utop is the wind velocity above the UC while ω is the angle between Utop  

and the canyon axis. 

 

2.1 Short and infrared radiation 

The expressions of the direct solar radiation incident on the roofs S1-dir=S5-dir=Sdir remain 

unaltered with respect to those for L0 [6] (the surfaces of the UC are numbered as 

depicted in Figs. 1 and 2b). In contrast, the contributions S2,4−dir(θ) and S3−dir(θ) 
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referred to the walls and the road, respectively, must be modified ( is the azimuthal 

angle between the canyon axis and the North, Fig. 2b). From simple geometrical 

considerations, it can be shown that: 

S2,4−dir(θ) = {
sc2,4Sdir tanλ|sinθ|, λ < λ0

sc2,4 Sdir
W

H
, λ ≥ λ0

, sc2,4 = {
sc2 = 0, sc4 = 1, sinθ < 0
sc2 = 1, sc4 = 0, sinθ ≥ 0

      (3) 

S3−dir(θ) = {
Sdir (1 −

H

W
|sinθ|tanλ) , 𝜆 < λ0

0, 𝜆 ≥ λ0
            (4) 

where H and W are the height and the width of the UC,  and λ0 = atan(H/W) are the 

zenith angle and the zenith critical angle, respectively (see [6] for details). sc2,4 is the 

shading coefficient, that takes into account the alternate lighting of the walls. The 

presence of both walls implies the addition of new terms in the equations which account 

for the multiple reflections of the direct incident solar radiation. As for L0, this balance is 

calculated by considering infinite reflections. In particular, it can be shown that the solar 

radiations Si
∗ absorbed by the surfaces i=2,3,4 are: 

S2
∗ = (1 − α2)(S2−dir + S2−dif) + (1 − α2)(1 − 2ψ2)M4 + (1 − α2)(ψ2)M3  (5) 

S3
∗ = (1 − α3)(S3−dir + S3−dif) + (1 − α3)(1 − ψ3)(M2 +M4)0.5  (6) 

S4
∗ = (1 − α4)(S4−dir + S4−dif) + (1 − α4)(1 − 2ψ4)M2 + (1 − α4)(ψ4)M3  (7) 

where αi, Si,dir, Si−dif and ψi indicate, respectively, the albedo, the received direct solar 

radiation, the received diffuse solar radiation and the sky view factor of the i-th surface 

(i.e. the portion of the sky seen by the i-th surface). The terms multiplied by the factors 

M2, M3 and M4 (see Appendix A for their definition) on the right hand side of Eqs. (5-7) 

take into account the effect of the multiple reflections due to the road and the two walls. 

The solar radiations S1
∗ and S5

∗  absorbed by the roofs remain unaltered with respect to L0: 

S1,5
∗ = (1 − α1,5)(S1,5−dir + S1,5−dif)      (8) 

With regard to the net infared radiations of the road L3
∗  and the two walls L2

∗  and L4
∗ , it 

can be shown that (see Supplementary Online Resource): 
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L2
∗ = ψ2ε2ε3σT3

4 + (1 − 2ψ2)ε2ε4σT4
4 +ψ2ε2L ↓ −ε2σT2

4 + ε2σψ2(1 − ε3)(1 −

ψ3)
1

2
(ε2T2

4 + ε4T4
4) + ε2σ(1 − 2ψ2)(1 − ε4)[(1 − 2ψ4)ε2T2

4 + ψ4ε3T3
4] + ε2L ↓

[ψ3ψ2(1 − ε3) + ψ4(1 − 2ψ2)(1 − ε4)]      (9) 

L3
∗ = (1 − ψ3)ε3σ

1

2
[ε4T4

4 + ε2T2
4] + ψ3ε3L ↓ −ε3σT3

4 + ε3σ(1 − ε2)(1 −

ψ3)
1

2
[ψ2ε3T3

4 + (0.5 − ψ2)ε4T4
4] + ε3σ(1 − ε4)(1 − ψ3)

1

2
[ψ4ε3T3

4 + (0.5 −

ψ4)ε2T2
4] + (1 − ψ3)ε3L ↓

1

2
[ψ2(1 − ε2) + ψ4(1 − ε4)]    (10) 

L4
∗ = ψ4ε4ε3σT3

4 + (1 − 2ψ4)ε2ε4σT2
4 +ψ4ε4L ↓ −ε4σT4

4 + ε4σψ4(1 − ε3)(1 −

ψ3)
1

2
(ε2T2

4 + ε4T4
4) + ε4σ(1 − 2ψ4)(1 − ε2)[(1 − 2ψ2)ε4T4

4 + ψ2ε3T3
4] + ε4L ↓

[ψ3ψ4(1 − ε3) + ψ2(1 − 2ψ4)(1 − ε2)]      (11) 

where  is the Stefan-Boltzmann constant. ϵi and Ti indicate, respectively, the infrared 

emissivity and the temperature of the i-th surface. The net infrared radiations L1
∗  and L5

∗  of 

the roofs coincide with those of L0 [6]. 

 

2.2 Flow and turbulence in the roughness sublayer 

One of the problems encountered in modeling the UHI is the definition of suitable laws 

for the vertical profiles of the wind velocity, temperature and humidity in the roughness 

sublayer (RS), i.e. the layer between the surface and the inertial layer (IL), where the 

flow adjusts to the effects of the buildings and the turbulent fluxes are not constant with 

height [30]. As is well known, the Monin-Obukhov similarity theory does not apply in 

the RS, in that the Reynolds stress is not a constant therein but grows in proximity to the 

transition between IL and RS (see for example [31]). To take into account this behaviour, 

[31,32] analysed the dependence of the friction velocity u∗ on z. In particular, for neutral 

conditions we use the semi-empirical law derived by [32] for the vertical profile of the 

mean wind speed uRS(z) valid in the RS, viz., 

uRS(z) =
u∗

0.6k
[1 − 0.6 ln(0.12) − exp (0.6 − 0.072

z−d0

z0
)]    (12) 

where k=0.4 is the von Karman constant, d0 = H̅0.4λpexp[−2.2(λp − 1)] + 0.6λp the 

displacement height, z0 = H̅0.072λp{exp[−2.2(λp − 1)] − 1} the roughness length, H̅ 
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the average height of the building while λp = Ap/AT, where AP is the average plan area 

of roughness elements and AT the total surface area. z0 and d0 are derived from the 

parameters of the regression lines of the vertical profile of the Reynolds stress, while u∗ 

is calculated within the IL at a reference height [32]. 

A question arises as to the fact that eq. (10) is valid only in the case of neutral 

atmosphere. The method proposed by [33], found on a previous work of [34], is therefore 

used to extend the model also to stable and unstable conditions. In particular, based on 

the classical relationships for the wind speed gradient, [34] proposed: 

kz

u∗

∂u

∂z
≅ Φm(z L⁄ ) φm(z z∗m⁄ )        (13) 

kz

θ∗

∂θ

∂z
≅ Φh(z L⁄ ) φh(z z∗h⁄ )        (14) 

where Φm[z/L] and Φh[z/L] are the classical universal dimensionless functions [35] that 

equal 1 when the Obukhov length L = −u∗
3(κq0)

−1 →  ∞  (here q0 is the buoyancy flux). 

The functions φm and φh incorporate the effects of the RS. z∗m and z∗h (Fig. 1) are the 

heights where φm(z z∗m⁄ )=1 and φh(z z∗h⁄ ) = 1, respectively. In order to solve eqs. 

(13,14), [33] introduced the following expressions: 

φm(z z∗m⁄ ) = 1 − e
−μm

z

z∗m        (15) 

φh(z z∗h⁄ ) = 1 − e
−μh

z

z∗h        (16) 

where the parameters μm and μh were determined empirically from data referred to a 

vegetated canopy [36]. In our case, since it is expected that urban canopies behave 

differently from vegetated ones, μm and μh are not known. Thus, in this work 

φm(z z∗m⁄ ) is estimated indirectly from the vertical profile uRS(z). This procedure is not 

reported here and only the results are given (details can be found in [29]). The vertical 

profile of the wind speed valid in diabatic conditions assumes the form: 

u(z) =
u∗

k
[ln(z z0⁄ ) − Ψm(z L⁄ ) − Ψm(z0 L⁄ ) + Ψm

∗ (z L⁄ , z z∗m⁄ )]   (17) 

where z∗m ≅ d0 + 8.4 z0, while: 

Ψm
∗ (z L⁄ , z z∗m⁄ ) =  Φm [(1 +

ν

μm
z

z∗m

)
z

L
]
1

η
(1 +

η

μm
z

z∗m

)e
−μm

z

z∗m    (18) 
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is the integral of φm(z z∗m⁄ ), μm ≅ 2.4, η ≅ 1.5 and ν ≅ 0.5, The integral Ψm of the 

stability function is solved by using the analytical method of [37]. Similarly, for the 

potential temperature profile Tp: 

Tp(z) − Tp0 =
Tp∗

k
[ln(z z0h⁄ ) − Ψh(z L⁄ ) − Ψh(z0h L⁄ ) + Ψh

∗(z L⁄ , z z∗h⁄ )] (19) 

where Tp0 is the potential temperature at z∗h ≅ 2.3H̅, Tp∗ the temperature scale and Ψh
∗ 

the termodynamic counterpart of Eq. (18) with μh ≅ 0.95. The vertical profile of the 

humidity (not reported here) is analogous to that for the temperature. 

Finally, the aerodynamic resistances (see next section) referred to the advection of the 

generic scalar X (temperature and humidity) takes the form [38]: 

rX = [CXu(z)]
−1         (20) 

where the drag coefficient in bulk form CX is [35]: 

CX =
κ2

Pr
[ln(z z0⁄ ) − Ψm(z/L, z0 L⁄ ) + Ψm

∗ (z/L, z z∗m⁄ )]−1 × [ln(z z0X⁄ ) − ΨX(z/

L, z z0X⁄ ) + ΨX
∗(z/L, z z∗X⁄ )]−1       (21) 

The Prandtl number Pr has been set equal to 1. 

 

2.3 Flow and turbulence in the urban canyon 

The exact determination of both the wind speed, temperature, humidity and turbulent 

fluxes within the UC is a difficult task, in particular if its orientation is taken into 

account. The wind velocity parallel to the UC axis we adopt in this work is the one 

proposed by [39]. These authors, on the basis of numerical simulations, calculated the 

expression of the wind velocity along the UC axis u// as the spatial average over the area 

(H·W) perpendicular to the UC: 

u// = uctp
δ0
2

HW
[
2√2

C
(1 − β∗) (1 −

π

2
H1(C)) + β∗

2α∗−3

α∗
+ (

W

δ0
− 2)

α∗−1

α∗
]  (22) 

where: 

α∗ = ln (
δ0

z0̅̅ ̅
) and β∗ = exp [

C

√2
(1 −

δ0

z0̅̅ ̅
)]      (23) 
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Utop is the velocity at the UC top derived with Eq. (12) or (17), uctp=Utopcos(ω) is its 

component parallel to the canyon axis, ω is the angle between Utop and the canyon axis 

(Fig. 2b), z0̅ is the average roughness length of the UC surfaces, δ0=min(H, W/2), while 

C is a parameter depending on z0, δ0 and on the Bessel functions. To reduce the CPU time 

during the numerical simulation, the approximated form of C reported in Appendix B is 

used. The function 
π

2
H1(C) is calculated for 0 < 𝐶 ≤ 1 using Eq. (22) reported in [39]. 

With regard to turbulent fluxes, temperature and humidity, a distintion between the 

type of flow is necessary as those variables can depend on the aspect ratio H/W [38]. 

Following [40], three types of flow regime can be recognized as a function of the 

extension of the recirculation zone (Fig. 1) or as a function of the H/W: the "skimming 

flow regime" (SFR), the "wake interference flow regime" (WIFR) and the “isolated 

roughness flow regime” (IRFR). The SFR is typical of narrow UCs where H/W>2/3, the 

IRFR applies for wide UCs (H/W<1/3), while the WIFR refers to intermediate UCs 

(1/3<H/W<2/3). Since the sensitivity analysis conducted in this paper regards UCs with 

H/W=0.5, 1 and 1.5, in what follows only the SFR and WIFR cases are considered. 

The turbulent flux Fs = us′X′ of the generic scalar X along the direction s, can be 

expressed in bulk form as Fs = ∆X/rX. Here, prime indicates fluctuation around the mean 

and the bar the operation of time averaging. The total amount of flux Ft referred to the 

whole UC can be assumed as the sum of the contribution associated to the roofs, Froofs 

(which is independent of the flow regime), and Fcan, which incorporates the road and the 

two walls contribution (see Fig. 1): 

Ft =
SroofsFroofs+ScanFcan

Sroofs+Scan
        (24) 

where Sroofs and Scan are the total roof and canyon areas. In bulk form, Froofs is given by 

[38]: 

Froofs = 
Sroof−1

r1 Sroofs
(X1 − Xa) +

Sroof−5

r5 Sroofs
(X5 − Xa)      (25) 

whathever the type of regime. X1 and X5 are the values of X at the roofs, while Xa that at 

the first grid node of the NWP model. r1 and r5 are the corresponding aerodynamic 

resistances (Eq. 20), while Sroof−1 and Sroof−5 are the roof 1 and 5 area, respectively, 

being Sroofs = Sroof−1 + Sroof−5. Note that the two roofs surfaces, even if they have the 
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same extension according to L1 representation, are explicitely treated because each of 

them is influenced by its own internal building temperature, wich is calculated as 

suggested by [19]. The contribution of the canyon, Fcan, depends on the type of regime. 

For the SFR regime one has [38]: 

Fcan = 
1

rcan
(Xcan − Xa)        (26) 

where Xcan is calculated by means of the balance of the turbulent flux exchanged 

between the UC surfaces and the atmosphere above. It can be shown [29] that: 

Xcan = [
H

W
(
X2

r2
+
X4

r4
) +

X3

r3
+

Xa

rcan
] / [

H

W
(
1

r2
+

1

r4
) +

1

r3
+

1

rcan
]    (27) 

Analogous considerations can be made for the WIFR regime, extending Eq. (27) by 

taking into account the recirculation region (Fig. 1) within the UC [38]. The aerodynamic 

resistances r2, r3, r4 can be determined by means of the following equation [29]: 

rj = ln (
0.1H

z0,j
) ln (

0.1H

z0,Xj
) (κ2√uj

2 + u//
2 )

−1

 with j=2,3,4    (28) 

which extends the one reported in [38] by including the effect of the wind velocity along 

the UC axis u//. Note that unlike what is done for the RS, in Eq. (28), the atmospheric 

stability is not considered for the calculation of the aerodynamic drag within the UC. This 

is due to the lack of knowledge of both the effects of the stability and the actual 

distribution of the average speed within the UC. For the aerodynamic resistance rcan, 

calculated between the canyon and the RS, Eqs. (27-28) are used. In accordance with 

[20], z0,2=z0,4=0.15 and z0,3=0.05 are set within the UC, while for the roofs z0,1=z0,5=0.15. 

The calculation of Xcan in Eq. (27) implies the determination of the Xj for all the UC 

surfaces. This was done by solving a prognostic equation that describes the evolution of 

the scalar X for each surface. Following [6], for temperature one has: 

∂Tj

∂t
=

1

Cjdj
[Sj
∗ + Lj

∗ − Fj − Ij]          (29) 

where S
*
 and L

*
 are calculated by Eqs. (5-11), Cj and dj are respectively the thermal 

capacity [M Jm
-3

K
-1

] and the thickness [m] of the j-th surface, Ij is the conduction heat 

flux exchanged with the underlying wall layers, Fj is the sensible heat flux exchanged by 
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the j-th surface (see Fig. 1) with the canyon air (for j=2,3,4) or with the first atmospheric 

model layer (for j=1,5). For the surfaces j=2,3,4, the turbulent heat flux Fj =

 rj
−1(Tj − Tcan) is solved in a similar way to Eq. (26) once the rj is calculated according 

to Eq. (28). For the other scalarar quantities, expressions similar to Eq. (29) are used. 

 

3. Canyon scheme L2 

L2 differs from L1 in that the hypothesis of UCs of infinite length is also removed. The 

UC edges present a crossroad from which other canyons originate. To simplify the 

analysis, UCs are assumed perpendicular among themselves (Fig. 3a), with the same 

length and aspect ratio. The energy balances of the elements costituing the L2 scheme, 

i.e. the “main” UC, 6 “secondary” UCs and 2 crossroads (the plane areas limiting the 

main UC), are calculated separately. Crossroads are limited by vertical surfaces of little 

extension with respect to that of the UC walls. To identify the different surfaces 

considered in the scheme, the nomenclature introduced in the previous section is 

extended. In particular, subscript “cr” indicates crossroads. 

 

 

Fig. 3 (a) Planar view of the horizontal surfaces considered in L2. The road and roofs of the main UC are in 

light grey. 2 and 4 indicate the walls while 3 the road. w, e, u, l, cr indicate, respectively, west, east, upper, 

lower and crossroad surfaces (in red). The arrow is the wind speed Utop at the UC top, U and V are the 

canyon averaged velocity components flowing within two perpendicular UCs calculated by using Eq. (22). 

(b) The simplified version of L2. 
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To distinguish the main UC from the other canyons, subscripts “u” and “l” indicate upper 

and lower location of the secondary UCs with respect to the main UC, respectively, while 

“e” and “w” refer to east and west locations. To differentiate the secondary UCs positions 

with respect to the upper and lower sides, subscripts u and l are used in combination with 

e and w. In this way, subscript 2u indicates the surface located in the upper side of the 

main UC, while 3el the road referred to the UC located in the lower east side (Fig. 3a). 

As in the case of L1, L2 requires the definition of new equations describing solar and 

infrared radiations. 

 

3.1. Solar and infrared radiations 

Shadowing in L2 does not differ from that modeled in L1 (Eqs. 5 and 6). In contrast, the 

finite length of the UC implies the definition of new relations for the view factors. With 

regard to the main UC, the view factors of the wall facing the road and that of the 

opposite surface are, respectively [41,42]: 

ψ3,i =
1

2π
∫ {(γ2 − γ1) + cos β[tan

−1(cosβtanγ1) − tan
−1(cosβtanγ2)]}A

dA (30) 

ψi,j =
1

2π
∫ [

sinγ2tan
−1(tanδ2sinγ2) + sinβtan

−1(cotδ2sinβ) +

+sinγ1tan
−1(tanδ1sinγ1) + sinβtan

−1(cotδ1sinβ)
]

A
dA  (31) 

where i,j=2,4 with i≠j. The angles γ
1, γ2

, β, δ
1
 and δ

2
 are shown in Fig. 4. 

 

Fig. 4 Schematization of the radiative exchanges by a surface element and a wall of finite length. The 

angles β, δ1 and δ2 are positive along the vertical plane, while γ1>0 and γ2<0 belong to the horizontal plane 

(adapted from [41]). 
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In both the integrals, A is the road and the wall surfaces for ψ3,i and ψi,j, respectively. 

The view factor with two indices differs from that with one index: ψi,j indicates the 

portion of the j-th surface seen by the i-th surface. Note that in the presence of the sole 

main UC, the sky view factor of the street is ψ
3
=(1-2ψ

3,i
), while that of the wall is 

ψ
2
=(0.5-ψ

i,j
) [6]. When the other UCs are present, from simple geometrical 

considerations it can be shown that the sky view factors of the surfaces of the main UC 

are: 

{

ψ2 = ψ2,3 + 2(ψ2,cr + ψ2,3eu∞ + ψ2,3u∞)

ψ3 = 1 − (2ψ3,2 + 4ψ3,2u∞ + 4ψ3,2eu∞)

ψ4 = ψ4,3 + 2(ψ4,cr + ψ4,3eu∞ + ψ4,3u∞)

      (32) 

where  indicates that the surfaces located beyond the crossroads have, in the radiation 

calculation phase, infinite length (i.e., the effects of subsequent crossroads are neglected 

for simplicity). Once the view factors of the surfaces are calculated, the net infrared 

radiation for the streets and the walls of the main UC can be determined. In particular, it 

can be shown that (see Supplementary Online Resource): 

L2
∗ = ψ3,2ε2ε3σT3

4 + 2ψ2,4ε2ε4σT4
4 + ψ2ε2L ↓

−ε2σT2
4 + ε2σψ3,2(1 − ε3)2ψ3,2

1

2
(ε2T2

4 + ε4T4
4) + ε2σ2ψ2,4(1 − ε4)[2ψ4,2ε2T2

4 +

ψ4,3ε3T3
4] + ε2L ↓ [ψ3ψ2,3(1 − ε3) + ψ42ψ2,4(1 − ε4)] + L2

ed   (33) 

L3
∗ = ψ3,2ε3σ[ε4T4

4 + ε2T2
4] + ψ3ε3L ↓ −ε3σT3

4 + ε3σ(1 − ε2)2ψ3,2
1

2
[ψ3,2ε3T3

4 +

ψ2,4ε4T4
4] + ε3σ(1 − ε4)2ψ3,2

1

2
[ψ4,3ε3T3

4 + ψ4,2ε2T2
4] + 2ψ3,2ε3L ↓

1

2
[ψ2(1 − ε2) +

ψ4(1 − ε4)] + L3
ed         (34) 

L4
∗ = ψ4,3ε4ε3σT3

4 + 2ψ4,2ε2ε4σT2
4 + ψ4ε4L ↓

−ε4σT4
4 + ε4σψ4,3(1 − ε3)2ψ3,2

1

2
(ε2T2

4 + ε4T4
4) + ε4σ2ψ4,2(1 − ε2)[2ψ2,4ε4T4

4 +

ψ2,3ε3T3
4] + ε4L ↓ [ψ3ψ4,3(1 − ε3) + ψ22ψ4,2(1 − ε2)] + L4

ed   (35) 

where L2
ed, L3

ed and L4
ed are related to the infrared radiation coming beyond the edges of 

UC (superscript “ed”) from the surfaces located beyond the crossroads: 



15 

L2
ed = ε2εwψ2,4uσ(T4u

4 + T4l
4 ) + ε2εwψ2,2euσ(T2eu

4 + T4el
4 ) + ε2ε3σ[ψ2,3u(T3u

4 + T3l
4 ) +

+ψ2,cr−u(Tcr−u
4 + Tcr−l

4 ) + ψ2,3eu(T3eu
4 + T3el

4 )]      (36) 

L3
ed = ε3εwψ3,2uσ(T4u

4 + T2u
4 + T4l

4 + T2l
4 ) + 

+ε3εwψ3,2euσ(T2eu
4 + T4el

4 + T4wl
4 + T2wu

4 )       (37) 

L4
ed = ε4εwψ4,2uσ(T2u

4 + T2l
4 ) + ε4εwψ4,2wuσ(T2wu

4 + T4wl
4 ) + ε4ε3σ[ψ4,3u(T3u

4 + T3l
4 ) +

ψ4,cr−u(Tcr−u
4 + Tcr−l

4 ) + ψ4,3wu(T3wu
4 + T3wl

4 )]     (38) 

 

The last three equations are written considering the geometrical simplification previously 

adopted for the L2 representation. In essence, that produces the following identity among 

edge surface-view factors: ψ
i,ju
= ψ

i,jl
, ψ

i,jeu
= ψ

i,jel
, ψ

i,jwu
= ψ

i,jwl
. For the sake of 

simplicity, it is also assumed that all the walls surfaces located beyond the edges have the 

same emissivity, εw. For practical application, due to the little magnitude of the edge 

surface-view factors in the edge effects calculation, the temperature differences among 

the faced walls located beyond the edges could be neglected. For this reason it could be 

assumed that L4
ed = L2

ed. 

The equation system (33-38) allows the net infrared radiation for all the main UC 

surfaces to be evaluated. With regard to the turbulent fluxes, the same relationships 

defined for L1 are used. 

 

3.2 - Crossroads 

3.2.1 Solar radiation at the crossroads 

By using the same approach described for L1, the solar radiation is calculated from a 

simple geometrical analysis, from which an explicit estimation of the area illuminated by 

the sun is obtained. Once the two shadowing factors sf(θi) related to the two canyons 

perpendicular between them are calculated [29]: 

sf(θi) = {
1 − (

S3−dir(θi)

Sdir
) , Sdir > 0

1, Sdir = 0
       (39) 

one obtains: 
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Sdir−cr = Sdir[1 − sf(θi) sf(θj)]       (40) 

where the indexes i ≠ j indicate the contributions of two distinct UCs mutually 

perpendicular, which originate in the crossroad. 

 

3.2.2 Infrared radiation at the crossroads 

At the crossroads, the infrared radiation balance is described employing the same 

approach used for the main UC in which the net infrared radiation term is calculated from 

the incoming and outgoing infrared radiation terms. Therefore, the net infrared radiation 

for the crossroads reads as: 

L3cr−i
∗ = (1 − 8ψcr−i,2

∞ )ε3L ↓ −ε3σTcr−i
4 + L3

cr−i     (41) 

where the index i=u,l indicates the upper or lower crosses. ψcr−i,2
∞  is the wall view factor 

of the crossroad assuming UCs of infinite length, Tcr−i is the crossroads surface 

temperature and L3
cr−i which describes the contribution of the surfaces facing the 

crossroads, read as (see Supplementary Online Resource): 

L3
cr−i = ψcr−i,2εwε3σ(T2

4 + T2ei
4 +T2wi

4 +T2i
4+T4

4+T4ei
4 +T4wi

4 +T4i
4 ) + ψ4,2ψcr−i,2(1 −

εw)ε3σ(T2
4 + T2ei

4 +T2wi
4 +T2i

4+T4
4+T4ei

4 +T4wi
4 +T4i

4 )     (42) 

Note also that the terms related to the reflections among the surfaces are neglected in Eq. 

(41). This simplification is not relevant; in fact, as ψ
cr-i,2

<<ψ
2,3 and ψ

cr-i,2
<<ψ

2,4
, the 

contribution of the reflections associated to the products of the view factors is small if 

compared to the other terms of Eq. (41). 

 

3.2.3. Wind velocity and turbulent fluxes at the crossroads 

The bulk approach adopted for L1 is used also for L2. Equation (24) is assumed to be a 

good estimate of the turbulent flux of the generic scalar X exchanged between the UC 

and the overlying atmosphere. However, an additional complication derives from the 

advection of scalars from the UCs converging in the air volume above the crossroad. 

Such a term can be estimated starting from the balance equation of the generic scalar. 

Neglecting the contributions associated to non-stationarity, to the transport along the z-

axis and to the turbulent fluxes along x- and y-axis, one has: 
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∂w′X′̅̅ ̅̅ ̅̅ ̅

∂z
= −(U

∂X

∂x
  + V

∂X

∂y
  )        (43) 

where w’ is the vertical velocity fluctuation, while U and V are the velocities parallel to 

the canyons which converge in the crossroad (see Fig. 3a) obtained from Eq. (22). 

Adopting the bulk formulation of the turbulent fluxes, Eq. (43) in dicretized form is [29]: 

Xcan
cr = [

Xcr

rcr
+

Xa

rcan
+

H

W
(U∆Xi + V∆Xj)] / [

1

rcr
+

1

rcan
]    (44) 

where rcr is the resistance to the transport for the crossroad surface calculated from Eq. 

(28), and where i ≠ j as in Eq. (40) indicate the contributions of two distinct UCs 

mutually perpendicular, which originate in the crossroad. Analogously to the crossroad, 

the extension of Eq. (27) which includes the contribution of the advection is [29]: 

Xcan = [
H

W
(
X2

r2
+
X4

r4
) +

X3

r3
+

Xa

rcan
+
u//H

L
∆X] / [

H

W
(
1

r2
+

1

r4
) +

1

r3
+

1

rcan
]  (45) 

At the crossroads, the use of Eq. (44) requires information on Xcr. Its determination, 

according to Eq. (28), requires the knowledge of the horizontal wind speeds in the 

vicinity of the surfaces. To simplify the formulation we assume the wind speeds as the 

average between the mean velocities U and V referred to the two perpendicular canyons 

(Fig. 3a). 

 

3.3. Coupling of L2 in a NWP model 

As is shown above, L2 calculates at each time step the temperatures of the surfaces 

included in the energetic balance (see Eqs. 33-38 and 41-42). To simplify the model and 

decrease the CPU time, a simplified procedure that reduces the number of the resolved 

canyons (in a bulk sense) is adopted. The application of L2, in fact, is based on the 

solution of the energetic budgets for the main UC, for the two crossroads and for the 6 

secondary UCs. Considering that 5 prognostic equations are needed for each UC (as in 

L1), other 6x5=30 prognostic equations for the 6 canyons and 4 equations for the 

crossroads are involved. However, the procedure can be simplified by assuming that the 

geometrical configuration depicted in Fig. 3a is extended to a horizontal surface of 

infinite area and that the UCs have the same H/W, length, thermal properties and 

geometry. In doing so, the temperatures of surfaces 2, 3 and 4 coincide with those of 
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surfaces 2u, 3u, 4u and 2l, 3l and 4l. Similarly, the temperatures of surfaces 2wu, 3wu 

and 4wu are equal to those of 2eu, 3eu and 4eu. Since this configuration is the same in 

the whole computational domain, the temperatures 2wu, 3wu and 4wu are equal to 2wl, 

3wl, 4wl and 2el, 3el, 4el. For the same reason the two crossroads share the same 

temperature. With this in mind, the geometrical configuration of L2 passes from 7 

canyons and two crossroads to a much simpler one with only 2 canyons perpendicular 

between themselves and 1 crossroad. The geometrical properties needed to represent L2 

(length of the two canyons and aspect ratio) are contained in the characteristics of one of 

the buildings constituting the canyon array, in the areal extensions of the two roads and in 

one crossroad (Fig. 3b). This approach significantly simplifies Eqs. (36-38) and (42) as 

reported in the Supplementary Online Resource. One of the aspects that makes this 

approach very useful is that it is easy to link with digital terrain models for urban areas 

because the spatial recognition of the blocks is much simpler with respect to the case of a 

geometry based on the single UC. 

 

4. Numerical Setup 

The three UC schemes described above have been integrated in to the model RAMS 6.0 

by a two–way connection. RAMS [43] is a non-hydrostatic, prognostic model able to 

predict the evolution of the atmosphere through the integration in space and time of the 

balance equations of mass, momentum, heat, moisture and turbulent kinetic energy. To 

describe the surface energy balance, RAMS adopts the LEAF3 (Land Ecosystem-

Atmospheric Feedback) scheme [44], which is based on biophysical parameters such as 

the roughness length, displacement height, albedo, emissivity, fractional coverage and 

leaf area index. However, LEAF3 works well for rural environments, but does not seem 

to be suitable for urban area applications [23]. 

The core of the integrated system consists of an interface between RAMS and the 

canyon scheme. Such interface recognises the ‘rural’ or ‘urban’ nature of each surface 

node of the numerical grid; if the node is ‘rural’, the surface energy budget is computed 

by the LEAF3 routine integrated in the original RAMS, otherwise (i.e. for ‘urban nodes’) 

the canyon model is activated. In the latter case, the interface assigns to the urban node 

the contribution of all the urban canyons which are contained within the domain of 
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influence of the node. Thus, starting from the geometrical and physical characteristics of 

each canyon, the integrated system solves the energy budget corresponding to the 

considered surface grid node. In particular, for each time step, sensible heat flux, latent 

heat flux and infrared radiation will be computed as well as the corresponding values of 

mass, energy humidity and momentum fluxes exchanged between the urban canopy and 

the first ‘air node’ above it belonging to the numerical grid of RAMS. 

 

  

Fig. 5 (a) The domain of the numerical experiments. Colors represent the landuse (green: Mediterranean 

shrubs; orange: urban area), the blue arrow indicates the wind direction while the black star the location of 

the vertical profiles used for the analysis. (b) Daily variation of walls temperature [°C] calculated by 

RAMS-L1 (red and blue lines) for θ=45°, and by RAMS-L0 (black line) for aspect ratio H/W=0.5. 

 

Three integrated systems are used, i.e. RAMS-L0, RAMS-L1 and RAMS-L2, and 

several numerical experiments have been performed to quantify the differences among 

the UC schemes. To simplify the sensitivity analysis and to isolate the role played by the 

geometrical representation in the energy fluxes calculation, a computational domain with 

simple topography and land use is considered (Fig. 5a). The domain is flat, with planar 

area of 96×96 km
2
. The horizontal grid spacing is 1 km. 44 levels extend vertically up to 

about 21000 m above sea level; the first node on the vertical line is placed at an altitude 

of 10 m above ground level over rural terrain and above roof level over urban terrrain. 

The chosen land use presents three strips of terrain as shown in Fig. 5a. Two of them, 

each about 31 km wide, located at the edges of the domain, are covered with 

Mediterranean shrubs; the central strip is a 33 km wide piece of urban land. Each run 

starts at 06 LST (local standard time), has a duration of 48 hours and is carried out in two 
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distinct weather conditions to test the response of the UC model to different initial 

conditions and boundary forcings. 

The first group of runs is conducted in typical summer conditions, which correspond, 

with regard to the insolation level, to the values observed from June 20 to 23 at a latitude 

of 42 °N. The second group of runs is conducted for the winter season (December 21-24). 

The simulations are initialized with wind, temperature and humidity vertical profiles 

taken from radio soundings collected at the Pratica di Mare Airport (LIRA), near Rome 

(Italy). The vertical profiles are derived interpolating the averages taken during persistent 

wind conditions. With regard to the wind direction, an almost vertically constant profile 

is chosen, with the prevailing direction parallel to the urban strip for the whole height of 

the plabetary boundary layer (arrow in Fig. 5a). This procedure is adopted to limit 

advection above the urban nodes of sensible and latent heat fluxes coming from 

surrounding rural areas, hence making it possible to consider ΔQA=0 in Eq. (1). 

Three simulations are conducted with RAMS-L0 for H/W=0.5, 1 and 1.5, while for 

RAMS-L1 and RAMS-L2 four runs for each aspect ratio are performed by varying the 

canyon orientation. In particular, angles of 0°, 45°, 90° and 135° measured clockwise 

from North are considered for the analysis. The building height is the same for all the 

cases (H=20 m) and so is the plan areal fraction (λp=0.5). The chosen λp value (0.5), 

appears as a more suitable value for the southern european and mediterranean cities [4]. 

The comparability of the results obtained with the three UC schemes implies that the 

condition that all UCs have the same λp is attained. Since L2 has two mutually orthogonal 

UCs and one crossroad between them, it can be shown (Appendix C) that λp is 

maintained (assuming that the two UCs have the same length, H and H/W) if the UC 

length L is: 

L = W(−1 +
1

√λp
)
−1

        (46) 

For example, for λp=0.5 and H/W=0.5 it results L=96.6 m. The condition of constant λp 

implies for L2 different lengths of roads as H/W changes. Since the view factors are 

heavily dependent on the wall length, by comparing the UCs with different lengths, a 

question arises on the comparability of the view factors for the three simulations. In order 

to ensure this, in L2 we maintain for H/W=1 and 1.5 the same canyon length as for 
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H/W=0.5. At the same time, in the heat flow calculation attention is paid to consider the 

equivalent roof surface that would ensure the maintenance of λp=0.5. It is noteworthy that 

even if the λp value is kept constant, the same could not be done simultaneously for the 

integrated frontal area index f (defined as in [4]). In this study particular attention is 

given to λp, since the roughness length z0 and the displacement height d0, which appear in 

Eq. (12), are strongly dependent on λp. Nevertheless, since for urban energy applications 

the building surface-to-volume ratio (which is a function of both λp and λf) is a relevant 

parameter (see for example [45]), further studies should be done to assess the impact of 

both indices on the schemes sensitivities. 

Each surface of the UC is subdivided into three layers. Their thickness and thermal 

characteristics are listed in Table 1. The initial building temperature (for all layers) is set 

equal to the external air temperature. To simulate the presence of internal climatization, 

the internal building air temperature is set to not exceed 23 °C in summer and to not fall 

below 20 °C in winter. 

Table 1. Thermal parameters for roofs, walls and roads used in in the simulations. The layers of the 

surfaces constituting the UC are indicated by “el” (external layer), by “ml” (middle layer) and by “il” 

(internal layer). d is the layer thick (m), C the thermal capacity (M Jm
-3

K
-1

), λ the thermal conductivity 

(W m
-1

K
-1

), α the surface albedo and ε the surface emissivity. 

 Roof el Roof ml Roof il Road el Road ml Road il Wall el Wall ml Wall il 

 0.98 0.98 1.51 0.82 2.10 0.40 1.51 0.60 1.51 
C 2.10 1.60 2.01 1.70 2.00 1.40 2.01 1.20 2.01 

d 0.057 0.27 0.02 0.05 0.20 1.00 0.02 0.26 0.02 

α 0.20 - - 0.10 - - 0.25 - - 
ε 0.90 - - 0.95 - - 0.85 - - 

 

5. Results 

Since L2 is composed of three elements, to compare the results obtained by the three 

canyons schemes, a spatial averaging of the variables corresponding to the crossroad and 

the two canyons is calculated. Moreover, as the simulations for L1 and L2 have been 

conducted for four azimuthal orientations, an additional averaging is performed. 

However, as expected, the result of averaging over the orientations is that L1 and L0 do 

not differ between them. This does not mean that L0 and L1 are equivalent. In fact, for an 

arbitrary canyon orientation, L1 distributes the incident solar energy on both UC walls, 

and calculates the shadowing more precisely than L0. Figure 5b shows an example of the 
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daily temperature variation of both UC walls modelled with L0 and L1, considering for 

the latter a canyon orientation of θ=45°. As expected, the wall temperatures obtained by 

L0 fails to capture peaks as done by L1. Therefore, in the case of cities with preferred 

orientation of the roads, the differences between L0 and L1 have to be taken into 

consideration to interpret the results. 

Figs. 6a and 6b show the energy fluxes simulated by L2 in correspondence with the 

grid node placed at the center of the urban strip for H/W=1. Both in summer (Fig. 6a) and 

winter (Fig. 6b) the net radiation Q* shows values similar to those obtained by [46] by 

applying a canopy model for the city of Rome. The sensible heat flux QH remains 

positive all day long and reaches a maximum at noon of about 370 W m
-2

 in summer and 

120 W m
-2

 in winter. 

 

Fig. 6 (a) Daily variations of the surface energy fluxes in summer using L2 with aspect ratio H/W=1 (S*: 

net shortwave radiation; L*: net longwave radiation; Q*: net radiation; QH: sensible heat flux; G*: canopy 

storage heat flux). (b) As in a), but in winter. (c) Daily variations of the net radiation difference Q
*
 

between L2 and L0 in summer for three H/W. (d) As in c), but in winter. 

 

The heat storage G
*
 reaches a positive maximum near 10 AM comparable with that 

attained by QH and becomes negative in the early afternoon, similarly to what was 

observed by [47] and [20]. Similar considerations hold for the energy fluxes simulated in 
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winter, even though the values are generally lower. Of note, in winter G
*
 is negative for a 

large part of the day and reaches negative values of order -100 W m
-2

.  

The disparities between L0 and L2 are quantified by the differences Q
*
 between the 

simulated net radiations for the three H/W (summer: Fig. 6c; winter: Fig. 6d). The 

comparative analysis is particular useful since it makes it possible to distinguish the 

extent of energy forcing involved in the surface energy balance. Fig. 6c shows that L2 

simulates a lower Q
*
 than L0, especially for H/W=0.5 and in the central part of day, when 

the net radiation difference exceeds -8 W m
-2

. In winter (Fig. 6d) Q
*
 shows smaller 

values by virtue of the lower solar forcing. It is worthwhile noting the oscillations of Q
*
 

with time associated to the different shadowing simulated by the two schemes. 

 

Fig. 7 (a) Daily variation of the sensible heat flux difference QH between L2 and L0 in summer for 

different H/W. (b) As in a), but for the winter. (c) Daily variations of the heat storage flux difference G
*
 

between L2 and L0 in summer for different aspect ratios H/W. (d) As in c), but for the winter. 

 

The differences of the sensible heat fluxes QH between L2 and L0 for the three H/W, 

are depicted in Fig. 7a (summer) and in Fig. 7b (winter). L2 simulates generally lower QH 

than L0 during the day, particularly for H/W=0.5, where the difference reaches -15 Wm
-2

. 

This is less visible for H/W=1.5, where the two QH are quite similar. Nighttime ΔQH 

remains constant, reaching the value of -5 Wm
-2

 for H/W=0.5. As expected, ΔQH for 
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H/W=1 shows an intermediate trend with respect to the other H/W. Concerning the 

winter simulations, the differences ΔQH for the three aspect ratios are less noticeable with 

respect to what happens for the summer. 

With regard to the heat storages, Fig. 7c shows ΔG
*
 between L2-L0 calculated in 

summer for the three H/W. G
*
 calculated by L2 is, on average and irrespective of H/W, 

slightly lower than that calculated with L0 as a consequence of the larger sky view 

factors that increase the infrared radiation outgoing. However, during the central hours of 

the day the differences fluctuate around zero. Similar considerations are valid for the 

winter season (Fig. 7d), even though the fluctuations are smaller in amplitude and 

perceptible only for H/W=0.5. As for the other energy fluxes, the higher G
*
 occurs for 

H/W=0.5. 

 

Fig. 8 (a) Daily variations of the air canyon temperature Tcan for L2 in summer for different H/W. (b) As in 

a), but for the winter. (c) Daily variations of the air canyon temperature difference Tcan between L2 and 

L0 in summer for different H/W (d) As in c), but for the winter. 

 

Figures 8a and 8b show the canyon air temperature Tcan calculated by L2 in summer 

and in winter, respectively. The major differences between the three H/W occur at night. 

In winter, due to the lower solar forcing, a significant role in the energy budget is exerted 

by the radiative trapping and by the view factors. A consequence is the smaller Tcan 
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occurring for H/W=0.5 (Fig. 8b). In contrast, in summer (Fig. 8a) there is an opposite 

behaviour to that observed in winter for the same H/W as a result of the importance of the 

effect of shading. 

The differences ΔTcan between L2-L0 for the summer and the winter cases are reported 

in Figs. 8c and 8d, respectively. In summer the major ΔTcan, of the order of -1 °C occurs 

during the night. These differences are significantly lower during the day in contrast to 

what occurs for QH. As seen above, the most marked difference takes place for the lower 

H/W. In winter, ΔTcan assumes negative values with the exception of the central hours of 

the day. The previous analysis suggests that the differences occurring between the canyon 

schemes are associated mainly to the different value of the view factors as a result of the 

explicit treatment of the edge effects. In particular, the view factors for L2 assume greater 

values than those for L0 due to the crossroads. This produces (especially at night) a 

greater cooling of roads and walls which directly affects Tcan. The latter, in turn, regulates 

the sensible heat fluxes QH exchanged with the overlying atmosphere. Since the 

differences between the SVF referred to L0 and L2 decreases as H/W increases, a canyon 

with aspect ratio H/W=1.5 modelled by L2 behaves similarly to that modelled by L0 (by 

the view factors point of view), in that the infrared radiation escaping from the canyon 

edges is small. The trends of the differences shown in Figs. 6-8 in the case of H/W=1.5, 

are a clear sign of that behaviour. 

 

6. Summary and conclusions 

The urban canyon scheme TEB (Town Energy Balance, [6]), is used as the reference 

model (level L0) to analyze in detail the role played by the urban canyon (UC) 

representation in the surface energy budget. From L0, two new models of increasing 

complexity, respectively L1 and L2 are developed. The procedure adopted in the analysis 

is based on the removal of the geometric approximations on which L0 is based. The 

removal of the average orientation of the UC, leads to the definition of the L1 scheme, 

while L2 derives from L1 with the additional assumption of UC with finite length (i.e., 

crossroads are also taken into account in the energy budget). These three schemes are 

coupled with the prognostic atmospheric model RAMS 6.0 by means of a two-way 

connection between RAMS, in order to simulate the dynamic response of L0, L1 and L2 
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for boundary conditions typically observed in the real case. Several runs are conducted in 

summer and winter time in correspondence to an idealized domain. The results suggest 

that neglecting the actual UC orientation (L0 scheme) implies higher net radiation and the 

temperature within the UC. Furthermore, the improvement related to the use of L1 

instead of L0 can be important if the city is characterized by roads with preferred 

orientations, when the different shadowing of the two canyon walls plays a significant 

role. 

The inclusion of the canyon edge (L2 scheme) results in smaller sensible heat fluxes 

exchanged with the atmosphere compared to L0. This is particularly evident in summer 

for small aspect ratios. The differences between L2 and L0 are strictly related to the 

explicit representation of crossroads. Their presence produces greater SVF with respect to 

L0 which in turn affect the radiative trapping. The lower trapping results in lower 

surfaces temperature values, especially for UCs with a wider road. For this reason L2 

seems to be a useful tool for applications addressed to the urban comfort study, at least 

for urban geometry similar to that modeled in L2. In fact, the complete geometry 

description, allows an accurate assessment of the radiative trapping which regulates the 

interior and exterior temperatures of the buildings. 

Furthermore it should be noted that the chosen plan area fraction, p=0.5, is on the 

high end of the realistic values [48]. A lower value of p (for example 0.25-0.3 as is the 

case of north american cities) would increase the importance of the canyon fluxes 

compared to the roof one. This would result in stronger sensitivity of L2 scheme. 

However, further analyses are necessary in order to analyze in detail the scheme 

sensitivity to the urban morphometric parameters. 

From the point of view of the urban canopy analysis, the geometrical parameters 

needed to define a city are functions of the adopted scheme. L0 employs the height of the 

buildings and the aspect ratio of the urban canyon that characterizes the urban area, while 

L1 requires information regarding the preferred roads orientation (if the urban fabric 

allows its identification). L2 requires knowledge of the length of the urban canyons and 

the crossroads surface extension. L2 clearly has a cost, in terms of the required 

information, higher than that of L0 and L1. This aspect undermines the feasibility of 

using L2 for practical applications. The simplified version of L2 presented in this paper 
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reduces this drawback, limiting the required information to: i) the area of the the building 

roof that runs alongside the urban canyon, ii) its elevation and iii) the area of the road 

(including the intersection) that delimits the building on two perpendicular sides (Fig. 

3b). 

Regardless of the complexity of the scheme adopted to describe the urban SEB, the 

better understanding of the physical processes depending on the urban geometry can be 

useful for improving the choices made by modelers to include effects of urbanized areas 

in NWP models. 

 

APPENDIX A 

In the four-facet scheme, the reflection coefficients of the solar radiation undergo 

changes due to the modeling of both walls. Using the same notation adopted by [6], the 

component of the reflected solar radiation is: 

Ri(0) = αi(Sdir + Sdif),     i = 2,3,4   

The reflected solar radiations for the road and the walls after n reflections are 

R3(n + 1) =
α3
2
(1 − ψ3)(R2(n) + R4(n)) 

Ri(n + 1) = αiψiR3(n)+αi(1 − 2ψi)Rj(n),     i, j = 2,4  j ≠ i  

The sum of the n contributions for the different surfaces gives: 

∑R3(k) =
α3
2

n

k=0

(1 − ψ3) [∑R2(k)

n−1

k=0

+∑R4(k)

n−1

k=0

]+R3(0) 

∑Ri(k)

n

k=0

= αiψi∑R3(k)

n−1

k=0

+αi(1 − 2ψi)∑Rj(k)+Ri(0),

n−1

k=0

     i, j = 2,4  j ≠ i 

Solving the geometric system above for an infinite number of reflections, one obtains 

[29]: 

∑R3(k) = M3 =
a[R2(0)(Ξ3 + Θ3) + R3(0)(χ + Υ3 + Π3) + R4(0)(Ψ3 + Λ3)]

χ

∞

k=0
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∑Ri(k) = Mi =
[R2(0)(Ξi + Θi) + R3(0)(Υi + Πi) + R4(0)(Ψi + Λi)]

χ
, i = 2,4

∞

k=0

 

where: 

χ = 1 − (
γc+abc

γ−abe

γe+ade

γ−acd
). 

a =
α3

2
(1 − ψ3) b = α2ψ2 c = α2(1 − 2ψ2) d = α4ψ4 

e = α4(1 − 2ψ4)     γ = 1 −
α3

2
(1 − ψ3)(α2ψ2 − α4ψ4) =  1 − a(b − d) 

Θi =

{
 
 

 
 

γ+ab

γ−abe
,    i = 2

γ+ab

γ−abe
(1 +

γe+ade

γ−acd
) ,    i = 3

γ+ab

γ−abe

γe+ade

γ−acd
,    i = 4

        Λi =

{
 
 

 
 

ab

γ−abe
,    i = 2

ab

γ−abe
(1 +

γe+ade

γ−acd
) ,    i = 3

ab

γ−abe

γe+ade

γ−acd
,    i = 4

 

Ξi =

{
 
 

 
 

ad

γ−acd

γc+abc

γ−abe
,    i = 2

ad

γ−acd
(1 +

γc+abc

γ−abe
) ,    i = 3

ad

γ−acd
,    i = 4

        Πi =

{
 
 

 
 

b

γ−abe
,    i = 2

b

γ−abe
(1 +

γe+ade

γ−acd
) ,    i = 3

b

γ−abe

γe+ade

γ−acd
,    i = 4

 

Υi =

{
 
 

 
 

d

γ−acd

γc+abc

γ−abe
,    i = 2

d

γ−acd
(1 +

γc+abc

γ−abe
) ,    i = 3

d

γ−acd
,    i = 4

        Ψi =

{
 
 

 
 

γ+ad

γ−acd

γc+abc

γ−abe
,    i = 2

γ+ad

γ−acd
(1 +

γc+abc

γ−abe
) ,    i = 3

γ+ad

γ−acd
,    i = 4

 

APPENDIX B 

The analytical expression of C has been obtained by the polynomial interpolation of the 

original law reported in [39], viz.: 

C = a ln (
z0
δ0
) + b ln (

z0
δ0
)
2

+ c ln (
z0
δ0
)
−1

+ d ln (
z0
δ0
)
−2

+ e 

where a=0.01643, b=4.399e-4, c=-1.741, d=-0.1722 and e=0.4128. 

APPENDIX C 

In comparing the results obtained using the three UC schemes, the different geometry 

characterizing L2 with respect to the other two schemes should be born in mind. In fact, 

the presence of the crossroads modeled in L2 results in a greater extension of the road 
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surface with respect to L1 and L0. Therefore, despite the aspect ratio is the same for the 

three schemes, a condition of non-comparability occurs. It is therefore of primary 

importance to set the condition of geometric equivalence: 

λp
L0 = λp

L1 = λp
L2 = λp         (C1) 

where λp = Ab (Ab + Ar)⁄ , while Ab and Ar are the roof top and the street surfaces, 

respectively. By setting a reference value of λp, using the simplified version of L2 (see 

Section 3.3.3) and the assumption of square buildings of side L, Eq. (C1) yields: 

λp
L2 = λp =

L2

L2+W2         (C2) 

Equation (C2) can be rewritten as:  

L2(1 − λp) − 2wλpL − λpW
2 = 0       (C3) 

which has two distinct solutions: 

L = W[
λp

1−λp
±

√λp

1−λp
] 

Since only the positive solution gives L>0 for λp ∈ ]0,1[, one has: 

L = W(−1 +
1

√λp
)
−1

         (C4) 

which coincides with Eq. (46). This makes it possible  to define the size of the building, 

so that, for a given road width W, the value of λp is retained. 
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