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“E sono contento della scelta che ho fatto
Nemmeno un rimorso, nemmeno un rimpianto

Sì, sono contento, che bella scoperta
Non serve nient’altro che fare una scelta”

Michele Salvemini, in arte Caparezza
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Abstract

Low-Power Wide-Area Network (LPWAN) offer a low-cost solution for deploying large-
scale Internet of Things (IoT) infrastructures by adhering to a classic producer/-
consumer model with minimal requirements. However, as these deployments scale,
the need for low-latency, distributed, and collaborative data aggregation models be-
comes inevitable. The Cloud Edge Computing Continuum (CECC) has been proposed
as an evolution of traditional centralized, ultra-high-end processing clouds into a
continuum of collaborative processing elements, distributed from the cloud to the
network edge.

Integrating existing centralized and monolithic LPWAN architectures into the
CECC framework, however, poses several security challenges. To address these
challenges, I propose Edge2LoRa (E2L), a comprehensive and secure solution that
integrates LPWAN architectures into the CECC. This integration facilitates faster
data processing while minimizing the transmission of sensitive data. E2L enhances
network performance by enabling data pre-processing, optimizing traffic flow, and
providing real-time local analysis.

By progressively transforming existing LPWAN deployments into agile and ver-
satile infrastructures, E2L ensures seamless and efficient data processing across the
CECC while maintaining service continuity and full backward compatibility.

The E2L implementation is available as open-source and is compatible with
hardware that adheres to the Things Stack and Long-Range Wide-Area Network (Lo-
RaWAN) v1.0.4 and v1.1 specifications. The system’s performance was evaluated in
terms of network and computing resource utilization, Quality of Service (QoS), and
security. Results demonstrate significant improvements in both public and private
LoRaWAN infrastructures, without any disruption or degradation of existing legacy
services. In particular, for public LoRaWAN deployments supporting large-scale IoT
data streams and big data analytics, a reduction in core network bandwidth usage
by up to 90% is observed, along with data processing latency improvements of up
to 10×.

Additionally, as a further contribution, Edge4LoRa (E4L) incorporates a distinct
computing module capable of processing data streams at the network edge. This
module utilizes a Map/Reduce engine based on Apache Spark, enabling the ex-
ecution of various processing applications, including anomaly detection and data
reduction techniques. Furthermore, E4L enables efficient traffic routing across Lo-
RaWAN gateways, addressing the dynamic nature of IoT data traffic and the mo-
bility of source devices.

The proposed architecture ensures modularity, reliability, scalability, and ro-
bustness. The evaluation demonstrates its effectiveness under different testbed con-
figurations. Performance assessments were conducted using a hardware setup in a
laboratory, and we evaluated the architecture across three scenarios: data reduction,
scaling activation of edge gateways, and mobility-aware scenarios.
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Chapter 1

Introduction

The Internet of Things (IoT) has been a game changer in the way we operate,
live, commute, and conduct business thanks to its capacity to monitor in real-
time a broad range of environmental parameters in indoor, outdoor, industrial,
urban, as well as rural areas [37]. From homes to cities, from farms to factories,
in hospitals and vehicles, IoT deployments expand our ability to monitor physical
phenomena and offer us the opportunity to significantly enhance the way we control
our environment [69]. My research focuses on the expected significant growth in
the IoT sector, with IoT device connections predicted to rise from 7 billion in 2018
to 22 billion by 2025.

The proliferation of the IoT applications has significantly increased data gen-
eration across various fields such as informatics, urban planning, and economics.
The International Data Corporation (IDC) predicts that the global data volume
will reach a staggering 175 zettabytes by 2025. This explosion of data has created a
growing need for the analysis of vast and diverse datasets produced by a multitude
of IoT devices, often referred to as IoT big data. Within this diverse landscape
of massive IoT use cases, emerging Low-Power Wide-Area Network (LPWAN) tech-
nologies introduce a uniform approach for creating global networks of devices for
power-efficient and cost-effective integration of IoT data streams with cutting-edge
web services across numerous specialized sectors [16,33,51].

Given the realization of the above new/novel application scenarios, the Interna-
tional Data Corporation (IDC) [52] has projected that the global volume of data will
reach an astounding 175 zettabytes by 2025. For this reason the analysis of large and
diverse datasets generated, which is commonly referred to as IoT big data [59, 60],
needs to be done across the entire Cloud Edge Computing Continuum (CECC). Dis-
tributed computing plays a crucial role in the reduction of extensive network traffic,
enabling processing and real-time response to scale network dimensions.

To support communication between this large number of IoT devices, there are
technologies such as Long-Range Wide-Area Network (LoRaWAN) [5], which enables
devices to establish connections over large distances with minimal consumption of
energy and computational resources. Such scenarios are discussed within the Lo-
RaWAN Alliance through numerous white papers to support various use cases1.
Although there’s a growing necessity for distributed processing, LoRaWAN technol-

1https://resources.lora-alliance.org/whitepapers
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ogy operates on a centralized architecture, channeling all data produced by devices
to a singular network/application server and it uses end-to-end encryption to ensure
data confidentiality and security. In light of the existing limitations of current IoT
edge processing solutions, this thesis proposes the integration of a processing module
into a LoRaWAN architecture, capitalizing on the principles of edge computing.

In this work, I focus on LoRaWAN as one of the most adopted LPWAN tech-
nologies [23,30]. LoRaWAN introduces a centralised, monolithic, architecture where
network gateways (GWs) bridge traffic arriving from the IoT devices with the net-
work backbone by directly forwarding all the IoT traffic to central cloud services [4].
Following a licence-free ad-hoc deployment model, it provides an ideal solution
for connecting a wide range of IoT devices with minimal infrastructure require-
ments [49]. At the same time, the standard producer/consumer model adopted by
LoRaWAN allows the straight-forward deployment of cloud-based analytics services
to process the large amounts of IoT generated data streams [62]. For a graphical
representation of the key components of LoRaWAN, see Fig. 4.1.

LoRaWAN technology is recognized for its suitability in supporting very large-
scale deployments and managing substantial data volumes. The ETSI TR 103 526
(ETSI-EN-300) [18] document underscores the scalability and wideband capabilities
of LPWAN LoRaWAN technology, particularly its unique “network densification"
feature. The capture effect, an essential part of Long-Range (LoRa) modulation,
aids in multi-gateway setups by allowing at least one gateway to decode a packet
successfully, even amidst collisions. Increasing gateway density can enhance data
collection, improve the capture effect, and balance overall airtime. Another ap-
proach is the potential use of Long-Range 2.4GHz (LoRa 2.4GHz) while reduces the
range compared to traditional LoRa, it significantly enhances network capacity by
enabling higher data rates and eliminating the need to comply with any duty cy-
cle restrictions [32]. Specifically, the data rates for LoRa range from 0.3kbit/s to
50kbit/s depending on the spreading factor (SF) used [1], whereas LoRa 2.4GHz
supports data rates ranging from 0.595kbit/s to 253.91kbit/s. This higher data
rate allows LoRa 2.4GHz to facilitate the use of LoRaWAN for applications requiring
lower latency, higher data rates, and non-scheduled packet transmissions. Incorpo-
rating CECC in such applications is crucial for meeting the demands of real-time
operations over LoRaWAN.

Although LoRaWAN has served as an excellent starting point to integrate IoT
infrastructures with cloud services and big data analytics, the centralized architec-
ture faces certain bottlenecks when scaling up to large deployment areas. Increasing
the number of gateways that forward large volumes of unprocessed IoT data to the
centralised infrastructure places significant pressure on the network backbone in
terms of bandwidth, energy and security [50]. At the same time, the emergence of
new services that rely on new deployment and operational models require a shift
from the classical two-tier producer/consumer model to multi-tier models involv-
ing client or application consumers, applications, and data sources. Such kinds of
models necessitate a paradigm shift in the processing of IoT data for low-latency,
distributed and collaborative aggregation. We are now entering a new phase where
the fast and low-cost deployment strategy needs to be transformed into a scalable
and agile approach that comprehensively considers these service requirements and
optimally addresses them to enhance efficiency, sustainability, safety, and resilience.
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The main contributions of this thesis can be summarized as follows:

1. Edge2LoRa (E2L) is introduced, a new approach to transform the LoRaWAN
GWs into an active element in the CECC by providing computational and stor-
age resources at the edges of the network. The E2L elements are designed in
a way such that they respect the existing LoRaWAN specification and guaran-
tee backward compatibility, allowing seamless interoperability between legacy
and CECC-native elements, as demonstrated in the detailed performance eval-
uation included in the thesis.

2. A mechanism that enables the association of IoT LoRaWAN End Devices (EDs)
that are CECC-native to a specific CECC-native LoRaWAN Gateways (GWs)
that will serve as the intermediate point for processing and storage in the
CECC. The mechanism allows different strategies to be used for the association
of GWs to EDs based on diverse optimization criteria of the network operation,
the hardware capabilities and/or application-level metrics. The design allows
the dynamic association of EDs to GWs so that current network conditions
and application-level parameters can be taken into consideration to optimize
the available network, processing and storage resources.

3. An extended rejoin service procedure that allows the CECC-native ED, the
associated GW and the LoRaWAN Application Server (AS) to establish a group
key. The group key is used by the CECC-native EDs to encrypt the IoT data
before transmitting them to the LoRaWAN. Since the associated GW partic-
ipates in the key generation phase, this mechanism enables the CECC-native
GW to access the application payload of the LoRaWAN frames in a secure and
privacy-preserving manner. This extended rejoin service is fundamental to
allow the GWs to act as storage and processing elements within the CECC.
Simultaneously, given that the group key is established after the deployment
of the EDs in the area of interest, avoiding to hard-code the keys into the
ED firmware and the GW software, ensuring they are not fixed for the entire
duration of the network deployment.

4. A mechanism that provides certain Quality of Service (QoS) guarantees for
the processing and storage of messages within the CECC even in the case of
multiple deliveries of frames via legacy equipment. Detailed information are
provided on the operation of the network components and how they can co-
exist with public infrastructures that rely on legacy LoRaWAN Network Server
(NS) and LoRaWAN Join Server (JS) compliant with the LoRaWAN v1.0.4 or
v.1.1 specifications.

5. The integration of a processing module into a LoRaWAN network using the
principles of edge computing. Edge4LoRa (E4L), incorporates a distinct com-
puting module capable of processing data streams at the network edge. The
module utilizes a Map/Reduce engine based on Apache Spark, enabling the
execution of various processing applications, including anomaly detection and
data reduction techniques. Additionally, E4L enables traffic to move across
LoRaWAN GWs, facing the nature of the IoT data traffic mining and mobility
of the source EDs, and allowing to rely on multiple QoS guarantee.
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6. A complete implementation of the proposed mechanisms based on the Lo-
RaWAN specification v1.0.4 and v1.1 that is available as open-source software.
The implementation allows third-parties to develop novel services that utilise
all the resources available in the Cloud-Edge-Device processing and storage
continuum. The service provider can deploy the CECC-native EDs and GWs in
existing public LoRaWAN infrastructures, e.g., such as the TheThingsNetwork.

7. A multifaceted performance evaluation is conducted to assess the correct-
ness, security and network utilization of the new system. The services are
deployed in real-world devices in combination with an IoT device emulator
to recreate massive IoT application scenarios. To demonstrate that legacy
and CECC-native services can co-exist without any disruption or performance
degradation, CECC-native EDs and GWs are deployed in an existing public
LoRaWAN infrastructure.

In the following chapter (Chap. 2), the objectives of my doctoral research and
the outline of this thesis are addressed in detail.
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Chapter 2

Objectives

My doctoral research centered on optimizing the network performance, security, and
scalability of Low-Power Wide-Area Network (LPWAN), especially Long-Range Wide-
Area Network (LoRaWAN). Given the escalating deployment of Internet of Things
(IoT) applications and devices worldwide, the burgeoning volume of sensor data
demands advancements in these areas. Edge computing offers a compelling solution
to mitigate cloud burdens, alleviate network congestion, expedite response times for
end-users, and bolster security and privacy.

The primary objective of my research is to enable Cloud Edge Computing Con-
tinuum (CECC) over LoRaWAN while ensuring data integrity, confidentiality, and
privacy. To achieve this goal, the research is structured into three key phases: (1)
conducting a comprehensive analysis of the state of the art and the LoRaWAN pro-
tocol to identify relevant requirements and challenges; (2) developing a novel CECC
protocol specifically tailored for LoRaWAN environments; and (3) integrating dis-
tributed applications and exploring potential improvements driven by the needs of
real-world use cases. This phased approach facilitates a systematic exploration of
the limitations of existing protocols and the development of scalable, secure solu-
tions for edge computing over LoRaWAN.

Phase 1: In-Depth LoRaWAN Protocol Analysis and Requirement Iden-
tification

In the initial phase of this research, a comprehensive analysis of the state of the art
(Chap. 3) and the LoRaWAN protocol was conducted, focusing on its architecture,
security mechanisms, and operational characteristics (Chap. 4). This in-depth re-
view enabled me to pinpoint the specific requirements and challenges that must be
addressed to achieve secure and confidential CECC over LoRaWAN (Chap. 5).

By identifying these key areas, I laid the groundwork for developing solutions
that strengthen data privacy, enhance security protocols, and ensure the efficient
use of computational resources in edge environments. This foundation was essential
for overcoming the inherent limitations of LoRaWAN in supporting more advanced
applications and secure data handling.
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Phase 2: Development of a Novel CECC Protocol for LoRaWAN

Building upon the insights gained from the first phase, I developed and proposed
a novel CECC protocol specifically designed for LoRaWAN environments, named
Edge2LoRa (E2L). This protocol integrates advanced cryptographic techniques, pri-
vacy preserving mechanisms, and efficient communication protocols to ensure the se-
curity, integrity, and confidentiality of data processed at the network edge (Chap. 6).

A complete open-source implementation of E2L is available on GitHub1. The im-
plementation (Sec. 7.1) has been rigorously tested and is compatible with both real-
world and simulated devices, validating the correctness, scalability, and efficiency
of the proposed protocol. Testing with real hardware demonstrates its practical ap-
plicability, while simulated environments allow for the evaluation of the protocol’s
performance in large-scale and high-density scenarios (Sec. 7.2). This dual approach
ensures that E2L can handle a wide range of use cases, from small deployments to
massive IoT networks, offering both security and operational efficiency.

Phase 3: Integration of Distributed Applications & Improvements

The third phase of this research focuses on identifying and integrating a real-world
use case into the E2L architecture. This phase aims to leverage the distinct ad-
vantages of a distributed application, enabled by CECC, highlighting the significant
benefits of this approach in contrast to traditional centralized models, such as those
commonly used in LoRaWAN. By employing a distributed framework, scalability
is enhanced, fault tolerance is improved, and resource utilization becomes more
efficient, ultimately leading to better performance in edge computing environments.

The development of these use cases has driven substantial enhancements in the
E2L framework, culminating in an upgraded version known as Edge4LoRa (E4L).
This new iteration not only incorporates additional functionalities but also features
a refined architecture specifically designed to overcome several limitations identified
during the research process (Chap. 8). These improvements include optimized data
handling and better support for diverse application scenarios.

The implementation of this innovative solution is available in the same GitHub
repository1, offering researchers and practitioners access to the enhanced framework
for further experimentation and application across various scenarios (Sec. 8.4). By
making this resource available, I aim to encourage collaboration and exploration of
the potential applications of E4L in real-world settings.

The thesis concludes (Chap. 9) with a summary of the results achieved and an
overview of the foreseen improvements for the newly proposed framework.

1https://github.com/Edge2LoRa
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Chapter 3

Related Works

Long-Range Wide-Area Network (LoRaWAN) has received significant attention dur-
ing the past years since it is a crucial and promising Low-Power Wide-Area Network
(LPWAN) technology [58]. A comprehensive review of LoRaWAN from the perspec-
tive of network operation, security, applications, modelling and experimentation the
interested reader is presented in [62].

On the other hand, during the past couple of years only a handful of stud-
ies have been proposed to address the centralized architecture of the LoRaWAN
v1.1 network standard. Zhou et al. [68] propose to decouple the functionalities of
the LoRaWAN Network Server (NS) in four modules: connector, central server, join
server and network controller. Such a split can indeed assist in distributing the
centralized functionalities to different locations within the network. The scalability
however of this approach remains limited, the functionalities that can be decen-
tralized are related to the network management and operation, while at the same
time the proposed extensions are not compatible with existing, public LoRaWAN
deployments.

Liu et al. [38] propose an extension to Long-Range (LoRa) network standard that
allows to migrate the functions of rejoin and media access control (MAC) commands
into the LoRaWAN Gateway (GW). Since the GWs are required to store data related
to the network operation and a data synchronization mechanism is introduce to
allow the NS to have a complete view of the system. Like with the previous work,
this allows to mitigate the workloads of the central cloud that have to do with
network management and operation. Once again, the proposed extensions are not
backward compatible with the current LoRaWAN standard. More recently, Lu et
al. [31] proposes to migrate the functions of rejoin and media access control (MAC)
commands into the GW however instead of using a local database, a blockchain
network with multiple ledgers is designed. The resulting system improves the over-
all scalability of the network operations by utilising the Edge resources available
at the GW, however yet again it is not backward compatible with the current Lo-
RaWAN standard. The LoRaCTP is a flexible protocol based on LoRa that enables
data transfer over large distances with very low energy expenditure over a generic
FrUgal eDGE (FUDGE)/fog architecture [45]. The solution provides all necessary
mechanisms for LoRaWAN reliability and allows edge computing via a lightweight
connection, it is not however compatible with existing LoRaWAN deployments.
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The ability to introduce Edge/Fog processing for the analysis of the payload of
LoRaWAN frames is studied in [6, 24]. The proposed architectures utilise the com-
putational resources already available at the GW deployed to facilitate the anal-
ysis of IoT data in smart water distribution networks. A distributed key man-
agement system is introduced that shares the Application Session Encryption Key
(AppSEncKey) with the GWs so that they can decrypt and analyze the application-
level messages received. Both studies indicate significant reductions to the overall
load to network and cloud resources. However transmitting the AppSEncKey to the
disparate GWs introduces new vulnerabilities to the system. In contrast to these
approaches, the solution presented in this thesis does not require the exchange of
any secret key across the network.

The design of a LoRaWAN deployment in a smart campus enabling fog com-
puting on the LoRaWAN gateways giving them the LoRaWAN servers capabilities
is presented in [21]. The evaluation shows the benefits of the use of fog computing
however the solution proposed is not compatible with existing public networks and
its scalability is limited since the functionalities of the GWs and NS are collapsed
in a single entity. The focus of the authors was limited to the use of fog com-
puting nodes to support low-latency and location-aware IoT applications, and the
evaluation was conducted on a particular smart campus. As a result, there are no
indications provided on the scalability of the solution.

A different approach is followed in [20] to minimise upstream network traffic
in cases of overlapping network areas covered by multiple nearby GWs. In Lo-
RaWAN frames received by one or more GW are forwarded multiple times through
the network backbone to a central NS. To reduce the duplicate transmission, each
LoRaWAN End Device (ED) selects the nearby GW with which it has the best signal
quality to act as a so-called Rendezvous Point where analysis of the frames payload
can also take place. In dense deployments this approach has certain limitation since
transmitting large number of down-link frames leads to high loss rates. In contrast
to this approach, a scalable Edge2 Gateway (E2GW) selection is proposed that does
not require the exchange of any additional down-link frames.

The existing literature emphasizes the integration of processing modules at the
edge layer, where data originate, and researchers have been actively exploring and
evaluating novel solutions for edge data processing. One notable reference work in
the field of edge computing is EDGEWISE [22], which introduces a stream pro-
cessing engine specifically designed for edge computing environments. The authors
demonstrate that EDGEWISE, with its congestion-aware scheduler and pool of
fixed-sized workers, significantly enhances performance across various metrics.

Moving in the context of IoT, the authors in [53] present an edge-based pro-
gramming framework for stream processing in IoT environments. The authors
highlight the inefficiency of traditional core-centric data processing methods due
to data transfer latencies, particularly for time-sensitive applications. In addition,
a framework called Seagull is presented in [11], which focuses on building efficient,
large-scale IoT-based applications. Through a smart city scenario, the authors
showcase the impact on throughput by varying the amount of processing at the
edge and performing various streaming analyses such as filtering or aggregation.

Despite the significant contributions from these works, none of these solutions
are specifically tailored for LoRaWAN environments.
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Chapter 4

Background: LoRa &
LoRaWAN

Before introducing the Edge2LoRa (E2L) and Edge4LoRa (E4L) Network, it is essen-
tial to first outline the model, architecture, and key aspects of Long-Range (LoRa)
and Long-Range Wide-Area Network (LoRaWAN). This will provide a foundational
understanding of their inherent limitations and clarify the improvements that this
thesis aims to introduce.

In this chapter, I will introduce the LoRa physical layer and the LoRaWAN
architecture as defined in the current specification [4]. This will include a detailed
explanation of the roles of each network component, the various LoRaWAN End
Device (ED) classes, and the available methods for ED activation.

4.1 LoRa & LoRaWAN
LoRaWAN is one of the most widely used Low-Power Wide-Area Network (LPWAN)
technologies, developed by the LoRa Alliance as an open standard operating in
unlicensed frequency bands [4]. It utilizes the LoRa physical communication layer,
which employs a proprietary modulation technique known as LoRa Modulation—a
derivative of Chirp Spread Spectrum (CSS). This technique operates in the Sub-GHz
bands and is developed and distributed by Semtech.

LoRaWAN leverages Adaptive Data Rate (ADR) and various Spreading Fac-
tor (SF) ranging from 7 to 12, allowing for multiple simultaneous data rates and
messages on the same channel [39]. Each SF defines the data rate and maximum
payload size, based on the ratio between chip and symbol rates [48]. Data rates
range from as low as 22 bps to as high as 27 kbps, while maximum payload sizes
vary from 51 to 222 bytes, depending on the SF used [1].

4.2 LoRa Uplink Frame Structure
The LoRaWAN uplink frame structure is designed to facilitate communication be-
tween ED and the network through LoRaWAN Gateways (GWs), ensuring secure and
efficient data transmission. The frame structure can be broken down into several
key components as shown in Table 4.1.
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Table 4.1. LoRaWAN uplink frame structure

Preamble PHDR PHDR_CRC PHYPayload CRC

6 − 65535 bits 1 Byte 1 − 2 Bytes 1 − 255 Bytes 4 Bytes

• Preamble: the initial part of the frame used to synchronize the transmitter
and receiver. It helps the receiver detect the beginning of the frame and is
critical for precise timing in low-power operations.

• Physical Header (PHDR): contains information about the packet’s prop-
erties, such as spreading factor, coding rate, bandwidth, CRC presence.

• Physical Header CRC (PHDR_CRC): check for the PHDR, ensuring its
integrity 1-2 bytes (8-16 bits).

• Physical Payload (PHYPayload): contains the frame actual payload.
Composed of a header and a payload,

• CRC: integrity check for the PHYPayload.

Physical Payload

The physical payload (PHY Payload) contains several fields, which are crucial for
the operation of the LoRaWAN protocol. These include:

Table 4.2. LoRaWAN Physical Payload structure

MHDR MACPayload MIC

1 Byte 0 − 255 Bytes 4 Bytes

• MAC Header (MHDR): defines the Message type and its format. The
structure is presented in Table 4.3.

Table 4.3. The structure of the MAC Header. The first row shows the fields composing
the header, while the second row indicates the bits position for each field.

MType RFU Major

7..5 4..2 1..0

Table 4.4 shows the possible values for the MType field.

• MAC Payload (MACPayload): carries either the application data or con-
trol commands. Contains a frame header (FHDR) followed by an optional port
field (FPort) and an optional frame payload field (FRMPayload).

• Message Integrity Code (MIC): 4-byte field that ensures the integrity and
authenticity of the message
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Table 4.4. MAC message type.

MType Description

000 Join Request
001 Join Accept
010 Unconfirmed Uplink Data
011 Unconfirmed Downlink Data
100 Confirmed Uplink Data
101 Confirmed Downlink Data
110 Rejoin Request
111 Propetary

MAC Payload

The main body of the message, which carries either the application data or control
commands. Table 4.5 shows the structure.

Table 4.5. The structure of the MAC Payload.

FHDR FPort FRMPayload

7 − 22 Bytes 0 − 1 Bytes Variable size

• Frame Header (FHDR): includes information such as the device address
(DevAddr), frame control (FCtrl) field, and frame counter (FCnt). The FOpts
field id used to transport MAC commands, if present shall be encrypted using
the Network Session key. Table 4.6 shows its structure.

Table 4.6. The structure of the Frame Header.

DevAddr FCrl FCnt FOpts

4 Bytes 1 Bytes 2 Bytes 0 − 15 Bytes

• Frame Port (FPort): optional 1-byte field that identifies the application
port. Ranging from 1 to 223 for application-specific data and port 0 for MAC
commands.

• Frame Payload (FRMPayload): the actual payload of the frame, contain-
ing either user data or MAC commands. This field is encrypted using the
application session keys.

4.3 LoRaWAN Architecture

The main actors in a LoRaWAN 1.1 Network [4] are the ED, the GW, the LoRaWAN
Network Server (NS), the LoRaWAN Join Server (JS) and the LoRaWAN Application
Server (AS), as shown in Fig. 4.1.
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Figure 4.1. Architecture of the LoRaWAN v1.0.4 and v1.1 Network Standards [4]. The
figure illustrates the interrelations between the five key components: the LoRaWAN
End Devices (EDs), the LoRaWAN Gateways (GWs), the LoRaWAN Network Server (NS),
the LoRaWAN Join Server (JS) and the LoRaWAN Application Server (AS). The GWs
bridge traffic between the EDs and the NS without accessing the frame payload. The
NS manages the network operations, the JS provides authentication, authorization, and
access control to the EDs while Internet of Things (IoT) data streams are processed
centrally by the AS.

• LoRaWAN End Device (ED) often a small and cheap device that periodically
collects data from its sensors and broadcasts them using LoRa. It has limited
power computation capabilities to maintain its cost as low as possible and offer
the most extended lifespan possible, given that it is often battery-powered.

• LoRaWAN Gateway (GW): acts as a concentrator that collects frames from
the ED in its radio range and forwards those to the NS. It can connect with
many ED but can not access the payload of the received frames. It has two
different network interfaces: one for LoRa and one for Internet Protocol (IP)
based communications. The subsequent communications are conducted via
IP-based technologies; LoRa physical layer use is limited to exchanging frames
between the ED and the GW.

• LoRaWAN Network Server (NS): it manages the entire network by dynami-
cally controlling network parameters, such as the SF and the Data Rate (DR),
to respond to changing conditions. The NS ensures the authenticity of each
ED joining the network and checks the integrity of each frame. However, the
NS can not access the application data.

• LoRaWAN Join Server (JS): it manages the Over-The-Air Activation (OTAA)
(Sec. 4.5) method. It stores the information required to process the Join-
Request frame and to generate the Join-Accept in response to it after per-
forming the Network Session and Application Sessions Keys derivation. It is
responsible for notifying the NS to which AS an ED shall be connected.

• LoRaWAN Application Server (AS): it securely handles, manages and inter-
prets the application data. It is the only actor that can access the application
payload sent by the ED.
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4.4 LoRaWAN End Devices Classes

LoRaWAN defines three types of ED [4]:

• Class A: The ED opens two receive windows after an uplink message. The
second receive window is opened only if no downlink frame is received during
the first. It is possible to send a single downlink frame to this type of ED for
each uplink frame they send during those receive windows.

• Class B: The GW, via beacons, synchronises periodic receive widows of the
EDs in its radio range. It is possible to send downlink frames to those EDs even
when they do not send uplink frames; however, the overall energy consumption
increases.

• Class C: The ED continuously listens for downlink frames except when it
broadcasts an uplink message. This class is the most demanding energy-wise.

The Class A EDs have the most strict constraint. However, they are the most
common since they are the most energy efficient.

4.5 LoRaWAN End Devices Activation Methods

In LoRaWAN, the encryption of the payload is, by default, enabled in every trans-
mission. The LoRaWAN 1.1 specification specifies two methods to agree on a set of
session keys.

Activation by Personalization Method – ABP

The Activation By Personalization (ABP) method is the most straightforward; how-
ever, it is not secure and shall be used exclusively in the early stages of network
design tests. The ABP activation method consists of hard-coding the session keys
in all the interested actors (ED, JS).

Over-The-Air Activation Method – OTAA

The OTAA method is more sophisticated than ABP and allows a higher level of
security. In literature, lots of work presents some vulnerabilities in the OTAA [10,
14, 15, 17], offering alternative solutions or mitigation [29, 41, 57, 64]. Fig. 4.2 &
Algorithm 1 summarise the steps of the OTAA methods.

Before the activation, two 64-bit Extended Unique Identifiers shall be assigned
to the ED and the JS, respectively, the Device Extended Unique Identifier (DevEUI)
and the Join Extended Unique Identifier (JoinEUI).

Two root keys are hard-coded into the device: the Network Key (NwkKey) and the
Application Key (AppKey). These root keys are then used to derive two additional
keys: the Join Specific Encryption Key (JSEncKey) and the Join Specific Integrity
Key (JSIntKey). The JSEncKey is used to encrypt the JoinAccept frame, while the
JSIntKey is responsible for computing the Message Integrity Code (MIC) for that
frame
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Figure 4.2. LoRaWAN 1.1 Over-The-Air-Activation Method

1. The ED and the JS share the Root Keys and the information about the De-
vEUI and the JoinEUI. Moreover, the JS knows to which AS the ED shall be
connected.

2. The ED triggers the activation process via a Join Request frame containing its
DevEUI, the JoinEUI and a DevNonce. The ED computes the MIC using a key
derivated from the Root Keys.

3. The JS checks the MIC and the validity of the pair DevEUI and JoinEUI. If
the checks succeed, it replies with a Join Accept containing a JoinNonce.
The frame is encrypted with the JSEncKey, and its MIC computed with the
JSIntKey.

4. The ED and the JS can compute the Network and Application Session Keys
using the two nonces, the EUIs and the Root Keys.

5. The JS distribute the Network Session Keys to the NS and the Application
Session Keys to the AS.

Table 4.7 summarise the number of up-link and down-link frames exchanged
to complete the OTAA method.

Table 4.7. Number of Frames exchanged during the OTAA

Type of Frame Number of Frames
Uplink LoRaWAN 1

Downlink LoRaWAN 1
Minimum IP frames 6
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Algorithm 1 OTAA according to LoRaWAN 1.1 specification
ACTOR: ED

Require:
Hard-Coded Root Keys: NwkKey, AppKey
Hard-Coded JoinEUI: 64-bit Extended Unique Identifier of the Join Server
DevEUI: its 64-bit Extended Unique Identifier

upon event < OT AA, Init > do
NwkKey := from hard-coded Root Keys
AppKey := from hard-coded Root Keys
JSIntKey = aes128_encrypt(NwkKey, 0x06|DevEUI|pad16)
JSEncKey = aes_encrypt(NwkKey, 0x05|DevEUI|pad16)
F NwkSIntKey := ⊥
SNwkSIntKey := ⊥
NwkSEncKey := ⊥
AppSKey := ⊥
DevNonce := 2 Bytes Counter
jr = JoinEUI|DevEUI|DevNonce
trigger < LoRaReceive, JoinRequest|jr, GW >

end upon event

upon event < LoRaReceive, JoinAccept|ja > do
ja = eas128_encrypt(JSEncKey, ja)
JoinNonce := ja[0 : 3]
F NwkSIntKey = aes128_encrypt(NwkKey, 0x01|JoinNonce|JoinEUI|DevNonce|pad16)
SNwkSIntKey = aes128_encrypt(NwkKey, 0x03|JoinNonce|JoinEUI|DevNonce|pad16)
NwkSEncKey = aes128_encrypt(NwkKey, 0x04|JoinNonce|JoinEUI|DevNonce|pad16)
AppSKey = aes128_encrypt(AppKey, 0x02|JoinNonce|JoinEUI|DevNonce|pad16)

end upon event

ACTOR: GW
Require:

JoinEUI and IP address of the respective Network Server

upon event < OT AA, Init > do
ED := ⊥

end upon event

upon event < LoRaReceive, JoinRequest|jr > do
ED := jr[8 : 16]
trigger < Receive, JoinRequest|jr, NS >

end upon event

upon event < Receive, JoinAccept|ja > do
trigger < LoRaReceive, JoinAccept|ja, ED >

end upon event
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ACTOR: NS
upon event < OT AA, Init > do

JS := Respective Join Server
GW := ⊥
F NwkSIntKey := ⊥
SNwkSIntKey := ⊥
NwkSEncKey := ⊥

end upon event

upon event < Receive, JoinRequest|jr, gw > do
GW := gw
trigger < Receive, JoinRequest|jr, JS >

end upon event

upon event < Receive, JoinAccept|ja, js > do
trigger < LoRaReceive, JoinAccept|ja, GW >

end upon event

upon event < Receive, NetworkSessionKeys|NwkSKeys, js > do
F NwkSIntKey := NwkSKeys → F NwkSIntKey
SNwkSIntKey := NwkSKeys → SNwkSIntKey
NwkSEncKey := NwkSKeys → NwkSEncKey

end upon event

ACTOR: AS
Require: DevEUI: Indentified of End Device

upon event < OT AA, Init > do
AppSKey := ⊥

end upon event

upon event < Receive, ApplicationSessionKey|key, js > do
AppSKey := key

end upon event

ACTOR: JS
Require: Hard-Coded Root Keys: NwkKey, AppKey

Hard-Coded JoinEUI: its 64-bit Extended Unique Identifier
DevEUI: 64-bit Extended Unique Identifier of the End Device
Application Server linked to the ED as AS

upon event < OT AA, Init > do
NwkKey := from hard-coded Root Keys
AppKey := from hard-coded Root Keys
JSIntKey = aes128_encrypt(NwkKey, 0x06|DevEUI|pad16)
JSEncKey = aes_encrypt(NwkKey, 0x05|DevEUI|pad16)
F NwkSIntKey := ⊥
SNwkSIntKey := ⊥
NwkSEncKey := ⊥
AppSKey := ⊥

end upon event

upon event < Receive, JoinRequest|jr, ns > do
JoinEUI := 3 Bytes Device specific Counter
ja = JoinNonce|HomeNet_ID|DevAddr|DLSettings|RxDelay|CF List
ja = eas128_decrypt(JSEncKey, ja)
trigger < Receive, JoinAccept|ja, NS >
F NwkSIntKey = aes128_encrypt(NwkKey, 0x01|JoinNonce|JoinEUI|DevNonce|pad16)
SNwkSIntKey = aes128_encrypt(NwkKey, 0x03|JoinNonce|JoinEUI|DevNonce|pad16)
NwkSEncKey = aes128_encrypt(NwkKey, 0x04|JoinNonce|JoinEUI|DevNonce|pad16)
AppSKey = aes128_encrypt(AppKey, 0x02|JoinNonce|JoinEUI|DevNonce|pad16)
NwkSKeys := (F NwkSIntKey, SNwkSIntKey, NwkSEncKey)
trigger < Receive, NetworkSessionKeys|NwkSKey, NS >
trigger < Receive, ApplicationSessionKey|AppSKey, AS >

end upon event
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Chapter 5

Limitations, Possible
Improvements & Requirements

LoRaWAN is one of the most promising and used LPWANs, the benefits listed in
Sec. 4 make that technology particularly suitable for Wireless Sensor Network
(WSN). The following summarises the main limitation of LoRa and LoRaWAN:

1. Limited Payload size

2. Low Data Rate

3. Strict Duty Cycle restiction

4. Class A ED receive windows (Sec. 4.4)

5. The GW can not access the payload, so performing edge or fog computation
over LoRaWAN is impossible.

The limitations described in Point 1, 2 & 3 arise from the use of LoRa as
physical layer. These constraints are crucial to ensuring long-range and energy-
efficient communication. However, to expand the range of applications for which
LoRaWAN can be used, these limitations can be addressed by switching the physical
layer from LoRa to Long-Range 2.4GHz (LoRa 2.4GHz) [32].

LoRa 2.4GHz reduces the range compared to traditional LoRa but significantly
enhances network capacity by enabling higher data rates and eliminating the need to
comply with any duty cycle restrictions. Specifically, the data rates for LoRa range
from 0.3kbit/s to 50kbit/s depending on the SF used [1], whereas LoRa 2.4GHz
supports data rates ranging from 0.595kbit/s to 253.91kbit/s. This higher data
rate allows LoRa 2.4GHz to facilitate the use of LoRaWAN for applications requiring
lower latency, higher data rates, and non-scheduled packet transmissions.

On the other hand, the limitation in Point 4 significantly affects the energy
efficiency of the ED. Devices in Class B or Class C have relaxed or no constraints
on downlink frames, respectively, which increases energy consumption and thus
reduces the lifetime of battery-powered devices.

The improvements for the first four limitations are beyond the scope of this
thesis. However, it is crucial to highlight them because any solution aimed at
improving LoRaWAN technology must conform to these constraints.
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Conversely, I consider Point 5 to be a significant limitation. Edge/Fog Com-
puting is becoming increasingly critical for deploying efficient and cost-effective
WSN, offering well-documented benefits [44, 67]. These advantages include miti-
gating network congestion caused by the exponential growth of data exchanged as
the number of IoT devices increases, reducing the workload on cloud servers, and
providing faster response times to end-users due to geographically proximate compu-
tation. Currently, state-of-the-art LoRaWAN GWs function merely as concentrators,
forwarding frames to the NS.

This thesis proposes a new paradigm to overcome these constraints and enable
Cloud Edge Computing Continuum (CECC). In the following section, I will investigate
this point in detail, outlining a set of solutions ranging from the most straightfor-
ward to the more complex. Additionally, I will collect and analyze the necessary
requirements to ensure that the proposed solutions are not only comprehensive and
feasible but also aligned with the practical and operational needs of the LoRaWAN
ecosystem. This approach will help to address the limitations effectively while main-
taining the integrity and performance of the network.

5.1 Simple Edge Architecture

A straightforward solution to enable CECC is to consolidate the functionalities of
the GW, NS, JS, and AS into a single entity; some commercial GWs offer such
an integrated approach. Fig. 5.1 illustrates two examples of possible LoRaWAN
architectures that can be employed to implement this solution. In both cases, the
ED will interact directly with the GW, which also has server capabilities, allowing it
to access the payload of both the Network and Application LoRaWAN frames from
the device. However, this solution presents several issues:

• The ED will be able to exchange Network and Application LoRaWAN frames
solely with the GW to which it is activated.

• The OTAA uses a pair of root keys that need to be hard-coded in both the
actors. The ED will not be able to activate with other GWs or NSs without
compromising the overall security of the protocol.

• The GW with server capabilities represents a single point of failure. If it
crashes, the communication with the ED will be interrupted.

• The solution does not support mobility of the ED and the GW.

• GW computation capabilities are often comparable to a Raspberry Pi and
serve many EDs. Using such a solution will increase their workload since they
will perform Edge Computing, manage the network, set network parameters
for each device linked to them, and store many cryptography materials. Such
implication can decrease the number of devices a GW can serve, so it is nec-
essary to increase the number or the computational capabilities of the GWs.
Consequently, the cost of deploying and maintaining a LoRaWAN network
deployment could rise.
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• The solution requires a change at the architectural level of the LoRaWAN
Network, causing it to be incompatible with the existing and public LoRaWAN
network.
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Figure 5.1. Example of possible LoRaWAN Architectures for Solution 1

Collected Requirements

• The GWs shall not be a single point of failure.
• The protocol shall consider the possibility of mobility of both EDs and GWs.
• One of the main advantages of Edge Computing is to optimize the compu-

tation, distributing it over the IoT network without increasing network man-
agement costs.

• The compatibility between existing and public networks and existing Lo-
RaWAN networks shall be guaranteed. This means that actors using the
classical LoRaWAN protocol and the edge-enabled ones shall coexist in the
same LoRaWAN Network.

5.2 Group Application Keys Agreement

To enable Edge/Fog Computing on the GWs, the latter need to decrypt and access
the Application LoRaWAN frame payload while avoiding becoming a single point of
failure and ensuring backward compatibility. One potential solution is to enhance
the OTAA method to establish session Application Keys shared among the ED, the
GWs within the device’s range, and the AS. By encrypting the Application LoRaWAN
frames with these shared keys, the ED allows every GW within its radio range, as
well as the AS, to access the payload. This approach facilitates the processing of
data at the edge while preserving the flexibility and scalability of the LoRaWAN
network.
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This approach enables CECC in public networks by including only trusted GWs
in the key agreement process, with these trusted GWs maintained in an Active
Directory on the AS. It also ensures backward compatibility, as a GW can still use
the standard LoRaWAN protocol to forward the frame to the NS.

However, if an ED is within the coverage area of two or more GWs, each of these
gateways can access the payload and perform the necessary computation. This
can result in the same information being processed and transmitted multiple times,
potentially leading to overlapping network activities and redundant data handling.

The following algorithms present different approaches to agreeing on a set of
Application Session Keys shared among the ED, the AS, and a set of trusted GWs.

Algorithm 2 presents the pseudo-code in case the Group Key Agreement is
executed after completing the OTAA. In such a case, the ED, the AS and the set of
trusted GWs shall execute a new protocol on top of the OTAA. This will increase the
energy consumption of the ED, the number of total LoRaWAN frames exchanged,
and the elapsed total time needed for the activation.

Algorithm 2 GKA after OTAA
Require: ED, NS, JS, AS

Set of trusted Gateways: GWT = {GWT1 , GWT2 , . . . , GWTm }
OT AA(ED, NS, JS, AS)
groupSharedAppSKeys = GKA(ED, GWT1 , GWT2 , . . . , GWTm , AS)

Table 5.1 summarise the number of LoRaWAN up-link and down-link frames
exchanged to complete the Group Key Agreement after the OTAA.

Table 5.1. Number of Frames exchanged during the GKA After OTAA

Type of Frame Number of Frames
Minimum Uplink LoRaWAN 2

Minimum Downlink LoRaWAN 2
Minimum IP frames 6 + m

Algorithm 3 presents a tentative solution (Gateway-Integrated OTAA) in
which the Application Sessions Keys are provided to the set of trusted GWs by
the JS. In such an approach, the GWs do not contribute to generating the above
keys. For simplicity the algorithm shows only the delta between the OTAA and the
Gateway-Integrated OTAA.

Table 5.2 summarise the number of LoRaWAN up-link and down-link frames
exchanged to complete the Gateway-Integrated OTA Activation process.

Table 5.2. Number of Frames exchanged during the GW-Integrated OTAA

Type of Frame Number of Frames
Uplink LoRaWAN 1

Downlink LoRaWAN 1
Minimum IP frames 6 + m
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Algorithm 3 Gateways-Integrated OTAA
ACTOR: JS

Require: Set of trusted Gateways: GWT = {GWT1 , GWT2 , . . . , GWTm }
upon event < Receive, JoinRequest|jr, ns > do

JoinEUI := 3 Bytes Device specific Counter
ja = JoinNonce|HomeNet_ID|DevAddr|DLSettings|RxDelay|CF List
ja = eas128_decrypt(JSEncKey, ja)
trigger < Receive, JoinAccept|ja, NS >
F NwkSIntKey = aes128_encrypt(NwkKey, 0x01|JoinNonce|JoinEUI|DevNonce|pad16)
SNwkSIntKey = aes128_encrypt(NwkKey, 0x03|JoinNonce|JoinEUI|DevNonce|pad16)
NwkSEncKey = aes128_encrypt(NwkKey, 0x04|JoinNonce|JoinEUI|DevNonce|pad16)
AppSKey = aes128_encrypt(AppKey, 0x02|JoinNonce|JoinEUI|DevNonce|pad16)
NwkSKeys := (F NwkSIntKey, SNwkSIntKey, NwkSEncKey)
trigger < Receive, NetworkSessionKeys|NwkSKey, NS >
trigger < Receive, ApplicationSessionKey|AppSKey, AS >
for GWTi

∈ GWT do
trigger < Receive, ApplicationSessionKey|AppSKey, GWTi

>
end for

end upon event

ACTOR: GW
Require: DevEUI: Indentified of End Device

upon event < OT AA, Init > do
AppSKey := ⊥

end upon event

upon event < Receive, ApplicationSessionKey|key, js > do
AppSKey := key

end upon event

Collected Requirements

• Two or more Trusted GWs shall not execute the same computation on the
same frame or group of frames.

• No Edge processing should be duplicated. Each LoRaWAN frame should be
processed by only one Edge-Enabled Gateway. This will prevent overlapping
networks and reduce potential congestion caused by redundant information.
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Chapter 6

Enabling Cloud Edge
Computing Continuum in
LoRaWAN

Cloud Edge Computing Continuum (CECC) offers a natural evolution of informa-
tion technology provisioning of computation and storage, which was traditionally
bound to centralized data centres, to include resources available at the edges of
the network [44, 58]. In the case of LoRaWAN that adopts the design approach of
using simple protocols to realise a centralised architecture, one faces multiple im-
plications when trying to incorporate it in the CECC. Forcing the GWs to act as
simple bridges, at one hand accommodates the rapid and low-cost deployment of
unlicensed LPWANs, on the other hand excludes them from potentially acting as
trusted intermediate processing and storage elements in the CECC. Recently some
researchers have explored different approaches in modifying the specified operation
of the protocols, proposing alternative architectures to reduce the significant pres-
sure imposed on the central cloud services in cases of massive IoT data streams or
time-constrained consumption of IoT data [21,31,68]. At the same time, introduc-
ing changes to the architecture and the specified operation of the protocols while
maintaining backward compatibility is a challenging discourse [45].

I here propose a new approach that enables for the first time the efficient and
secure integration of LoRaWAN in the CECC while respecting the current specifi-
cations and maintaining backward compatibility, thus allowing seamless interoper-
ability between legacy and new elements. In other words, I allow the co-existance
of cloud-centric analytics services with the execution of novel services that build
upon edge computing concepts that require certain Quality of Service (QoS) guar-
antees. Consider that in the common case where IoT applications rely over public
LoRaWAN infrastructures, like for example the TheThingsNetwork1, it is impossi-
ble to expect that the operator will support extended versions of the LoRaWAN
Network Server (NS) and/or the LoRaWAN Join Server (JS) that deviate from the
current standards and may lead to service disruptions for already deployed devices
and services. For this reason, I guarantee that my extensions can be fully integrated
in public LoRaWAN infrastructures: CECC-native GWs can co-exist with legacy GWs

1https://www.thethingsnetwork.org/
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and communicate with a legacy NS and a legacy join server JS by respecting the
protocols defined in the current LoRaWAN specifications. I also guarantee that
the legacy IoT devices already deployed in the public LoRaWAN infrastructure will
not experience any service degradation when CECC-native elements are deployed.
The extended infrastructure of legacy and CECC-native GWs can support multiple
IoT applications, allowing the cooperative allocation of processing and storage of
CECC-native resources. Only for the special case where an IoT use case requires
that multiple QoS guarantees are respected concurrently, e.g., involving notions of
exactly-once and at-most-once processing of messages, the deployment of an NS
with extended functionalities is required.

The Edge2LoRa (E2L) [42] solution evolves the LoRaWAN architecture by intro-
ducing several elements: the device and GW registries, the table of device-gateway
associations, the GW selection module, the group key agreement module, the edge
processing executor module, the QoS support mechanism and the driver module.
Fig. 6.1 depicts how these newly introduced elements interconnect with the com-
ponents currently defined in the LoRaWAN network standard. Notice that the new
components that constitute the E2L architecture are depicted in blue color, while
the components already defined by the LoRaWAN standard are depicted in green
color. Remark that the standard components, i.e. those in green color, are also in
Fig. 4.1.
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Figure 6.1. Overview of the proposed E2L (E2L) architecture including the key components
of the current LoRaWAN network standard along with the ones introduced in E2L and
their interconnections. The diagram depicts the data flow for frames transmitted by
an E2L end device (Edge2 End Device (E2ED)) that is received by an E2L GW (Edge2
Gateway (E2GW)), which can be processed locally before forwarding through the E2L
driver to the AS (blue data link). Concurrently, frames transmitted by an E2ED and
received by a legacy GW, or frames transmitted by a legacy ED and received by an
E2GW, are forwarded to the NS (green data link), following the current LoRaWAN
network standard.
The far-edge layer comprises legacy LoRaWAN IoT EDs and EDs that are

compatible with the E2L framework, denoted as E2ED. At the edge layer, the legacy
LoRaWAN GWs provide the Packet Forwarder module, as defined in the LoRaWAN
network standard, along with GWs compatible with the E2L framework, denoted
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as E2GW. The E2GW introduces the E2L executor, a lightweight and thin applica-
tion virtualization layer for the execution of container-based micro-services and/or
Big Data analytics operators on the received sensor data streams. Finally, at the
cloud layer, each AS maintains the device registry, the GW registry and the ta-
ble of device-gateway associations. These are in constant communication with the
NS and JS so that the GW selection module can make Pareto-optimal decisions
based on network performance, analytics execution performance, energy efficiency,
security, reliability and dependability. The key agreement module establishes a se-
cure communication channel between the E2ED, the E2GW, and the AS. The E2L
driver is responsible for the facilitation of the execution flow of Big Data opera-
tors on IoT data streams and/or the migration of container-based micro-services to
the E2GWs. Finally, the QoS support module ensures that edge-based processing
provides certain guarantees.

In the overall system that combines legacy and E2L elements, frames transmit-
ted by an E2ED that are received by a E2GW can be processed at the edge layer
before they are forwarded to the E2L driver residing at the AS. In Fig. 6.1 this
execution and data flow is depicted using the blue data path. On the other hand,
frames transmitted by an E2ED that are received by a legacy GW and/or frames
transmitted by a legacy ED that are received by an E2GW will be directly forwarded
to the NS (green data link), without any processing at the edge layer, as per the
current LoRaWAN network standard. Since LoRaWAN frames may be received
by multiple GWs, some of them might be processed at the edge, while duplicates
may arrive unprocessed at the AS. Therefore correct distributed processing of mul-
tiple sensor data stream processing tasks may require specific QoS guarantees. It
is up to E2L driver in coordination with the NS to ensure the correct processing of
the data streams that respect different QoS policies, including “at most once", “at
least once" and “exactly once" notions to ensure appropriate data management in
different situations. For more details on the QoS guarantees see Sec. 6.4.

Typically frames in LoRaWAN contain data of the collected or processed infor-
mation of a physical phenomenon as observed by an IoT device. In the standard
LoRaWAN network standard, the ED encrypts the data included in the payload of
a frame using a common key established between the ED and the AS. Therefore
in the current LoRaWAN standard, neither the GW nor the NS are capable of de-
crypting the data part of the payload of the frames received. In E2L, access to the
data included in the payload of the frames is enabled by establishing a group key
between the E2L driver included in the AS, the E2GW and the E2ED. The group
key agreement protocol introduced in this paper relies on light-weight asymmetric
encryption techniques that ensure the confidentiality of the exchanged data between
E2ED, E2GW, and the E2L driver, while at the same time keeping at minimum the
energy and memory consumption. For more details see Sec. 6.3.

In the following sections I look into the modules that make up E2L and how
they operate throughout the lifecycle of the network, from the deployment of the
gateways and devices to the actual operation and data processing.
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6.1 Gateway and Device deployment

The deployment of an E2L GW (E2GW) in a LoRaWAN requires to follow the GW
registration process defined in the current LoRaWAN network standard: the 64-bit
globally unique identifier of the GW (GatewayEUI ) is provided to the NS and it
is also inserted in the configuration of the legacy packet forwarder module of the
GW along with the hostname or IP address of the NS. After this standard step,
the GatewayEUI is also inserted in the GW registry of E2L along with information
regarding the processing and storage capabilities of the E2GW as well as the capa-
bilities of the IP-level network in terms of, e.g., available bandwidth and latency.
Naturally, the network level parameters are monitored continuously to reflect the
current conditions.

Similarly, the deployment of an E2L device (E2ED) requires first to follow the
OTAA join process flow defined in the current LoRaWAN network standard (Alg, 1).
First, the 64-bit globally unique identifier of the device (DevEUI ) along with the 64-
bit globally unique identifier of the network the device is joining (JoinEUI ) needs to
be hardcoded in the E2ED firmware along with the necessary information to setup
the end-to-end encryption between the E2ED and the NS and AS. Second, these
information are stored in the JS that is overseeing the standard LoRaWAN join
procedure. Third, these information are also inserted in the device registry of E2L.
In addition, the AS may introduce application-level metrics for each ED. These
metrics are also stored in the device registry.

6.2 Gateway and Device association

In the current LoRaWAN network standard, the GWs are acting as bridges that
directly forward the packets received from the wireless medium to the NS through
the IP-based network. Recall that the GWs are incapable of decrypting the payload
of the frames received. Moreover, due to the license-free ad-hoc deployment model
adopted, gateways may have overlapping areas of network coverage (a) resulting
in an increase of network traffic at the network backbone as frames are relayed to
the NS multiple times, (b) may cause unexpected frame collisions and duty-cycle
exhaustion.

On the other hand in E2L the E2ED is associated with one E2GW that is enabled
to process the data included in the payloads of the frames transmitted by the E2ED.
The association of devices with GWs is carried out centrally based on the application
specific needs. Such an approach has several benefits.

First, the radio-level statistics received by the NS from the GWs are used for
optimizing data rates, airtime and energy consumption in the network for each de-
vice individually [4]. Moreover, a global view of the network-level and radio-level
performance allows to reach Pareto-optimal assignments that (i) optimize power
consumption of the device while ensuring that frames are still received at the asso-
ciated E2GW; (ii) equalize the Time-on-Air of frames transmitted by the E2ED in
each spreading factor’s group; iii) balances the assignment of E2ED to E2GW and
the use of spreading factors across multiple E2GW and iv) keep into account the
channel capture [25].
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Figure 6.2. Example of a Pareto optimization strategy considered in E2L.

Second, IoT deployments consist of very diverse devices which require system
support for a wide range of resource capabilities and security requirements. Some
services may require low-latency processing of IoT data utilising specific hardware
and software capabilities. Certain GWs may be small, battery operated, possi-
bly mobile or deployed in outdoor environments potentially vulnerable to security
threats while others may have access to specific heterogeneous hardware acceler-
ators, such as Graphic Processing Units (GPUs) and Field Programmable Gate
Arrays (FPGAs), thus achieving higher data processing throughput and energy-
efficient execution. A centralized assignment allows a hardware-conscious optimiza-
tion of the available resources in a holistic way [66].

Third, in cases when sensor data stream processing tasks are executed via a cen-
tralised Big Data processing framework, the operators of each task are organized in
a data-flow graph that models the dependency between the operators. Operators
may split data streams into windows of finite size based on criteria like time inter-
vals, element counts, or sliding windows over which the computations are applied.
In other cases join operators may combine frames arriving from the same E2ED or
frames generated by multiple E2EDs based on common attributes. Ideally, each op-
erator should be executed at the most suitable point across the CECC. Suitability
is related to the available processing, storage, energy and communication resources
and data access. Big Data frameworks have as an ultimate goal to scale out ex-
ecution to increase performance by employing elaborate scheduling algorithms are
used to identify the optimal execution plans that distribute data across the CECC.
Information of such optimal execution plans will enable decisions such as where to
execute each operator allowing intelligent resource selection and allocation [63].

The above dimensions provide a broad range of design choices for an optimiza-
tion assignment of E2ED-E2GW. An example Pareto-optimal optimization flow dia-
gram is illustrated in Fig. 6.2. The example indicates several dimensions taken into
account along with their respective architectural collection points.

The table of device-gatewey associations provides a comprehensive view of the
network topology by storing one entry for each device-gateway pair based on the
radio-level statistics provided by the NS. In particular, during the operation of the
network, as defined in the current LoRaWAN standard, when a GW receives a
frame from an ED it carries out certain link-level budget/measurements, such as
the Received Signal Strength Indicator (RSSI) and the Signal-to-Noise Ratio (SNR),
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and inserts them in the frame’s header that is forwarded to the NS. The table of
device-gateway associations of E2L is continuously listening for such updates from
the NS given the latest radio-level statistics received from the GWs. Upon receiving
updated radio-level statistics, it updates the corresponding entry related to the
specific device-gateway pair.

Since the registries and the table of associations are continuously updated E2L
can detect E2EDs and/or E2GWs that are no longer accessible, as well as changes in
the topology due to the dynamic nature of the wireless medium, e.g., increase/de-
crease in noise producing interference, or due to changes of the device positions in
case of passive or active mobility. Similarly, the IP-level network is continuously
benchmarked in terms of available bandwidth and latency between E2GW-NS and
E2GW-AS connections.

The GW selection module will associate each E2ED to an E2GW by consulting
the device and gateway registries along with the table of device-gateway associations
of E2L. Remark that the specific detail of an assignment strategy is presented in
the Appendix.

As soon as the assignment is done, the selected E2GW takes on the responsibility
of coordinating uplink and downlink data traffic between the E2ED and the AS as
well as facilitating local processing and storage of frames following the processing
and/or storage tasks assigned to the E2GW. As a result, direct communication
via an IP link is established between the E2GW and the AS. VPN channels are
preferred for this purpose, as they follow established best practices for providing
secure communication between NS and GWs in LoRaWAN infrastructure. Remark
that although the E2GWs are connected to only one NS, the above process does not
exclude the possibility that each E2GW is connected to one or more AS.

The final step is to provide a secure communication channel between the E2ED
and the E2GW so that the latter can have access to payloads of the frames transmit-
ted by the E2GW. This is done using the group key agreement protocol presented
in the following section.

6.3 Group key establishment

I here propose a group key agreement protocol that enables the creation of a shared
session encryption key between the three involved actors. Remark that at this stage,
the E2ED is already activated with the NS and the AS and the communication
between the E2GW and the AS is secure. For simplicity I here assume that each
E2ED is assigned to a single E2GW, however, the protocol can support any number
of E2GWs.

Two shared session encryption keys are created between the E2ED, E2GW and
the AS: the Edge Session Encryption Key (EdgeSEncKey) and the Edge Session
Integrity Key (EdgeSIntKey). The former is used to enable secure encryption and
decryption of the frame payload. The latter is used to check the integrity of the
edge-specific frames. Here I propose the use of Elliptic Curve Cryptography (ECC),
a public-key cryptography that uses elliptic curves over finite fields to create cryp-
tographic keys [36, 40]. ECC offers a higher level of security with smaller key sizes
compared to other public-key cryptography techniques such as RSA [2]. This ad-
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Table 6.1. Proof of the E2L group key agreement protocol

E2ED EdgeSKey = P rivE2ED × GAS−E2GW = P rivE2ED × (P rivAS × P ubE2GW) = P rivE2ED × P rivAS × P rivE2GW × P (6.1)

E2GW EdgeSKey = P rivE2GW × GAS−E2ED = P rivE2GW × (P rivAS × P ubE2ED) = P rivE2GW × P rivAS × P rivE2ED × P (6.2)

AS EdgeSKey = P rivAS × GE2GW−E2ED = P rivAS × (P rivE2GW × P ubE2ED) = P rivAS × P rivE2GW × P rivE2ED × P (6.3)

KEY P rivE2ED × P rivAS × P rivE2GW × P = P rivE2GW × P rivAS × P rivE2ED × P = P rivAS × P rivE2GW × P rivE2ED × P (6.4)

vantage enables the use of asymmetric encryption in resource-constrained scenarios,
such as LoRaWAN EDs, with minimal energy consumption and memory consump-
tion [41].

This approach helps to mitigate the computational overhead, particularly on the
device, which is introduced by asymmetric cryptography compared to symmetric
cryptography. Moreover, ECC, and hence asymmetric cryptography, is exploited
only to compute the secret shared between the three parties. Once the two edge
keys are computed, AES-128bit encryption shall be used complying with the actual
LoRaWAN specification.

The protocol is triggered by the E2ED, however, to optimize network utilization
and reduce latency, the E2GW should share its ephemeral public ECC keys with
the AS. Remark that the procedure is enforced on classical LoRaWAN application-
specific frames where the payload is encrypted with AppSEncKey and integrity is
performed with FNwkSIntKey. The E2GW and any other GWs in the radio range
of the E2ED will forward the frame to the NS. The NS checks the integrity and,
if successful, it sends the frame to the AS, discarding possible duplicates of the
same frame. To simplify the presentation of the algorithm Alg. 4 shows only the
relevant steps for my proposal, not including steps of the LoRaWAN standard frame
exchange.

Tab 6.1 shows the proof that the three actors compute the same key. The E2ED
(Eq. 6.1), the E2GW (Eq. 6.2), and the AS (Eq. 6.3) compute a value that is the
multiplication of the three private ECC key and the same point P of the Elliptic
Curve. Since the private ECC keys are scalar, the three actors have computed the
same secret as shown in Eq. 6.4.

The EdgeSKey shall be used to derive the EdgeSEncKey and the EdgeSIntKey
using a 128-bit hashing function as shown in Alg. 4. The hashing function allows
for greater flexibility in choosing the size of the elliptic curve used in the protocol,
which impacts the size of the secret. This ensures that the security of the protocol
is not compromised due to a constraint on the size of the curve.

The AS shall securely share only the EdgeSIntKey with the NS, to check the
frame integrity in case the E2GW is not available, or the frame coming from legacy
GWs.

Finally, the complete network lifecycle from LoRaWAN device activation to E2L
Cloud-Edge-Device coordination establishment is depicted in Fig. 6.3. The figure
also includes the E2GW selection process discussed in the previous section.

It is worth noting that the E2GW remains active for legacy EDs, thus frames
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Algorithm 4 E2L Group Key Agreement
Require: ECC Curve with point P common to every actor.

ACTOR: E2ED
upon event < E2LGKA, Init > do

P rivE2ED = random_bytes()
P ubE2ED = P rivE2ED × P
EdgeSEncKey = ⊥
EdgeSIntKey = ⊥
trigger < Receive, EdgeJoinRequest|P ubE2ED, AS >

end upon event
upon event < Receive, EdgeJoinAccept|GAS−E2GW > do

EdgeSKey = P rivE2ED × GAS−E2GW
EdgeSEncKey = hash128(0x01|EdgeSKey)
EdgeSIntKey = hash128(0x02|EdgeSKey)

end upon event
ACTOR: E2GW
upon event < E2LGKA, Init > do

P rivE2GW = random_bytes()
P ubE2GW = P rivE2GW × P
EdgeSEncKey = ⊥
EdgeSIntKey = ⊥
trigger < Receive, P ubInfo|P ubE2GW, AS >

end upon event
upon event < Receive, P ubInfo|(GAS−E2ED, P ubE2ED) > do

GE2GW−E2ED = P rivE2GW × P ubE2ED
trigger < Receive, P ubInfo|GE2GW−E2ED, AS >
EdgeSKey = P rivE2GW × GAS−E2ED
EdgeSEncKey = hash128(0x01|EdgeSKey)
EdgeSIntKey = hash128(0x02|EdgeSKey)

end upon event
ACTOR: AS
upon event < E2LGKA, Init > do

P rivAS = random_bytes()
P ubAS = P rivAS × P
EdgeSEncKey = ⊥
EdgeSIntKey = ⊥

end upon event
upon event < Receive, P ubInfo|P ubE2GW > do

GAS−E2GW = P rivAS × P ubE2GW
end upon event
upon event < Receive, EdgeJoinRequest|P ubE2ED > do

trigger < Receive, EdgeJoinAccept|GAS−E2GW, E2ED >
GAS−E2ED = P rivAS × P ubE2ED
trigger < Receive, P ubInfo|(GAS−E2ED, P ubE2ED), E2GW >

end upon event
upon event < Receive, P ubInfo|GE2GW−E2ED > do

EdgeSKey = P rivAS × GE2GW−E2ED
EdgeSEncKey = hash128(0x01|EdgeSKey)
EdgeSIntKey = hash128(0x02|EdgeSKey)
trigger < Receive, IntKey|EdgeSIntKey, NS >

end upon event
ACTOR: NS
upon event < E2LGKA, Init > do

EdgeSIntKey = ⊥
end upon event
upon event < Receive, IntKey|EdgeSIntKey > do

EdgeSIntKey = EdgeSIntKey
end upon event
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Figure 6.3. LoRaWAN device activation and E2L coordination procedures to enable edge
processing while maintaining backwards compatibility.

received from legacy EDs are still forwarded to the NS following the LoRaWAN
standard.

6.4 Multiple deliveries and QoS support

In the current LoRaWAN standard the NS is responsible for identifying and remov-
ing frames received multiple times, selecting those with the best signal quality to
forward to the AS. On the other hand, in E2L deployment, multiple alternatives of
frame routing, processing and storage may happen concurrently either at the edge
or at the cloud. Frames consumed at an associated E2GW are not forwarded to
the NS but instead the AS is notified directly about the outcome of the edge-based
processing and/or storage. At the same time, frames received from legacy GWs
coexisting in the infrastructures arrive at the AS via the NS. It is therefore crucial
to make sure that duplicate processing and/or storage of data is avoided. It is the
role of the E2L driver module to coordinate the flow of data in the CECC.

In the following paragraphs I examine the six possible scenarios of up-link frame
transmissions. I consider the first three scenarios simple, in the sense that processing
and/or storage of frames takes place exclusively a single point in the CECC, e.g.,
either at the cloud or at the network edge. The other three scenarios constitute more
complex cases where some frames may traverse the network by following alternative
paths that involve legacy and E2L elements. In these latter scenarios it is crucial to
ensure that the frames are not processed and/or stored multiple times throughout
the CECC when it is required to respect “at-most-once” or “exactly-once” QoS
guarantees.
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Figure 6.4. Flow of frames in simple scenarios where legacy and E2L elements co-exist in
the IoT deployment. In cases 1 and 2 the network operates in full compliance with the
LoRaWAN network specifications without being able to execute any processing and/or
storage task in the CECC. Case 3 depicts the case where only E2L elements are active
and processing and storage tasks are executed at the network edge.

Case 1: Frames transmitted by a legacy ED are received by both legacy
GWs and E2GWs

In the first case, frames transmitted by a legacy ED are received by both a legacy
GW and an E2GW. In this case the E2GW operates in full compliance with the
LoRaWAN network specifications. In other words, the frames along with all the
radio-level information collected from all GWs are forwarded to the NS. The NS
uniquely selects those with the best signal quality and delivers them to the AS while
discarding any duplicate frames implementing the existing LoRaWAN protocols.
Fig. 6.4 depicts this standard flow.

Case 2: Frames transmitted by a E2ED are received only by legacy GWs

The second scenario illustrates the case where the frames transmitted by an E2ED
are received only by legacy GWs and thus no edge processing can take place. Like in
the previous case, the frames are forwarded to the NS which will deliver them to the
AS following the standard flow described in the LoRaWAN network specifications.
Once again no processing and/or storage of frames can take place at the network
edges. The flow is depicted in Fig. 6.4.

Case 3: Frames transmitted by an E2ED are received only by an E2GW

The third scenario considers one more simple case since the frames transmitted by an
E2ED are received only by the associated E2GW without the activation of any legacy
elements due to continuous failures. Such failures may involve permanent failures on
the hardware equipment or continous wireless interference blocking proper reception
of the frames. This results in frames delivered to the AS via a single path. In this
case the processing and storage of frames may be carried out exclusively at the
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Figure 6.5. E2L frame flow in a mixed scenario through both legacy and E2L elements.
The figure also illustrates the flow of metadata involving the NS and the AS, taking
into account modifications to the NS and the enabling of “exactly-once” QoS.

associated E2GW. Fig. 6.4 depicts how the processing and/or storage of the data
included in the payloads of the received frames is carried out at the network edge.
The outcome of the edge-based processing and/or storage is forwarded directly to
the E2L driver module residing at the AS. At the same time, the collected radio-
level information along with application-level metadata are forwarded to the NS so
that the device and gateway registries are properly updated to reflect the current
network conditions.

To be noted that the NS involvement is not always necessary for the processing
of the application-level metadata. For instance, when considering backward com-
patibility with legacy NS the metadata only needs to reach the AS. The system will
maintain its functionality because radio-level metadata will still be forwarded to
the NS.

Case 4: Frames transmitted by an E2ED are received by both a legacy
GW and by an E2GW

In the fourth scenario up-link frames arrive at the AS through multiple paths as
shown in Fig. 6.5 without experiencing any transient of permanent failures. The
frames received by legacy GWs are forwarded to the NS and are eventually delivered
to the AS following the standard flow described in the LoRaWAN network specifi-
cations, similar to case 1. At the same time, the frames received by the associated
E2GW may be processed and/or stored at the network edge, in a way similar to
case 3. Whenever it is required to support “at-most-once” or “exactly-once” QoS
guarantees it is necessary to ensure that the frames are not processed and/or stored
twice throughout the CECC. However I consider this to be a simple case since the
scenario naively assumes that no transmission failures occur and that frames are
always delivered through both paths. Under these assumptions, the necessary mech-
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anisms are provided for the AS to properly identify and discard duplicate frames
without requiring any modification to the legacy NS.

In order to enable QoS by detecting processed frames at different levels, the E2L
protocol works to generate metadata used to notify processed frames together to the
aggregation result. The E2L driver module residing in the AS implements a duplicate
detection filter (DDF) for identifying whether a given frame has previously appeared
in a stream of data. The DDF is used to identify with no errors, duplicate frames
in constant time [26]. The DDF relies on metadata produced by the E2GW upon
receiving a frame that is about to be processed and transmitted to the AS. As shown
in Fig. 6.5, there are two types of metadata generated: radio-level and application-
level. The metadata are used to ensure that the device registries and table of
associations are properly updated, like in case 3. At the same time application-level
are also used to register the frame ID in the DDF maintained by the AS. In this
way the AS will be notified about a frame being properly received at the E2GW
and discard the one also delivered by the NS. After transmitting the metadata, the
E2GW will process the frame as per the assigned processing and/or storage tasks.
The outcome of the edge-based processing and/or storage may be transmitted to
the AS at a later stage, as soon as the edge-based tasks are completed.

Case 5: All frames transmitted by an E2ED are received by an E2GW
while some are also received by legacy GWs

The fifth scenario is similar to the fourth one, with the difference that now I assume
that some frames are not received by a legacy GW. That is, I now assume a more
realistic case where some transient failures occur either at the hardware level or
during wireless transmissions however involving only the legacy GW. On the other
hand no failures occur during the reception of the frames by the associated E2GW
as depicted in Fig. 6.5.

Like in the fourth scenario, the DDF maintained by the E2L driver module is
enough to guarantee that the AS will be in a position to identify and discard the
frames received by the legacy GW and arriving through the NS.

Case 6: Some frames transmitted by an E2ED are received only by a
E2GW or only by an legacy GW

The sixth scenario represents the most realistic case where due to wireless transmis-
sion failures and/or transient failures at the hardware of both legacy and CECC-
native hardware, some up-link frames arrive either through both paths or via one
of the two paths as shown in Fig. 6.5. The complexity of this case is more evident
considering that a processing and/or storage task may be composed by one or a
combination of more operators that apply i) one-to-one and one-to-many transfor-
mations of the received frames that are communicated directly to the AS and/or ii)
many-to-one transformations potentially aggregating data received from multiple
frames where results are communicated after all frames received within a window
are processed and/or stored.

When a processing and/or storage task relies on transformations that require
the aggregation of multiple frames arriving over a window of time, avoiding inaccu-
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rate aggregations due to missing frames or frames being computed multiple times is
needed. This can be achieve this by assigning a timeout on the processing and/or
storage of each single frame delivered to the AS via the NS. The duration of the
timeout is appropriately set by the E2L driver module in a way such that it will
allow the E2GW to complete the processing of the operator. The E2L driver module
decides on the length of the timeout based on a series of factors taking into con-
sideration the type and combination of the operators used along with the data-flow
graph that models the dependency between the operators and the hardware-level,
network-level and application-level operation parameters of the E2GW. The E2L
driver module relies on the up-to-date information stored in the device and gateway
registries. For example, for filter operators the timeout can be set to zero; for map
operators that carry out one-to-one or one-to-many transformations the timeout
can be set in relation to the latency of the E2GW-AS link and the computational
resources of the E2GW; for window operators, the timeout needs to also consider
the size of the window.

Depending on the actual task and given the presence of frames being delivered
via legacy elements, the AS may have to repeat the processing and/or storage tasks
carried out by the E2GW. This will require the transmission of the raw data included
in the frames received only by the E2GW to the AS so that the transformations can
be accurately executed respecting the required QoS policies. “At-most-once” is the
cheapest with the least implementation overhead and highest performance because
it can be done in a fire-and-forget fashion without keeping the state in the E2GW or
at the E2ED. Guaranteeing “at-least-once” requires multiple transmission attempts
in order to counter transport losses which means keeping the state at the device
and utilising the LoRaWAN acknowledgement mechanism. The “exactly-once” is
the most expensive and has consequently the worst performance because, in addi-
tion to “at-least-once” that relies on the LoRaWAN acknowledgement mechanism,
it requires the state to be kept at the NS in order to filter duplicate deliveries.
Additional implementation details are provided in Sec. 7.1.3.
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Chapter 7

Implementation Details &
Performance Evaluation

7.1 Implementation Details

The implementation of the E2L services depicted in Fig. 6.1 is available as open-
source project1 to freely download and execute in public or private LoRaWAN de-
ployments. To be noted that a previous version of the code has been demonstrated at
MobiCom2023 [43]. This demonstration involved the use of five physical end devices
(Heltec Cubecell HTCC-AB012 & HTCC-AB023), two of which were implementing
the legacy LoRaWAN components while three included also the E2L extensions. The
demonstration also included a NS based on the Things Stack4, compatible with the
LoRaWAN 1.0.4 specification. The demonstration aimed to validate the system’s
functionality within private deployments in a scaled-down scenario.

Tab. 7.1 summarizes the complete implementation details for the different com-
ponents deployed through the three layers of the architecture.

Table 7.1. E2L module implementation details.

Component Programming
Language

Main Libraries

E2ED [43] Arduino and
RIOT-OS

Crypto (AES), micro-ecc (ECC)

E2GW Rust tonic (RPC), p256 (ECC), lorawan-
encoding (Packet parsing, decryption, en-
cryption)

AS Python Eclipse Paho (MQTT), gRPC (RPC), py-
cryptodome (Crypto)

ED emulator NodeJS lora-packet (Packet parsing, encryption)

1https://github.com/Edge2LoRa
2https://heltec.org/project/htcc-ab01-v2/
3https://heltec.org/project/htcc-ab02/
4https://github.com/TheThingsNetwork/lorawan-stack



38 7. Implementation Details & Performance Evaluation

7.1.1 Far-Edge layer

At the far-edge layer I implement the E2L Key Agreement module based on the
secp256r15 elliptic curve. I selected this curve as it employs 256-bit private keys
and 512-bit public keys. Remark that the public keys can be compressed to 33
Bytes, making them suitable for transmission over a single LoRaWAN frame. The
computed secret key is of the same size as the private key. Subsequently, it undergoes
two SHA256 hashing processes, each concatenating the secret with a byte, differing
in the two rounds. The first 16 bytes of the result are then used to generate the
final EdgeSEncKey and EdgeSIntKey.

I provide a hardware-agnostic implementation of the E2L Key Agreement module
using the RIOT Operating System [55] since it supports many different architectures
for 8bit, 16bit, 32bit and 64bit processors, provides a simple process manager with
support for multi-threading, provides a generic network stack and also power man-
agement [56]. I also use Arduino to provide a hardware-specific implementation of
the module for the Heltec Cubecell HTCC-AB01 and HTCC-AB02 as they provide
a native implementation of LoRaWAN 1.0.46. Both RIOT OS and Arduino incor-
porate the micro-ecc library [34] that implement ECDH and ECDSA for 8-bit,
32-bit, and 64-bit processors. The implementation of the 128-bits AES encryption
was based on the crypto module provided by RIOT OS [54] and by Arduino7.
These cryptographic functions can be used within security protocols at the system
level by providing seamless crypto support across software and hardware compo-
nents [27]. A detailed evaluation of the energy consumption overhead incurred by
the E2L Key Agreement module due to the use of the ECC on different common IoT
chips is available in [41]. Moreover, this implementation can be easily replicated on
other hardware/software platforms. This is because the LoRa driver, which is a key
component in the system, is not modified. This means that the changes are largely
agnostic to the underlying hardware and software, making them versatile and easy
to implement across different systems.

7.1.2 Edge layer

At the Edge layer I implement the E2L executor module that is deployed at the
E2GW. The executor is interconnected with the standard Packet Forwarder of the
Semtech8 through a light-weight proxy component implemented in Rust. The proxy
intercepts traffic from the Packet Forwarder and redirects it to the E2L executor
module after it has been decrypted by the E2L Key Agreement module executed
within the E2GW. The LoRaWAN packet parsing, decryption and encryption are im-
plemented with the lorawan-encoding crate9, while the Elliptic Curve cryptographic
primitives are implemented using the p256 crate10. The communication over the
RPC Protocol is implemented using the tonic create11, which is a production-ready

5https://neuromancer.sk/std/secg/secp256r1
6https://github.com/HelTecAutomation/CubeCell-Arduino
7https://rweather.github.io/arduinolibs/crypto.html
8https://github.com/Lora-net
9https://docs.rs/lorawan-encoding/latest/lorawan_encoding

10https://docs.rs/p256/latest/p256/
11https://docs.rs/tonic/latest/tonic/
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implementation of gRPC 12 for Rust.

7.1.3 Cloud layer

For the implementation of the E2L extensions residing at the cloud layer I use the
Thing Stack. It is implemented using Python3 and it interfaces with Thing Stack
using the MQTT integration that the latter offers. Using the MQTT integration
the E2L components residing in the AS can receive the uplink LoRaWAN packets
and schedule downlink ones. The MQTT interface is implemented with the Eclipse
Paho library13. The communication between the AS and the E2GW exploit the
RPC Protocol, implemented using the gRPC Python3 SDK 14. All the cryptographic
primitives are implemented using the pycryptodome library15 which offers support
for both symmetric and asymmetric cryptography and for hashing functions.

For the implementation of the different QoS policies, as mentioned in Sec. 6.4,
modifications to the Network Server (NS) are not always required. This is partic-
ularly true when considering backward compatibility with legacy NS systems. The
provision of the “at-least-once” and “at-most-once” QoS guarantees depends on the
version of the LoRaWAN network specifications implemented by the NS. The main
difference between the two versions of the specification lies in the check of frame
integrity:

• LoRaWAN 1.0.4: No integrity check is computed by the NS. The NS checks
the FCnt of the E2L frame received, and if the check passes, it forwards it to
the AS.

• LoRaWAN 1.1.0: The NS checks the frame integrity using the FNwkSIn-
tKey. The MIC, used for this integrity check, is computed using the new
EdgeSIntKey. Consequently, the integrity check of the NS will fail, resulting
in the frame being dropped. Given that the NS will reject all E2L frames,
certain precautions must be taken by the E2ED or the E2GW to ensure the
NS can effectively manage network parameters and downlink scheduling. Two
potential solutions are proposed:
(a) The E2ED periodically sends a legacy frame to the NS, allowing it to
update the FCnt and schedule downlinks accordingly. While this solution does
not compromise security, it mandates the E2ED to intermittently transmit a
legacy frame, impacting the benefits of Edge Computing.
(b) Using the secure channel established through the group key agreement, the
E2ED shares the FNwkSIntKey with the E2GW. Subsequently, the E2GW can
periodically generate simulated legacy frames containing the updated counters
and an aggregation of the network metrics. These frames are then transmitted
to the NS to facilitate updates. Although the latter solution does not com-
promise the advantages of Edge Computing, it introduces a potential security
impact.

12https://grpc.io/
13https://eclipse.dev/paho/
14https://grpc.github.io/grpc/python/
15https://www.pycryptodome.org/
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The choice between these solutions involves a trade-off between security and
uninterrupted edge-level operations.

Given these considerations, E2L supports the “at least once” QoS guarantee in
the case of LoRaWAN 1.0.4, while it supports the “at most once” QoS guarantee
in the case of LoRaWAN 1.1.0, both fully supports the existing deployed struc-
tures, ensuring that the system’s operational continuity is maintained. However,
to support the “exactly-once” QoS guarantee the NS needs to support the DDF
discussed above requiring the coordination between E2GW, the NS and the AS in
combination with advance mechanisms for data buffering and retransmissions [35].
Table 7.2 summarizes the QoS guarantees that E2L is capable of supporting, detail-
ing all possible combinations of E2L and legacy components.

Table 7.2. QoS support for different configuration scenarios.

Network Server LoRaWAN
Specification

QoS Backward
compatibility

E2L

Legacy 1.0.4 at least once ✓

5Legacy 1.1.0 at most once ✓ ✓

E2L support 1.0.4 exactly once ✗ ✓

E2L support 1.1.1 exactly once ✗ ✓

7.1.4 Hybrid testbed for Large scale experimentation

In contrast to the small-scale evaluation presented in [41,43] here I wish to look into
large-scale LoRaWAN deployments. Moreover, in contrast to the previous evalua-
tions, I am interested to evaluate the backwards compatibility of the provided E2L
extensions with the LoRaWAN network standard. It is therefore crucial to provide
an environment that allows to experiment using a public infrastructure rather than
a privately deployed one. For this reason, I developed a detailed emulator module
for the End Devices, a tool designed to reproduce LoRaWAN frames received in a
real-world network environment.

The tool is a comprehensive emulator software of LoRaWAN EDs that allows
the creation of extensive testing environments, encompassing thousands of EDs on a
controlled network setup. The emulated EDs adhere to LoRaWAN v1.0.4 and v1.1
specifications and support the OTAA activation method. The modular architecture
allows different types of LoRaWAN EDs (Class A, B, and C) to be modelled, each
with the ability to send different payloads as defined by the configuration scripts.
Emulated LoRaWAN EDs transmit their PhyPayload frames via UDP to the GWs,
which encapsulate them into either Semtech UDP frame Forwarder (GWMP) mes-
sages for delivery to the NS, in case of legacy frame, or to the assigned E2GW
executor according to the logic implemented in the E2L driver.

The tool provides separate configuration parameters to control and fine-tune the
activity of the legacy EDs and the E2ED. Parameters such as the EDs source rate
and the message payload can be configured for each device individually. Moreover,
the emulator can be connected to a real dataset of sensor values so that it can
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encapsulate the sensor values in the payloads of the transmitted frames, achieving
in this way a higher fidelity. This feature allows for more accurate and realistic
testing and evaluation of the system’s performance under conditions that closely
mimic real-world scenarios.

At the network level, real LoRaWAN network traffic is reproduced by incorpo-
rating the detailed frames loss model introduced in [25]. The interference model
considers EDs deployed in geographic areas that are covered by multiple GWs.
The coverage of each GW is represented by a circular radius. The model consid-
ers uniformly deploying EDs in areas where multiple GWs operate with possible
overlapping coverage areas. The emulator is fully aligned with the methodology
described in the referenced paper [25] and is modelled by the following formula,
reported as formula [25](13).

Sc(Gsf ) = 2π

∫ R/α

0
δsf e−2 α2r2

R2 Gsf r · dr+

+δsf (πR2 − πR2/α2)e−2·Gsf

(7.1)

The above formula (Eq. 7.1) generalises the medium access control in LoRaWAN
that follows Aloha scheme in a scenario where the EDs are uniformly distributed.
The model is specifically formulated for a circular coverage area and the throughput
is calculated in the presence of a channel capture effect. In the formula δsf =
Gsf /(πR2) is the density of traffic load offered to a SF=sf and R is the cell radius.
Due to the scenario configuration, a target ED is actually competing with a fraction
of devices generating the total load Gsf . Indeed, neglecting the effect of random
fading and assuming an attenuation law of type r−η, all the interfering nodes at
a distance higher than α · r, with α = 10SIR/10η > 1, do not prevent the correct
demodulation of the signal from the target ED. Here, SIR represents the Signal to
Interference Ratio and η is the propagation coefficient. The smaller the α coefficient,
the lower the number of competing EDs. Therefore, the throughput can be obtained
by Sc(Gsf )/Gsf . Finally, the model supports the presence of multiple GWs with
overlapping areas, where M is the number of GWs deployed in the coverage area
and Sc(G) the throughput perceived under load G, the total capacity can be by
approximated by M

∑
sf Sc(Gsf /M).

Fig. 7.1 illustrates the developed testbed setup for the purposes of the large-scale
performance evaluation. The ED layer and part of the GW layer are replaced by the
emulator that communicates with software components executed in real-hardware
elements. In the figure, light-blue blocks represent emulated components, while yel-
low blocks represent real deployment hardware elements. To validate the backward
compatibility of the proposed architecture, utilizing the TheThingsNetwork public
LoRaWAN infrastructure.

7.2 Performance Evaluation

In this section, I present a comprehensive evaluation in terms of the network perfor-
mance improvements and the security guarantees provided by the E2L extensions
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Figure 7.1. Overview of the testbed that combines emulated elements with real-hardware
communicating with the TheThingsNetwork, a public LoRaWAN infrastructure. The
diagram is color-coded to distinguish between the emulated components (light-blue)
and the actual hardware elements (yellow).

to the current LoRaWAN network specifications. The results presented here pro-
vide insights on the advantages of my design choices and how they can be used to
improve the operation of large-scale LoRaWAN deployments.

Several sectors can benefit from the capabilities of E2L. For instance, in Wa-
ter Metering and Flow Monitoring, edge processing improves computing latency.
The E2L solution enables faster data processing by leveraging the substantial com-
puting capacity of network servers, thus enhancing the efficiency of water network
monitoring [6]. Moreover, privacy preservation can benefit from edge processing as
it reduces the transmission of sensitive data to cloud servers, thereby mitigating
privacy risks and potential misuse or theft of user data. In the realm of water
management, edge computing allows for the implementation of solutions to detect
user anomaly patterns and identify water leakage, enhancing the overall security
and efficiency of the water network [24].

Smart Buildings is another vertical application that can benefit from the E2L
solution that performs data pre-processing aggregation at IoT gateways, reducing
network bandwidth consumption and addressing issues such as transmission delay
and packet loss [3]. Furthermore, traffic flow control is enabled by migrating data
processing and aggregation tasks to the edge, optimizing traffic flow, minimizing
bandwidth requirements for end users, while maintaining data quality. Real-time
local analysis is made possible by E2L, enabling local data traffic analysis and real-
time notifications to a local entity, facilitating efficient monitoring and management
of smart building systems.

In the Smart Industry vertical, the enhanced security of the E2L approach imple-
ments security measures to protect against attacks and data manipulation, ensuring
the robustness of edge nodes, servers, and networks, thereby safeguarding critical
industrial infrastructure. Finally, in Agricultural Applications, the solution takes
into account power resource optimization [49]. It improves power resources and
battery capacity in agricultural settings by incorporating a flexible task offloading
scheme that considers the power resources of each device.
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7.2.1 Network Performance

In terms of network performance, first, I evaluate the performance of a large-scale
LoRaWAN deployment that follows the standard network specification to serve
as baseline. Then I introduce the E2L extensions and measure the improvements
achieved under various traffic loads. My goal is to highlight the benefits of the E2L
proposal and also demonstrate the backward compatibility of all the E2L extensions
when operated in a LoRaWAN infrastructure that is fully compliant with the current
network standard.

Large-scale Deployment Scenario

In this chapter, I focus on massive IoT scenarios that encompass dense deployments
of a large number of IoT devices that require massive connectivity to efficiently
transmit streams of sensor data to cloud services [16,23,33]. I look into deployments
that are expected to reach device densities ranging from 1k to 10M devices per
square kilometer [19]. Apart from the device density, other factors that need to be
taken into consideration are the device duty-cycle, the sensor sampling rate and the
message generation frequency. Furthermore, the density of the gateways and the
resulting overlap in the network coverage needs to be taken into account since they
affect the overall performance of the network [12].
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Figure 7.2. A large-scale IoT network scenario comprised from 3000 EDs and 2 GWs
uniformly deployed in a circular area of 1 km of radius.

I design a large-scale IoT network scenario where 3000 devices are uniformly
deployed in a circular area of 1 km of radius, producing a total of 500 frames of 24
bytes each and using a transmission rate of 1 frame every 3 sec. The LoRaWAN data
rate is set to DR = 5 (spreading factor set to SF = 7 and bandwidth 125KHz).
Moreover, two GWs are deployed equally spaced at 0.15 km from the centre of the
circular area. The devices are progressively activated with an interval of 0.1 sec,
resulting in a transitory period of approximately 5 minutes before all the devices
become active. The selected scenario produces a density of approximately 950
devices per square kilometre and generates 1000 frames per second. According to the
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formula (13) of [25], each GW perceives on average a network Frame Delivery Ratio
(FDR) of 31%. The complete list of parameters used for the evaluation scenario is
summarized in Table 7.3. For a graphical representation of the deployment scenario
refer to Fig. 7.2.

In the experiments presented here, the devices are configured to act as legacy
ED or as E2ED. Similarly, the gateways are either set to legacy mode or E2GW.
In the experiments that involve E2ED and E2GW, the E2L driver is configured to
assign half of the E2ED to one E2GW and the other half to the other E2GW. I
use this simple approach of partitioning the E2ED to E2GW so that I can better
understand the improvements in comparison with the performance of the legacy
LoRaWAN components. The performance of different Pareto-optimal strategies, as
those discussed in Sec. 6.2, are left as future work.

In terms of the high-level application, I introduce only one application where
the edge-computing task deployed to the E2GW comprises of a series of one-to-
one and many-to-one operators applied on a device-based window. I configure the
window size to 30 seconds. As a result, I expect that for every 10 frames received
from each E2ED the task will produce a single message containing the aggregated
value of the 10 measurements included in the payloads of the original frames. Once
again, other kinds of edge-computing tasks that reflect specific use-case scenario
are left for future work. Since in LoRaWAN each device can belong to only one
application, the gateways will execute the group key agreement module for each
device only once. Therefore, the scalability of E2L is independent of the number
of applications but depends only on the number of devices. Moreover, since each
device is assigned to only one gateway, there is no repetition of the execution of the
group key establishment module across multiple number of gateways.

All experiments are carried out for a total duration of 30 minutes. Repeat-
ing each experiment multiple times until the certainty is above 95% to ensure the
repeatability of the results.

In terms of hardware used throughout the experiments, for the gateways and
E2GW I use Raspberry Pi 4 Model B units, each equipped with a Broadcom
BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit SoC @ 1.8GHz and 4GB of
RAM running Debian GNU/Linux 11. The AS is deployed on an Intel NUC, sup-
plied with an Intel i5-6260U CPU @ 1.80GHz and 8GB of RAM running Ubuntu
22.04.3 LTS. For the experiments that rely on the TheThingsNetwork public infras-
tructure, the NS is provided by the TheThingsNetwork. On the other hand, when
I deploy a NS within the laboratory, I use an Intel NUC, similar to the one used to
host the AS, that is an Intel i5-6260U CPU @ 1.80GHz and 8GB of RAM running
Ubuntu 22.04.3 LTS.

Evaluation in Different Scenarios

I have selected four metrics to evaluate the performance of the E2L system: the total
number of frames transmitted over the IP-based network, the number of frames
delivered solely by one gateway, and the computational resources utilized by the
host machine, specifically the percentage of CPU usage and the amount of memory
usage measured in Gigabytes (GB). The first two metrics define the volume of traffic
arriving from each delivery route and help us identify the data reduction due to edge
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Table 7.3. LoRaWAN scenario simulation parameters for the realistic large-scale scenario.

Parameter Value
Deployment area circular area of 1km radius
Number of Gateways 2
Gateways deployment equally spaced at 0.15 km from the center
Number of Devices 3000
Device deployment uniform
Device activation pattern progressively activated with an interval of

0.1 sec
Device activation method OTAA
Transmission Data Rate DR = 5
Bandwidth BW = 125KHz
Spreading Factor SF = 7
Propagation Coefficient η = 2.9
Frames transmitted 500
Frame transmission rate 1 frame every 3 seconds
Frame size 24 bytes
Frame delivery ratio based on interference model defined in [25]
Aggregation window size 30 seconds
Experiment duration 30 minutes

processing being executed at the E2GW. Moreover, they help us identify the usage
frequency of the DDF for detecting duplicate deliveries to support “at-most-once”
and “exactly-once” QoS guarantees.

First scenario: baseline performance of Legacy elements

I start by measuring the performance of the LoRaWAN deployment when only the
legacy components are activated. Fig. 7.3 depicts the overall performance in terms
of the performance metrics defined in the previous section. Since the devices are
progressively activated, during the first five minutes the number of frames received
by each gateway and consequently transmitted to the AS increases. During the next
period of 20 minutes, given that all the devices are activated, a steady reception
of frames is observed from both gateways and their forwarding to the AS. During
this period, all devices collectively transmit 1000 frames per second. Finally, during
the last 5 minutes of the experiments, after having transmitted all 500 frames, the
devices deactivate. Thus during this last period the total number of frames received
by the gateways eventually drops to zero.

Looking into the period where all the devices are activated in Fig. 7.3a, to be
noted that although a total of 1000 frames are transmitted every second by all
the devices, it can be observed that each gateway correctly receives approximately
300 frames per second. The number of lost frames is due to the integrated FDR
model used in this study, as presented in Sec. 7.1, which is about 31% at each
GW, equivalent to approximately 300 frames per second. This is an indicator of
the number of transmission failures at the wireless medium due to interference
resulting from the given device density. This kind of visualization is essential for
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Figure 7.3. Baseline performance for ED, GW and AS when only legacy components are
activated via the TheThingsNetwork public infrastructure.

understanding the load distribution among different gateways in the network.
Among these 300 frame transmissions properly received by each gateway ev-

ery second, some frames are received by only one gateway while others are re-
ceived by both. Those frames received by both gateways are detected as du-
plicate frames when they reach the NS and are thus dropped. Therefore these
frames represent the union probability of the frames received at each GW and ex-
pressed as P (GW1) and P (GW2) respectively, and computed P (GW1 ∪ GW2) =
P (GW1) + P (GW2) − (P (GW1) ∩ P (GW2)), where the intersect probability rep-
resents the duplicate frames. This equation accounts for the probability of frames
received at both gateways, ensuring no double counting of the overlapping frames
removed by the NS. Finally, the AS receives approximately 520 frames per second,
that accounts for about the 50% of the frames emitted from the emulated devices.
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During the experiment, it is observed that the resource utilization of both GWs
and also for the AS are maintained at minimum levels. In terms of computational
load, Fig. 7.3b the CPU usage is lower in the host machine accommodating the AS,
average of 1.8% concerning 3.2%, due to the more powerful hardware. Fig. 7.3c
shows the memory usage at the host machines that accommodate the GW and
the AS. Again, the memory usage at the AS is higher than at the GWs. This is
because it runs an Ubuntu operating system, as opposed to the Raspbian operating
system deployed on the two host machines where the GWs are deployed. The
Ubuntu system is more resource-intensive, which contributes to the observed higher
memory usage of 1GB with respect to the 0.4GB perceived from the host machines
accommodated by the GWs.

Second scenario: performance of the E2L extensions
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Figure 7.4. Overall performance for E2ED, E2GW and AS when E2L extensions are acti-
vated via the TheThingsNetwork public infrastructure.

I now proceed with the performance evaluation when the E2L extensions are ac-
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tivated. Fig. 7.4a depicts the number of frames received by each E2GW, which
is more or less the same as in the case when legacy GWs were used as depicted
in Fig. 7.3a. On the other hand, the number of frames transmitted to the AS is
drastically reduced due to the edge-computing tasks deployed to the E2GW module
executor. In comparison to the legacy scenario, the number of frames received by
the AS is reduced to approximately 10%: on average, about 52 messages compared
to 520 frames. This drastic reduction illustrates the efficiency of the aggregation
function, which can help conserve network resources and reduce data transmission
volume without losing essential information.

In terms of the resulting computational load of the E2GW when the E2L com-
ponents are activated, Fig. 7.4b indicates an increase on the CPU usage by about
an average of 6.8 percentage points. This increase in the CPU usage is due to
the edge-computing task being executed that carries out a series of one-to-one and
many-to-one operators on the 30-seconds windows. Moreover, the increase in the
CPU usage is also due to the deciphering and ciphering of each frame so that the
data payload can be extracted. Given all these considerations, the shift of process-
ing from the cloud to the edge does not result in any significantly additional resource
consumption in terms of CPU usage. On the other hand, the CPU usage of the AS
is slightly reduced by an average of 1.2 percentage points since the AS is no longer
aggregating the frames as this is now done at the edge of the network. Similarly,
in terms of memory usage, it seems that the activation of the E2L components does
not present any significant increase when compared with the legacy scenario.

These experiments provide evidence that the E2L extensions can help reduce the
network traffic of the core backbone network and also reduce the processing load on
the AS, without significantly increasing resource utilization at the edge level. This
finding is crucial as it demonstrates the potential of edge computing when combined
with LoRaWAN in managing network resources more efficiently.
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Figure 7.5. Assessment of the benefits for the proposed approach in terms of bandwidth
utilization using the legacy LoRaWAN standard as baseline in comparison with the E2L
extensions when the edge-computing task is deployed to the E2GW.
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To further illustrate the benefits provided by the E2L approach, the first five
minutes of the experiment are examined as the number of devices are activated. I
calculate the bandwidth utilization of the IP-level network backbone connecting the
gateways with the NS of the public infrastructure. Fig. 7.5 depicts the drastic re-
duction in bandwidth utilization as the number of active devices increases from 1 to
3000. Using this specific reference, it can deduce that there is an average bandwidth
reduction of 91.60% when the number of active E2ED is 1500. This demonstrates
that the E2L approach, with its strong data aggregation capabilities at the edge
level, can significantly reduce network bandwidth usage. This is particularly bene-
ficial in large-scale deployments or high-density environments with numerous active
devices, where the gateways utilise internet connections provided by various ac-
cess technologies, e.g. 3G/4G access technology with lower bandwidth. This also
applies to situations where multiple gateways share the same backhaul through a
single central NS.

Third scenario: verifying the backwards compatibility of the E2L
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Figure 7.6. Assessment of the backwards compatibility of the proposed approach.

The previous experiments were conducted by utilising a public infrastructure, that
is TheThingsNetwork. I wish to look further into the backwards compatibility of
the E2L extensions by conducting an experiment in a scenario with 1500 legacy EDs
and 1500 E2ED deployed over the same area where two E2GW are operating. In
this case, the E2L driver equally assigns the 1500 E2ED to the two E2GW. At the
same time, the 1500 legacy EDs are connected by both E2ED. Fig. 7.6 depicts the
number of frames received by each E2GW. The results are substantially similar to
before for what concerns the received frames at each E2GW. However, the number
of frames received at the AS falls somewhere in between the values observed in
purely legacy and E2L scenarios. Since only half of the deployed devices are E2ED,
the edge-computing task executed at the two E2GW can only aggregate the sensor
values included in the frames transmitted by the 1500 E2ED. Specifically, since the
E2ED transmit on average 500 frames per second, these are reduced, on average, to
50 messages that are transmitted to the AS. The remaining 500 frames per second
received on average by the legacy EDs, are directly forwarded for processing to the
AS through the NS. I remark here that a subset of these frames are not received due
to the interference phenomena. This scenario illustrates how the system can handle
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both legacy EDs and E2ED devices simultaneously, eliminating the need to replace
existing devices during a transition period. This feature enhances the system’s
flexibility and adaptability, making it more feasible for real-world implementations.
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Figure 7.7. Impact of the proposed method on data latency to the AS. The bar plot
represents the average latency for each terminal in the legacy scenario, with the standard
deviation indicated by the error bar.

Latency in data reaching the AS is another key factor to consider. As illustrated
in Fig. 6.1, the direct connection between the gateway layer and the AS bypasses
the NS, reducing overall latency since the NS no longer processes the frames. To
quantify this reduction in processing overhead, a private infrastructure is used where
the NS, AS, and E2GW are located within the same local network, minimizing
network transmission delays. For the experiment, 20 out of 3000 terminals are
randomly selected, and the average delay time comparison between the legacy and
E2L scenarios is plotted. The results are depicted in Fig. 7.7. In the legacy setup,
the average time for frames to travel from the gateway to the AS, passing through
the NS, is around 180ms, shown in a bar plot with standard deviation presented
via error bars. In contrast, in the E2L setup, where the E2GW connects directly
to the AS, the average delay drops to approximately 16ms for the same 20 devices
configured as E2ED. Note that, in the legacy case, frame aggregation happens at
the AS, while in E2L, aggregation occurs at the E2GW. This direct gateway-to-AS
data transfer results in a 92% reduction in delay when comparing the two scenarios.

Fourth scenario: handover in case of failures

During the execution of the experiment where all the devices are E2ED and both
gateways are E2GW, a failure occurring at one of the two E2GW at the 15th minute
is introduced. The E2L driver notices that the gateway registry has marked the
failing E2GW as being offline and re-assign the E2ED to the other E2GW. Fig. 7.8
shows how the frame rate of the failing E2GW drops to zero while the traffic of the
other E2GW almost doubles after the re-assignment of the E2EDs. The experiment
illustrates the resilience of the proposed approach. It is evident that the processed
frames at E2GW 1 drop to zero immediately at the 15-minute mark. Despite this,
the number of received frames at the sink perceived a lower influence because all
the E2ED are now managed from the E2GW 2.

7.2.2 Security Analysis

I now proceed with the analysis of the security properties of the E2L extensions.
Focusing on the three cryptographic properties that the group key establishment
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Figure 7.8. Simulating a failure of E2GW 1 after 15 minutes of activity to showcase the
resilience of the proposed method.

protocol shall guarantee, which are: i) the computational key secrecy; ii) the deci-
sional key secrecy; iii) key independence. The E2L security analysis including the
three properties is reported in the following sections.

Computational & Decisional Key Secrecy

It must be computationally infeasible for any passive adversary to discover any
key, while no information may be leaked other than the public key. The security
of the protocol is based on the use of ECDH, an algorithm that enables secure
communication between two parties over an insecure channel.

The security of ECDH is derived from the computational difficulty of solving the
Elliptic Curve Discrete Logarithm problem. This problem involves finding the dis-
crete logarithm of a point on an elliptic curve, which is considered computationally
difficult to solve. The large size of the elliptic curve group and the complex mathe-
matical operations involved make it challenging for an attacker to derive the private
key from the public key [61]. By utilizing ECDH, the E2L ensures the confidentiality
and integrity of the communication, making it resistant to attacks attempting to
compromise the shared secret key.

To evaluate the computational and decisional key secrecy, I consider a Man-
in-the-Middle (MITM) attack scenario. In the proposed protocol, an attacker at-
tempting a MITM attack would be unable to eavesdrop on the LoRaWAN frames
because they are encrypted using the AppSEncKey. Even if an attacker manages to
break this key by exploiting a vulnerability in the OTAA process, it would still be
computationally challenging to guess the EdgeSKey.
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Key Independence

A passive adversary that manages to acquire a subset of the keys must not be able to
discover any other information about the remaining keys. This property is further
decomposed into:

• Forward Secrecy: A passive adversary that knows a subset of keys must not
discover any subsequent keys.

• Backward secrecy: A passive adversary that knows a subset of keys must not
discover any preceding keys.

To enhance the overall security of the activation methods, my proposal offers a way
to periodically refresh the Edge Session Keys by performing a new execution of
the protocol. Since a new pair of ephemeral ECC keys is computed by every actor
in each execution of the protocol, the key independence is guaranteed. There is no
correlation between the previous set of keys and the new one, or any subsequent
ones.

Remark that only a single uplink and downlink LoRaWAN frame are needed for
the re-execution of the protocol, it does not significantly impact the performance
and energy consumption of the E2ED.

Finally, it is important to note that no security analysis of the communication
over IP-based networks is performed, as the solution does not impose any specific
protocol requirements.
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Chapter 8

Integrating Distributed
Application

The International Data Corporation (IDC) [52] has projected that the global vol-
ume of data will reach an astounding 175 zettabytes by 2025. For this reason the
analysis of large and diverse datasets generated, which is commonly referred to as
IoT big data [59, 60], needs to be done across the entire Cloud Edge Computing
Continuum (CECC). Distributed computing plays a crucial role in the reduction of
extensive network traffic, enabling processing and real-time response to scale net-
work dimensions.

Edge4LoRa (E4L), enhances the pre-existing Edge2LoRa (E2L) [42] architecture
by incorporating a distinct computing module. This module, capable of processing
the data stream received at the network edge, ensures both modularity and reliabil-
ity. It embodies a Map/Reduce engine, based on Apache Spark [8], and is capable of
executing multiple processing applications, including anomaly detection algorithms
and data reduction techniques such as aggregation.

My solution introduces an automated traffic flow management system that lever-
ages real-time monitoring of radio coverage and computational capacity. This sys-
tem enables seamless traffic redirection between gateways without relying on a cen-
tral server. I have developed a logic that accounts for device mobility and the
resource utilization of each gateway, allowing the system to dynamically select the
optimal location for data processing.

In addition, the proposed architecture demonstrates excellent scalability, partic-
ularly suited for larger environments, and robust performance, ensuring the accu-
rate execution of processing algorithms under diverse conditions. The enhancements
provided by E4L effectively address the limitations in QoS support outlined in Ta-
ble 7.2, enabling an exactly once QoS guarantee in every scenario. Furthermore,
I assess the performance of this approach under various configuration settings and
scenarios in the testbed, demonstrating its effectiveness.

8.1 System Architecture

This section provides a detailed description of the key components that make up
the architecture of the proposed approach. Fig. 8.1 illustrates the process of stream
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processing, where, from left to right, IoT sensors generate data continuously that
is ingested and buffered by the stream processing engine. The data undergoes
processing actions such as filtering, mapping, joining, or analytics operations like
counting and averaging. After processing, the data are sent to other application
services for further analysis or storage.

Figure 8.1. IoT collection/processing architecture is presented including devices, edge, fog
and cloud. The figure illustrates the mapping between the IoT collection architecture,
the Spark infrastructure, and the deployment of the LoRaWAN network.

In the recent past, a variety of frameworks have been developed to facilitate
dynamic data processing. These include renowned platforms such as Apache Spark
[65], Apache Flink [7], Apache Storm [9], and Nebula Stream [47]. Taking into
account several critical factors, Apache Spark stands out as the preferred choice for
stream processing. Its superiority stems from its ability to provide rapid in-memory
processing, real-time capabilities, minimized latency, effective lazy evaluation, and
simplified code implementation. These features make it a highly beneficial solution
for managing data streams both effectively and efficiently, particularly in the context
of IoT. Essentially, Apache Spark [65] encompasses batch processing along with real-
time streaming and also offers APIs for Java, Python, and R, finding its streaming
processing ability particularly useful, utilizing them in a distributed fashion.

As depicted in Fig. 8.1, in the Spark architecture, the cluster manager driver
node is represented to the right. The cylinders represent the daemon processes that
are active on and manage each worker node. These processes originate from the
Cluster Manager. The Spark Driver acts as the central command center for a Spark
application. It is responsible for managing the execution of the Spark application
and maintaining the application states across the Spark cluster.

It operates with its driver, called ’master’ and ’worker’ abstractions, which are
linked to physical machines, unlike Spark’s processes.

This work has focused on the capabilities of Apache Spark, specifically those
relevant for the integration of edge processing within the LoRaWAN architecture.
The aim has been to incorporate Apache Spark directly onto the GW, thereby
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enhancing the processing capabilities at the edge of the network, Additionally, I
designed a global message broker architecture to move IoT traffic from one GW to
another to implement low latency application (e.g. [46]). As visible in Fig. 8.1, the
GW capability are extended to support Spark worker.

8.2 Protocol Definition
E4L is built on top of the E2L framework. E2L comprises several key elements,
including the device registry, the group key establishment method, and sensor data
stream processing. The EDs compatible with the E2L framework, denoted as E2ED
and the GWs compatible with the E2L framework, denoted as E2GW. Each E2ED
is served by an E2GW, which is responsible for performing data processing tasks on
the received sensor data streams. In this improved implementation, I undertake a
substantial reconstruction of the GW layer to facilitate edge processing using the
Spark Engine. Additionally, an interface was developed to facilitate optimal flow
redirection and load balancing between GWs using the MQ Telemetry Transport
(MQTT) protocol.
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Figure 8.2. The figure shows a global overview of the E4L architecture.

In order to achieve this, E4L introduces three new components at the GW layer:
the Spark engine, the message broker, and the E4L parser. These newly created
elements are illustrated in Fig. 8.2. As can be seen in the figure, the E2GW structure
plays a pivotal role in enabling the E4L mechanism. To ensure efficient frame
exchange between E2GWs, a hierarchical broker system is integrated into the system.
Each E2GW is paired with a dedicated local broker, which facilitates the exchange
of frames between the E2GW and the assigned E2GW responsible for handling the
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frame. Additionally, a global broker is introduced at the AS level, serving as a
bridge between the AS and the hierarchical broker system. The global broker acts
as a central hub for receiving processed frames from the designated E2GW and
forwarding them to the AS for further processing and analysis. This configuration
ensures streamlined data flow and enables effective coordination between the E2GW
and the AS.

Simultaneously, a logical implementation is directed towards the AS to select
the E2GW in charge of processing frames from a specific E2ED. At the base of this
structured E2GW architecture, the E4L mechanism optimizes the computational bal-
ance between the E2GWs and the edge processing components within the LoRaWAN
network.

In E4L deployment, multiple alternatives of frame routing, processing, and stor-
age may happen concurrently either at the edge or at the cloud. In the following
paragraphs, the three possible scenarios of up-link frame transmissions are detailed.
For the sake of clarity, I will confine this discussion to up-link traffic, which consti-
tutes the majority of LPWAN traffic.

Case 1: Frames sent by an E2EDs are received by the E2GW that is tasked
with the processing (label 1 in Fig. 8.2)

Considering a simple scenario first, where processing and/or storage of frames takes
place exclusively at a single point in the CECC. Frames consumed at an associated
E2GW are not forwarded to the NS but instead, the AS is notified directly about
the outcome of edge-based processing. Access to the data within the frames is
facilitated by establishing a group key among the AS, edge (E2GW), and E2ED.
Two shared session encryption keys are created between the E2ED, E2GW and AS.
They are used to enable secure encryption and decryption of the frame payload as
well as the integrity of the edge-specific frames (Sec. 6.3).

Case 2: Frames transmitted by an E2EDs are received by E2GWs and
forwarded to the E2GW responsible for the process (label 2 in Fig. 8.2)

This scenario constitutes more complex cases where some frames may traverse the
network by following alternative paths that involve 2 E2GWs elements. This al-
ternative represents the novelty introduced from E4L that enables supporting to
balancing of the computational process. In these latter scenarios, it is crucial to
ensure that the frames are not processed and/or stored multiple times throughout
the CECC when it is required.

Case 3: Frames transmitted by a EDs are received by E2GW and consid-
ered as traditional LoRaWAN frames, that can not be processed at the
edge (label 3 in Fig. 8.2)

At the same time, frames transmitted from legacy ED and/or received from legacy
GWs coexisting in the infrastructures arrive at the AS via the NS. No access to the
data can be affected on this flow.

Here, E4L operates over the conventional LoRaWAN architecture, ensuring back-
ward compatibility.
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8.3 Implementation Details

In the following section, I introduce the implementation of a distributed applica-
tion on E4L, demonstrating how it operates through the inclusion of two distinct
applications. The first application performs time window aggregation, calculating
the average of Received Signal Strenght Indicator (RSSI) and Signal to Noise Ratio
(SNR) within a predefined time interval. The second application employs a Hampel
filter [28] to detect anomalies or outliers in high-level application values. These
applications provide practical examples of the functionality and versatility of the
E4L system.

An example of the main code section for configuring the E4L process module is
as follows:

spark_conf = SparkConf ( ) . setAppName( " e4 l −proce s s " )
sc = SparkContext ( conf=spark_conf )
s s c = StreamingContext ( sc , 1) # 1−second batch i n t e r v a l
#us ing MQTTUtils to r e c e i v e the stream mqtt
r ead ings = MQTTUtils . createStream ( ssc , BROKER_ADDRESS,
MQTT_TOPIC, MQTT_USERNAME, MQTT_PASSWORD)
read ings . foreachRDD (

lambda rdd : rdd . f o r each ( process_reading )
)
s s c . s t a r t ( )
s s c . awaitTermination ( )

the code described above begins by initializing SparkConf and SparkContext
objects to define the application. Subsequently, a StreamingContext is created with
a batch interval, indicating that data will be processed in time-defined intervals (e.g.
1-second). Furthermore, since the spark module acts as a subscriber/publisher of
the MQTT broker defined within the E2GW, it is essential to specify the broker
parameters. Finally, each Resilient Distributed Dataset (RDD), which represents
the distributed collection of data, is processed via the process_reading function.
This function executes the defined processing algorithm and returns the results.

Time-Window Aggregation: Average Network Values

The first application algorithm is designed for time-window aggregation of network
level information. The algorithm processes frames containing RSSI and SNR values
and computes their average within a predefined time window, in this case set to 1
minute. Using streaming data processing methodologies, it efficiently calculates the
average of RSSI and SNR over successive time intervals, grouped by ED address.
The aggregated data is then forwarded to the AS, providing concise data reduction.

Anomaly Detection With Hampel Filter

As a second application, a Hampel filter is employed for anomaly detection in high-
level application values. This type of filter represents a robust outlier detection and
correction technique, widely used in various environments to mitigate the impact
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of spurious data generated by sensor measurements. The algorithm operates by
analyzing data streams within a moving window to identify outliers or anomalies.

The function that performs the steps described above is defined as follows.

hampe l_f i l t e r ( input_data , window_size , n_sigma )

where the input_data represents the data stream that will be processed, along
with the window_size, which determines the size of the moving window within
which anomalies can be detected and the n_sigma, which represents the number of
standard deviations for outlier detection.

8.4 Performance Evaluation

This section offers an in-depth examination of various performance facets of the pro-
posed architecture. The evaluation is carried out using a hardware setup available
in the laboratory. The performance metrics presented in this section are derived
from the previously discussed applications, which are executed within the E2GWs
at the network’s edge. In addition, I consider three distinct scenarios for this eval-
uation. The first scenario focuses on data reduction, the second scenario illustrates
the edge scaling activation E2GWs, and the final scenario is specifically designed to
demonstrate the advantages in a context where EDs mobility is taken into account.

Data injection into the system is facilitated by a LoRaWAN device simulator1

designed to closely mimic the network environment of a large-scale LoRaWAN sys-
tem. This sophisticated tool acts as a complete emulator of LoRaWAN terminals,
enabling the creation of detailed test environments comprising thousands of termi-
nals capable of injecting authentic LoRaWAN frames. At the same time, the module
can be programmed to reproduce the actions of the recorded data set to recreate
the real IoT scenarios. For the experimental evaluation of this work, the simulator
is configured to reproduce an environment with 8 or 100 E2EDs, the EDs simulator
also includes an analytical model to reproduce realistic frame lost behavior in the
free space environment. Simulated devices inject real frames into the system based
on data recovered from a data set comprising 190,503 records in a vineyard located
in Reggio Emilia2.

The experiment setup for evaluating the E4L system involved a comprehensive
hardware deployment that included three Intel NUCs, each equipped with an Intel
i5-6260U CPU and 8GB of RAM, running Ubuntu 22.04.3 LTS. These machines were
allocated for the EDs simulator, the NS, and the AS. Additionally, two Raspberry
Pi 4 Model B units, powered by Broadcom BCM2711 SoCs and 4GB of RAM,
operating on Debian GNU/Linux 11, were utilized as the E2GWs in the setup.

The data collected during the experiments conducted focused on key metrics
such as total frame count, frame delivery by E2GWs, and computational resource
utilization. These metrics were selected to offer a comprehensive view of the system’s
performance and suitability for practical implementation in real-world IoT scenarios.

1https://github.com/Edge2LoRa/e2l-device-simulation
2https://github.com/emanueleg/lora-rssi/blob/master/vineyard-2021_data/sensors_data.csv
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8.4.1 Data reduction scenario

In the first scenario, the stream engine processes incoming LoRaWAN frames, ag-
gregating them by device and computing the average of network parameters such
as RSSI and SNR.

(a) (b)

Figure 8.3. Reception events for each E2GW and AS within the context of the time-window
aggregation application (a), and distributed Hampel filter (b).

Fig. 8.3 illustrates the performance metrics of the scenario with the E4L system
activated. Here, the AS is configured to evenly distribute data processing respon-
sibilities among each E2GWs. In Fig. 8.3a, the count of reception events by each
E2GWs and the AS is depicted for the time-window aggregation application. There
is a noticeable decrease in the number of frames arriving at the AS. For this ex-
periment, the stream processing engine executes a time window aggregation, where
at each 60-seconds interval, it aggregates data for each E2ED and computes the
average of the RSSI, SNR.

For this experiment, 8 E2EDs have been taken into account. Each of these E2ED
transmits at a rate of one frame per second, with each frame being configured to be
24 bytes in size. Statistics are collected every 5 seconds, which means 40 frames are
acknowledged for each report as shown in Figure 8.3a. Aggregation is performed
at 60-second intervals for each E2ED. This triggers a transmission to the AS every
60 seconds for each EED, and the processing is evenly distributed between the two
E2GWs. As depicted in Fig. 8.3a, 4 frames are received at the AS from each E2GW.
Compared to the legacy scenario, the events reaching the AS are significantly fewer,
constituting 1 reception event every 60 seconds, which corresponds to an aggregation
for each device comprising 480 frames.

For the second process application, a distributed Hampel filter application is
applied to the LoRaWAN stream and subsequently detecting anomalies or outliers.
In this configuration, only 1 gateway is utilized, and the Spark module performs
anomaly detection using the hampel filter as the processing query. The application
delineates a time-window aggregation, which produced a frame in which all anomaly
detection events are transmitted to AS. Fig. 8.3b depicts the reception events at the
E2GW, as well as the detection event received at the AS. This scenario also employs
8 E2EDs, where a frame loss model is implemented with a set loss rate of 25%. As
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shown in Fig. 8.3b, the number of received events at the E2GW is approximately
30, therefore a single frame is triggered from each aggregation, which contains the
number of anomalies detected in the window.

Table 8.1. Comparison of anomalies detected from the execution of the distributed Hampel
filter application versus its execution as a standalone application.

Frame Loss Edge4Lora Standalone Anomaly Loss
0% 1159 1159 0%
10% 923 1159 20%
20% 750 1159 35%

Moreover, the experiment involves a performance evaluation intended to show-
case the efficiency of distributed anomaly detection deployed by E4L. To this scope I
compare the distributed execution of the application within E4L and its standalone
execution, including the frame loss extracted from the formula described in [25].
Tab. 8.1 encapsulates the results obtained, which are detailed as follows: In the
first test, without frame loss, 1159 anomalies were detected, validating 100% of the
present data and affirming the effectiveness of the edge processing implemented.
Therefore, I conducted two other tests that incrementally increased frame loss ex-
actly 10%, and 20%. The second test identified only 923 anomalies, marking a
decrease of 20.3%, attributable to system losses such as collisions or non-covered
devices. Despite losing frames, the system continued to operate. In the final test,
750 anomalies were detected, reflecting a reduction of 35.3%. It becomes clear that
increasing the number of E2GWs within the system leads to a decrease in frame loss
and, consequently, enhances anomaly detection efficiency.

8.4.2 Auto-scaling scenario

To assess the scalability and load-balancing capabilities of the proposed architec-
ture, an experiment was carried out in which the number of devices connected to
the LoRaWAN network gradually (every 1 second) increased from 1 to 100. The
objective was to evaluate how the system automatically recognizes the processing
load at the E2GW level and activates an additional E2GWs when the load exceeds
a predefined threshold. This dynamic load-balancing mechanism ensures efficient
processing and prevents performance degradation due to overload. The E4L logic
is introduced to monitor the behavior of the system as the device count increased
and analyze the load distribution among the E2GWs.

The results of the evaluation are depicted in Fig. 8.4, which displays the trans-
mission events E2ED and the count of frames processed by each E2GW. Initially,
when the number of E2ED remains below 50, a single E2GW is tasked with process-
ing the incoming data from the E2ED. However, as the number of E2ED escalates
after 100 seconds, the processing load also expands, prompting the system to au-
tomatically engage a second E2GW to manage the additional incoming E2ED (both
E2GWs are within the same coverage area). After the 150-second mark, both E2GWs
are operational and frame processing is equally divided between them, with each
E2GW processing exactly 50 frames every 5 seconds. This load balancing mechanism
ensures that the processing load is evenly distributed across multiple E2GWs.
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Figure 8.4. Display of system performance during the execution of the load balancing
algorithm. This includes ED transmission events and processing at each E2GW as the
number of E2ED progressively increases

8.4.3 Mobility scenario

To evaluate the system’s capability to handle E2ED mobility within the LoRaWAN
network, an experiment was conducted considering scenarios where E2ED moved
from the coverage area of one E2GW to another. The objective was to assess how
the system recognizes the movement of the E2EDs and dynamically assigns process-
ing responsibilities to the appropriate E2GW. This dynamic processing assignment
ensures efficient data processing while accommodating device mobility.

As shown in Fig. 8.5, the system’s ability to recognize E2ED movement and dy-
namically assign processing responsibilities was evaluated. Initially, a group of 100
E2ED were within the coverage area of E2GW1, and processing for these E2ED was
assigned to E2GW1. Frames were transmitted every 3 seconds, and measurements
were collected every 5 seconds. The total average number of received events during
the experiment, after the transitory period, was 167 every 5 seconds. The number
of processing frames may vary as they can occur in different locations. As E2ED
moved out of the coverage area of E2GW1 and entered the range of E2GW2, start-
ing at 800 seconds in Fig. 8.5, the number of reception events at E2GW2 gradually
increased. However, the processing for the device remained assigned to the original
E2GW. A soft handover mechanism was implemented to facilitate a smooth han-
dover. During a safe guard interval period, frames in the responsibility of E2GW1
were forwarded from E2GW2 to E2GW1 to avoid any ping pong phenomena. At the
1200-second mark, the system held the device’s movement, and the load balancing
mechanism took effect, progressively assigning the responsibility for processing to
E2GW2. During this reconfiguration period, the system performed a new assign-
ment, designating the E2GW within the E2ED new coverage area as the responsible
E2GW for processing. Once the reconfiguration was complete, the frames from the
E2ED were processed by the local E2GW, ensuring efficient data processing and
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Figure 8.5. Display of system performance during the execution of the load balancing
algorithm. This includes ED transmission events and processing at each E2GW when
E2ED are subjected to mobility.

minimizing latency.
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Chapter 9

Results, Conclusion & Future
Works

The ever-growing resource needs of modern-day large-scale Internet of Things (IoT)
deployments regarding guaranteed low latency and the massive data transfer rate
are constantly pushing the boundaries of technologies and requiring a paradigm
shift from the traditional producer/consumer model. At the same time, the new
paradigm called Cloud Edge Computing Continuum (CECC) that evolves beyond the
more traditional central cloud/DC with ultra-high-end processing powers and high-
capacity networking infrastructure to extend their coverage all the way to the net-
work edge, has not yet been fully extended to include edge and far-edge resources
available in IoT deployments. This is mainly because Long-Range Wide-Area Net-
work (LoRaWAN) adopts the design approach of using simple protocols to realise a
centralised architecture that guarantees the security and confidentiality of the IoT
generated data. Forcing the gateways to act as simple bridges, at one hand ac-
commodates the rapid and low-cost deployment of unlicensed Low-Power Wide-Area
Networks (LPWANs), on the other hand excludes them from potentially acting as
trusted intermediate processing and storage elements in the CECC.

Recently some attempts have been made in modifying the specified operation
of the LoRaWAN standard protocols, proposing alternative architectures to reduce
the significant pressure imposed on the central cloud services in cases of massive
IoT data streams or time-constrained consumption of IoT data. At the same time,
introducing changes to the architecture and the specified operation of the protocols
while maintaining backward compatibility is a challenging discourse. As a result,
to the best of my knowledge, there is currently no proposal that incorporates Lo-
RaWAN in the CECC both for network management and application data processing
that maintains the practical philosophy of LoRaWAN and respects backward com-
patibility.

This thesis presents Edge2LoRa (E2L), an enhanced version of LoRaWAN that
transforms LoRaWAN Gateways (GWs) from simple bridges to edge processing units
in a secure and privacy preserving manner. By taking the advantage of edge/-
fog computing, E2L offers substantial benefits to allow the execution of Big Data
analytics across the CECC over LoRaWAN. The proposed design enables dynamic
cloud-edge-far-edge coordination based on network conditions and application-level
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parameters. The resulting system ensures backward compatibility for seamless inter-
operability between legacy and new elements without disrupting network operation
and providing Quality of Service (QoS) guarantees.

I present a comprehensive design of the key components and rational choices
within the E2L. The description points several key features of E2L and how it differs
from standard LoRaWAN. Specific implementation decisions are provided that result
into an efficient, secure, and adaptable infrastructure for optimizing sensor data
stream processing in LoRaWAN networks. E2L does not limit the network operator
to this particular usage. Other design choices are also possible so that operation
is optimized based on different network topologies, device characteristics and Big
Data analytics.

Secure communication is ensured through shared session encryption keys within
the E2L system, with Elliptic Curve Cryptography (ECC) proposed for creating
these cryptographic keys. ECC offers high security with lower resource consump-
tion, making it suitable for resource-constrained environments like LoRaWAN End
Devices (EDs) with minimal energy consumption.

Moreover is presented the implementation and evaluation of an edge processing
module within the architecture of a LoRaWAN network, with a focus on leveraging
edge computing principles, called Edge4LoRa (E4L). The integration of a dedicated
processing entity into the E2L architecture was identified as essential to ensure re-
liability and modularity. It enables the execution of processing algorithms at the
network edge, leading to a significant reduction in data volume transmitted to the
cloud. This reduction is achieved through the implementation of aggregation algo-
rithms and near real-time analysis, enabling timely and proactive actions. Further-
more, the distributed execution of processing algorithms across multiple gateways
demonstrates comparable efficiency to the execution of a standalone application.

Furthermore, the experiment highlighted the system’s ability to handle device
mobility while minimizing processing disruptions. The efficient forwarding of frame
traffic during the reconfiguration period allowed uninterrupted data processing, en-
suring a smooth transition between Edge2 Gateway (E2GW) and maintaining low
latency.

A performance evaluation was conducted to assess the correctness, security,
and network utilization of the new system. This evaluation approach considers
the co-existence of legacy EDs and GWs with new ones, creating the possibility
of unprocessed frames arriving at the LoRaWAN Network Server (NS)/LoRaWAN
Application Server (AS) via legacy equipment, while simultaneously, some parts of
the data arrive at the AS after being processed by an E2L GW.

Adopting E2L and E4L could lay the groundwork for more efficient, scalable,
and secure LPWAN deployments, enabling IoT networks to effectively manage the
increasing demands of real-world applications.

Future Works

At the time of writing, preparations are underway for a poster and a demo to be pre-
sented at the 21st International Conference on Embedded Wireless Systems
and Networks (EWSN’24).

The poster presents the LoRa Mobility and Coverage (LoRaMC) Dataset, a large
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dataset for LoRaWAN, which presents devices with mobility patterns in a city-scale
and which aims at providing researchers with a means to develop new algorithms
and assess their performance on common data, thus allowing for fair comparisons.
LoRaMC comprises mobility traces of 3300 taxis integrating network coverage in-
formation related to 50 LoRaWAN GWs deployed throughout the operation in the
metropolitan city of Rome.

Starting from the CRAWDAD Rome/taxi dataset [13] that includes location
data of 320 taxis moving around the city and a new dataset with 3300 taxis is
produced including radio-level information, not present in CRAWDAD.

The entire CRAWDAD Rome/taxi dataset is condensed into a single day by
segmenting the dataset into 30 different subsets, one for each day. This division
allows to assign each taxi an identifier consisting of both its ID and the day, forming
a new identifier pair (ID, day). Once the tracks are organized by this new identifier,
all data is projected onto a single day. Each of the 3,300 tracks is further divided
into 288 ‘snapshots’. These snapshots capture the state of each taxi within that 5-
minute window. For each taxi, if there is at least one recorded position in that time
window, the locations are aggregated into a single point, representing the snapshot.
If no position data is available for a taxi in a given snapshot interval, that taxi is
excluded from the snapshot, simulating inactivity or a scenario where the device is
turned off and unable to send or receive any data

Figure 9.1. Dataset device density and coverage with 50 GWs over the entire period.

50 GWs are positioned in a way such that they reflect a realistic deployment
strategy as it would be designed by a LoRaWAN operator. Fig. 9.1 presents the
density of the devices and the position of the GWs throughout the city area. Thus,
for each snapshot, a separate simulation was carried out in which for each device
present in that snapshot a total of 10 LoRaWAN frames were transmitted. For each
frame, the potential reception is monitored, including the number and positions
of the GWs that received the frame. Additionally, the power at which each GW
receives the frames is extracted, along with the data rate and the channel/frequency
used for the frame transmission.

On the other hand, the demo introduces and demonstrates two new mechanisms
for E2L that allows to seamlessly process data produced by Edge2 End Device (E2ED)
by a E2GW even when the E2ED is not within the coverage of the E2GW due to
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mobility. The first mechanism forwards frames to the associated E2GW in the case
when the E2ED is not within the coverage, while the second mechanism allows the
handover of an E2ED from one E2GW to another based on the current network
conditions and application-level parameters to optimize the available network, pro-
cessing and storage resources. The latter mechanism introduces an automatic traffic
flow management system. It is based on real-time monitoring of resources in terms
of radio coverage and computational capacity, enabling the redirection of traffic flow
from one GW to another without the need to pass through the central server.

To evaluate the scalability of the proposed extensions of E2L in large-scale urban
scenarios, the LoRaMC Dataset is used, demonstrating how to perform edge process-
ing enabling the E2GW to execute stream-based big data queries. Thus the traffic
is automatically processed by different E2GW (edge nodes) as the E2ED change lo-
cation within the city. The demo demonstrates the dynamic and adaptable nature
of the system, thus, presenting the forwarding mechanism, and the load balancing
reassignment, including the transition hand-over from one E2GW to another.
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Appendix

This Appendix provides a possible implementation of a E2GW selection algorithm
within the application server. Alg. 5 dynamically select the optimal E2GW within
the infrastructure, considering factors such as load balancing and proximity to the
end E2ED. The experiment measured various performance metrics, including han-
dover time, processing time, and frame forwarding latency, to evaluate the effec-
tiveness of the dynamic processing assignment mechanism. In addition, the system
monitored the handover process and the corresponding assignment changes in re-
sponse to device mobility. Following the pseudo-code of the algorithm implemented
along with comments explaining each step.

Algorithm explanation: the algorithm begins with the initialization of the system
(Step 1), setting up the E2GWs and their processing capacities. It then proceeds to
monitor the system resources (Step 2) and the number of received frames (Step 3).

To optimize GW assignments, the algorithm calculates the average processing
time per frame (Step 4) based on historical data. The threshold values for system
resources and the number of frames received are established (Step 5) to determine
when dynamic E2GW assignment is needed.

If any of the system resources exceed their threshold values or the number of
frames received exceeds the predefined threshold, the algorithm identifies E2GW
with the lowest processing load (Step 6a). Calculate the processing load of the
identified E2GW (Step 6b) and check if it has sufficient capacity to handle additional
frames (Step 6c). If so, the responsibility for processing the new frames is assigned
to the identified E2GW, and its processing load is updated accordingly.

If the identified E2GW is already overloaded and cannot handle additional frames,
the algorithm selects a E2GW with a lower processing load as the responsible E2GW
for the new frames (Step 6d). The processing load of the newly assigned E2GW is
updated to reflect the additional frames it is processing.

The algorithm continues to monitor system resources and the number of re-
ceived frames (Step 7). If the system resources or the number of received frames
decrease below their respective threshold values, the E2GW assignments are re-
evaluated (Step 8). If necessary, E2GW responsibilities are reassigned to optimize
the processing load distribution.
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Algorithm 5 Dynamic GW Assignment based on System Resource Monitoring
// Step 1: Initialization
InitializeSystem()
// Step 2: Monitor system resources
MonitorSystemResources()
// Step 3: Monitor number of received frames
MonitorReceivedFrames()
// Step 4: Calculate average processing time per frame
CalculateAverageProcessingTime()
// Step 5: Set threshold values for system resources and received frames
SetThresholdValues()
// Step 6: Check if dynamic GW assignment is needed
if ResourcesExceededThreshold() OR FramesExceededThreshold() then

// Step 6a: Identify GW with lowest processing load
GW = IdentifyGWWithLowestLoad()
// Step 6b: Calculate processing load of identified GW
ProcessingLoad = CalculateProcessingLoad(GW)
// Step 6c: Assign responsibility to GW if it has capacity
if GWHasCapacity(ProcessingLoad) then

AssignResponsibility(GW)
UpdateProcessingLoad(GW)

else
// Step 6d: Select GW with lower load as responsible GW
NewGW = SelectGWWithLowerLoad()
UpdateProcessingLoad(NewGW)

end if
end if
// Step 7: Continue monitoring system resources and received frames
ContinueMonitoring()
// Step 8: Reevaluate GW assignments if resources or frames decrease
if ResourcesBelowThreshold() OR FramesBelowThreshold() then

ReevaluateAssignments()
if ReassignmentNeeded() then

ReassignGWResponsibilities()
end if

end if
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