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A B S T R A C T

The high hot gas temperatures and chamber pressures typical of modern liq-
uid rocket engines (LREs) yield high local wall heat fluxes which have to be
inevitably managed by the engine active cooling system. Nowadays, regen-
erative cooling alone might not be enough to counteract such high thermal
loads in high-pressure high–performance engines, so cooling capabilities are
typically enhanced with the addition of further strategies, such as film cooling
or mixture ratio biased peripheral injectors. The prediction of wall heat flux in
LREs is of paramount importance during the design phase both for sizing and
safety purposes, especially at the nozzle throat where the maximum thermal
load occurs. Numerical simulations can help in the prediction, provided that
they can be effectively used during the design phase and that suitable modeling
is employed.

In this framework, this thesis aims at evaluating the suitability of different
modeling solutions to predict in affordable times the wall heat flux of LREs
employing the oxygen-methane propellant combination, which is nowadays
attracting the attention of many developers as a possible cheaper and denser
replacement to hydrogen. In particular, the first part of the results presented in
this thesis is devoted to the analysis of the throat heat flux, whereas the second
part addresses the cylindrical region of the combustion chamber.

Computational fluid dynamics (CFD) simplified approaches are presented
initially in case of absence of an active cooling system, and validated against ex-
perimental data as well as more accurate yet simplified numerical simulations
carried out with a higher level of model completeness.

Then, the cooling strategy is introduced focusing on gaseous film cooling
and mixture ratio bias techniques. Due to the extreme lack of experimental
data in the literature regarding the oxygen–methane propellant combination,
attention is focused on a second thrust chamber representative of a possible
methane–fueled upper stage. The simplified approaches validated for the un-
cooled case are employed and further improved to perform parametric analyses
aimed at investigating how the main design parameters, such as the secondary
flow mass flow rate and mixture ratio, affect the throat heat flux and the engine
performances.

Eventually, the second and final part of the results addresses the low–order
modeling of gaseous and liquid film cooling in the cylindrical part of the com-
bustion chamber. An extensive literature review allowed to select the most
appropriate formulations to be implemented in the EcosimPro/ESPSS (Euro-
pean Space Propulsion System Simulation) framework, eventually providing a
new component to be included in the multi–physics platform. The reliability of
the predictions is assessed by analyzing transients and comparing the steady–

xix
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state results against the selected experimental test cases and CFD numerical
simulations performed employing the approaches above.







1 I N T R O D U C T I O N

Liquid rocket engine (LRE) operations are characterized by wall heat fluxes,
originated from combustion and chemical reactions, that can reach the order
of magnitude of 100 MW/m2. Because of this high amount of heat, a design
trade-off between overall engine efficiency and safe structural life is required,
and active cooling systems are needed to suitably extract heat from the hot-gas
flow and maintain the wall material temperature within the admissible range.
Therefore, heat transfer analysis is of paramount importance for the design,
testing, and analysis of LREs.

In this framework, numerical simulations play a key role because of their
versatility and ability to save resources with respect to more expensive and
time–consuming procedures such as hot–firing tests. Since the development of
boundary–layer–based empirical relations, such as the famous and mostly used
Bartz equation [1], significant progresses have been made thanks to computa-
tional fluid dynamics (CFD) developments. However, a detailed simulation
of a LRE thrust chamber should include modelling of: turbulent mixing and
combustion possibly with two–phase flow or supercritical fluids; finite–rate
reactions along the whole thrust chamber; boundary layers; low–subsonic to
high–supersonic velocities; and radiative heat flux. Even if in principle one can
consider to include all of this modelling in a single simulation, it will certainly
require heavy computations with considerable computational times. Admit-
ting that such a detailed computation can be made, it could be certainly more
likely useful as a numerical test bench to validate reduced–order models rather
than as a practical design tool able to perform several design iterations and
parametric analyses. Moreover, in any case, numerical models need to be val-
idated against experimental data over a wide range of operating conditions
to prove their capability of describing the main phenomena occurring in the
whole thrust chamber. However, thanks to the different numerical simulation
models which have been developed so far, a selection of the most suited ap-
proach depending on the purpose of the study can be made.

This introductory chapter begins presenting the most recent developments
concerning the nozzle throat heat transfer analysis and simulation in oxygen–
methane LREs. It continues illustrating the state of the art of both liquid and
gaseous film cooling modelling, focusing on low-order numerical formulations,
and the main features of the mixture ratio bias technique. The main objectives
of the work conducted during this Ph.D. research are then presented, and a
brief outline of the thesis concludes the introductory overview.

1
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1.1 nozzle throat heat transfer in oxygen–
methane lre

The study and prediction of the heat directed from combustion gases towards
the wall must surely take into account the combustion process evolution along
the thrust chamber. As it is well known, combustion evolves in different zones
of the thrust chamber identified as: 1) the injection/atomization zone, 2) the
rapid combustion zone, 3) the streamtube combustion zone, 4) the transonic
flow zone, and 5) the supersonic flow zone [2] (Fig. 1).

Figure 1: Zones for the analysis of a thrust chamber according to [2].

Different studies and modeling are requested to include the main phenom-
ena driving the flow evolution and wall heat exchange in these different zones.
The first two zones (see 1–2 in Fig. 1) are directly governed by the three–
dimensional flow evolution near the injection plate, whereas in the streamtube
zone (3) the flow evolves more and more towards a roughly one–dimensional
core flow, depending on the size of the engine and on the length of the com-
bustion chamber. Eventually, the transonic and supersonic flow regions show
roughly two–dimensional flows mainly governed by the gas dynamic expan-
sion.

Focusing on the validation of simulations aimed to predict thrust chamber
heat flux, several experimental studies have reported the measured wall tem-
perature and heat flux in the combustion chamber up to the convergent section
of the nozzle (e.g. [3–6]). However, data on heat transfer in the nozzle throat
region are barely available in the literature due to the difficulty to obtain a safe
and reliable measurement. Data available in the open literature have been col-
lected and compared by Pizzarelli [7]. The availability of experimental data for
estimation of wall temperature and code validation is even lower when new
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concepts based on less spread propellant combinations are considered. Among
others, this is the case for the oxygen/methane propellant combination, which
is catching much attention in recent years [8–12]. Methane is considered a valid
low-cost replacement for other hydrocarbons like kerosene because of its higher
specific impulse, cooling efficiency, and low level of coking and sooting, this
last aspect being relevant especially for reusable launch vehicle applications.
Methane can also compete with liquid hydrogen because its higher density
allows for more compact tanks, turbomachinery, and stage size.

Among the data reported in Ref. [7] only a few address the oxygen/methane
propellant combination [13, 14] which, however, are not suitable for CFD val-
idation because of the lack of data. On the other hand, more recent analyses,
using both heat sink and actively cooled subscale hardware with different ge-
ometries, injection patterns, and operating conditions, have been carried out
with the purpose of providing data for validation of numerical approaches [5,
15, 16]. Although these experiments were mostly focused on the combustion
chamber, Refs. [15, 16] also provide useful data for throat heat flux analyses.
In fact, the actively cooled apparatus permitted measuring the heat flux in the
throat region by exploiting the measurements of temperature variation between
cooling system manifolds, as also reported in Ref. [17]. The collected data have
been used by different research groups for the validation of computations made
by commercial and in-house CFD software for the single-element [18–23] and
the multi-element test cases [17, 21, 24–28]. Overall, those simulations with
detailed CFD modeling (three-dimensional flow, detailed injection, high wall
resolution) yield some differences both among each other and with the exper-
imental data [25] despite the heavy computational burden, thus not allowing
one to identify an approach that is more appropriate than the others.

1.2 film cooling modeling: state of the art

The high temperature differences between the hot gases and the chamber walls
together with chamber pressures of more than 180 bar result in extremely
high heat flux levels and temperature gradients through the combustion cham-
ber. Regenerative cooling system performaces alone are not enough in high–
performance rocket engines to withstand such high thermal loads. Improve-
ments could be either done by increasing the coolant velocity in the cooling
channels or by a further reduction of the wall thickness between the coolant
and hot gas. However, a higher coolant velocity would increase the pressure
drop, resulting in additional loads for the propellant feed system. On the other
hand, a reduced wall thickness would increase manufacturing risks, since cur-
rent wall thicknesses (for instance in the Vulcain 2) are already far below 1

mm, also reducing safety and reliability of the combustion chamber. Therefore,
in order to keep up with our challenging times in which higher and higher
performances and thus chamber pressures and heat flux levels are required, re-
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generative cooling capabilities must be augmented with an additional cooling
system to guarantee safe operations and a long structural life of the engine.
Film cooling, in particular, is an active cooling method used to protect combus-
tion chamber and nozzle walls against high thermal loads. A controlled flow
of coolant is introduced either in liquid or gaseous phase as a thin film through
circular slots or discrete holes placed in the combustion chamber, for example
at the outer row of the injection plate or at different positions downstream, or
at a specific nozzle plane toward the throat. A meticulous design is required
to limit the performance losses yielded by the injection of such a cold fluid.
For this purpose, the typical coolant mass flow rate employed in film cooling
applications is in the range between 1 and 6% of the total mass flow rate.

In this section the main results concerning liquid and gaseous film cooling
modelling available in open literature are presented. Particular attention is
paid to numerical and modelling aspects in liquid rocket engines combustion
chambers and nozzles.

1.2.1 Liquid film cooling

Liquid film cooling (LFC) is being studied since the early ’50s, trying to un-
derstand the effect of different injection configurations and coolants on the
film cooling performances in the first place, and then to assess its applicability
to rocket applications [29–37]. The latter was guaranteed by early feasibility
studies [29–31, 36, 38, 39], in which significant wall heat flux reduction was
observed with acceptable performance losses in terms of specific impulse em-
ploying both storable and cryogenic propellants. Those kinds of propellants,
such as hydrazine–type propellants, hydrogen, and methane, were considered
more suited for film cooling of rocket engines than other coolants used in the
past years [31], due to high heat of vaporization and high heat capacity in
gaseous phase, respectively.

Only few experimental studies on LFC under rocket engine–like conditions
are available. Nevertheless, different propellants such as space storable [40],
hydrocarbons [38, 41, 42] and hydrogen [36] have been employed, even at high
pressures up to 138 bar, to test the heat flux reduction due to LFC. Three pecu-
liar and particularly challenging aspects can be defined for LFC, i.e the liquid
film stability, its phase change (evaporation), and the so–called film cooled
length (FCL). In particular, the FCL is defined as the length after which the
film ceases to exist in liquid phase, thus changing completely the cooling per-
formances. The determination of the evaporation rate for both inert and re-
active coolants was the object of the early analytical and empirical studies on
LFC [43, 44]. A lot of hypotheses, such as a stable liquid film, were retained
to obtain results in closed form. Eventually, models were also calibrated on
the basis of very specific experimental data, yielding very limited applicabil-
ity in some cases [35, 45, 46]. Unrealistic treatments of film stability also led to
high discrepancies in later numerical studies [47]. Different attempts have been



1.2 film cooling modeling: state of the art 5

made to develop numerical correlations accounting also for the entrainment of
liquid droplets in the gaseous phase. Gater et al. [48] correlated the mass and
energy transfer due to vaporization and unvaporized liquid entrainment with
the Stanton number and the coolant flow rate, strictly relying on experimental
data on liquid–gas interfacial structure and interaction. Unfortunately, exper-
imental data have never been available to prove their technique. Stechman et
al. [31] calculated the turbulent heat transfer coefficient between the liquid film
and the wall analytically by means of a modified Bartz equation, obtaining 20%
error. Corrections to the equation were introduced to include film instability,
the two-phase nature of the flow and the variation of transport properties be-
tween the main core gas and the coolant. Nevertheless, the model was found
to provide good results only in case of small engines. A correlation yielding
good, yet limited, results has been recently developed by Sawant et al. [49], who
correlated the liquid entrained fraction with the Weber and coolant Reynolds
numbers. However, the correlation was developed relying only on air–water
test data, hence there is still a need for improvement considering fluids with
different properties. Experiments were conducted within a limited pressure
range, up to 6 bar, and for several coolant flow rates. Even nowadays, the liq-
uid entrainment and film stability phenomena are not understood enough to
draw definitive conclusions [50, 51], and no experimental information is avail-
able for assessment under rocket engine-like conditions. Nevertheless, Shine
et al. [52] were able to observe the liquid surface shearing due to disturbance
waves by means of transient numerical simulations, and to identify that as the
main mechanism of liquid entrainment.

Figure 2: Liquid–gas interface shapes at different momentum flux ratios [52].

As shown in Fig. 2 liquid pockets start being entrained in the gaseous
mainstream at high momentum flux ratio, i.e. when the liquid–gas interface
becomes unstable. Liquid entrainment was also included in semi–analytical
models developed for the determination of the FCL. Ewen and Evensen [53]
proposed a compact expression, in which the FCL is calculated as a function
of the coolant flow rate and a liquid entrainment parameter. The latter is
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based largely on empirical correlations, and depends on both phases and in-
terface properties, such as density, velocity, temperature, and surface tension.
This model, together with that by Stechman et al. [31], has been applied to an
oxygen–kerosene combustion chamber by Trotti [54], showing a discrete gen-
eral matching but with an overall overestimation. Grisson [55] developed a 1–D
model for the determination of the evaporation rate and the FCL, also including
the effect of radiation in a rocket thrust chamber. Liquid entrainment and flow
acceleration effects were neglected, making this model valid only at low coolant
flow rates. The model employs a LFC treatment until the film dry–out point,
after which the coolant is considered as a gas. After the nozzle entrance, a
correction term accounts for the increased mixing due to the geometry. Further
downstream results can not be compared with any benchmark due to the lack
of modelling concerning the neglected flow acceleration effects. This model has
been recently adapted by Jang et al. [56] to calculate the FCL in a H2O2/RP–1

bipropellant thruster. The model was kept essentially unchanged, but, in addi-
tion, thermal decomposition of H2O2 was considered by means of an empirical
constant, and it was observed how this process caused a reduction of the FCL.
Further modelling has been provided by Shine et al. [57], who developed a
semi–analytical model including both radiation and liquid entrainment for the
calculation of the FCL in chambers operating at subcritical pressures. Numer-
ical correlations by Sawant et al. [49] and Leckner [58], respectively for liquid
entrainment and gas total emittance calculation, were employed. Among all,
results have been compared also against the same experimental data used by
Grisson [29], showing good agreement.

Very few CFD numerical studies based on RANS computations are avail-
able [59–62]. Nevertheless, they permitted to study the behavior of LFC when
integrated in regeneratively cooled engines. To the author’s knowledge, no re-
search activity is available on liquid film cooling under supercritical conditions
in rocket thrust chambers.

1.2.2 Gaseous film cooling

Similarly to LFC, the study of gaseous film cooling (GFC) started in the ’50s
with investigations dedicated to understand the effects of different coolant in-
jection procedures on the main stream boundary layer [63–68], until the first fea-
sibility studies performed in rocket combustion chambers and nozzles [69, 70].
Hydrogen, methane, and also nitrogen and propane were used as coolants, re-
alizing that the former two are more suitable for rocket applications. Moreover,
multi–slot coolant injection was found to be more suited for high–energy pro-
pellants in rocket applications as well. In this framework, turbulence and com-
pressibility effects on film cooling performances have been largely discussed
in the literature. A significant decrease in the film cooling performances was
found to occur with an increase of the free stream turbulence level first by Carl-
son and Talmor [71] in the late ’60s and then by Gau et al. [72] in the ’90s,
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whereas no significant consequences occur by changing the turbulence inten-
sity of the coolant jet [73]. On the other hand, compressibility effects were
considered negligible as a first approximation in combustion chambers for a
wide range of velocities and temperatures until the early ’70s [74, 75]. Oppo-
site results have been found experimentally by Pedersen et al. [76] and Hans-
mann et al. [77] within the following 20 years, according to which density and
velocity ratios have a considerable influence on the film cooling effectiveness.
Eventually, Dellimore et al. [78] confirmed this statement showing that flow
compressibility changes the growth rate of the shear layer between the main
and secondary flows. They also attributed the contradictory results obtained
in the past to the use of a low Mach number.

Few yet significant experimental studies under different rocket engine-like
conditions have been recently developed [42, 79–82], also providing a great
amount of data for validation of numerical tools. Hydrogen, methane and
kerosene were employed as coolants under low, medium, and high-pressure
conditions for different chamber and injection slot geometries. The assessment
of the role played by blowing ratio, i.e., the ratio between coolant and main-
stream mass fluxes, coolant mass flow rate, slot dimensions, and out–of–plane
motions on film cooling performances was the main goal of these campaigns.
Experimental information is available also in the framework of supersonic GFC.
One of the first goals was that of Goldstein [83] in the ’60s to study the effect
of the blowing ratio on the adiabatic wall temperature using a single slot for
coolant injection. Important developments were made in the ’90s, when Juhany
et al. [84] showed that cooling effectiveness improves with increasing injectant
Mach number and heat capacity. A large amount of data was produced in the
following years by Aupoix et al. [85], considering different geometries, pres-
sure ratios and film temperatures. They observed the improvement on film
cooling efficiency in supersonic conditions due to reduced mixing, thus con-
firming Juhany et al. results. Further studies were performed recently on the
effect of the coolant jet on flow separation in TOC (thrust optimized contour)
nozzles [86] and the decrease of film cooling effectiveness in presence of an
impinging shock waves [87].

Concerning the modelling, the determination of GFC performances has
been mostly carried out empirically. Several numerical correlations have been
proposed [88–92], typically in terms of adiabatic film cooling effectiveness,
which represents the capability of the coolant jet to thermally insulate a sur-
face. A great number of studies and results is available in the literature con-
cerning GFC, but, unfortunately, only few recent numerical analyses address
rocket thrust chambers. Early studies were dedicated to the study the appli-
cability of GFC and to correlate the adiabatic film cooling effectiveness with
the injection procedure. As described in detail by Goldstein [68], investigations
expressed empirically the cooling effectiveness as a function of the blowing ra-
tio, fluid properties, distance from the injector and the Reynolds number, using
very similar mathematical expressions. These models [89–92] assume constant
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properties ideal gases, a constant average temperature in the boundary layer,
and a full mixing of the coolant with the mainstream. Good agreement was
found against experimental data though, due to a sort of counter–balancing
effect introduced by the last two assumptions. A significant improvement was
made by Goldstein and Haji-Sheikh [93], who tried to correct the assumptions
relying on available experimental data made in the past. New dependencies
were proposed, such as the coolant molar mass, Prandtl number, and the angle
of injection. Comparisons with experimental data proved that such modelling
was able to provide better results than the previous techniques. Other empir-
ical models were developed, always providing worse results than Goldstein
and Haji-Sheikh. Hatch and Papell [94], for instance, developed an experi-
mentally assessed correlation relying again on the assumption of fully mixed
flow, even in case of angled injection. Several years later, the model was con-
sidered valid also in case of multiple injection of coolant by Sellers [95], but
some aspects remained fairly questionable. Spalding [96] proposed instead a
piecewise–defined correlation to describe the film cooling effectiveness drop
downstream of the film breaking point, but the model was limited only to in-
jection parallel to the wall.
On the other hand, recently, Arnold et al. [97] claimed that none of the previous
models considered the extreme conditions inside a rocket thrust chamber and
the acceleration due to a high-pressure gradient in presence of a fully turbulent,
high–temperature flow with variable properties. A modified empirical correla-
tion was hence developed on the basis of that by Goldstein and Haji-Sheikh [93].
Flow acceleration effects were included by adapting the approach initially pro-
posed by Hartnett et al. [89] to the chamber environment. Assessments have
been done with experimental data by the authors themselves, showing good
agreement under typical conditions of liquid rocket engines. Further develop-
ments have been proposed starting from that by Simon [98]. Assuming incom-
pressible flow, the latter expresses the film cooling effectiveness as a function of
coolant mass flow rate, core flow turbulence level, and coolant and main stream
temperatures. Experimental data [99] were considered for the empirical model
closure. The wall–jet and the fully developed regions were distinguished by
interposing a fully mixed zone in between. Important conclusions were drawn
by Dellimore et al. [78] by improving Simon’s model including the effects of
adverse and favorable pressure gradients and flow compressibility as briefly
described above. In particular, the velocity ratio was found to control the film
cooling performance in presence of a pressure gradient. Simon’s equations and
geometry were retained by Di Matteo et al. [100], who developed a new model
by adding the effect of variable heat capacity with temperature, the presence of
two different fluids, and high temperature ratios. Results have been validated
against oxygen–hydrogen experimental data [81], showing good agreement.

As for LFC, few numerical CFD studies are available in literature. RANS–
based approaches were preferred to study the film cooling performances both
in combustion chambers [101–104] and nozzles [105–108]. No information is
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available concerning LES or DNS approaches applied to GFC under rocket
engine-like conditions.

1.3 mixture ratio bias
The role of film injection in the frame of chamber cooling is to lower the tem-
perature of the gases which come in contact with the chamber wall. A similar
strategy which allows to pursue the same objective is the modification of the
peripheral injector mixture ratio, regardless of the other employed cooling tech-
niques. Such a procedure, called mixture ratio bias or shift, is of the same nature
of film cooling, involving the injection of a secondary flow in the combustion
chamber, mixing and reacting with the hot gas. In this regard, the mixture ratio
bias of the outer region of the injector plate is usually achieved by making this
region more fuel–rich than the core flow, producing lower–temperature com-
bustion products, and, therefore, reducing substantially the wall heat flux. To
the author’s knowledge, no dedicated CFD or other kinds of studies are avail-
able in the literature concerning mixture ratio bias in oxygen/methane LRE
thrust chambers.

1.4 objectives and outline
The main goal of this research is to perform heat transfer analyses in oxy-
gen/methane thrust chambers employing different design solutions, namely
the absence of an active cooling system, film cooling, and mixture ratio biased
peripheral injectors, in sight of a future high–performance LRE application.
The suitability of several CFD and low–order simplified numerical approaches
is evaluated on the basis of heat flux predictions and comparison with the few
experimental data available in the literature. Two simplified CFD numerical
approaches with increasing level of model complexity are employed to under-
stand the impact that a detailed injection and combustion modelling produces
on the throat heat flux, i.e. the role of modelling the details of zones 1 and 2 on
the prediction of the heat flux in zone 4 according to Fig. 1. In this regard, the
interest to study the throat heat flux estimation for oxygen/methane engines
comes from the known greater role played by the near–wall recombination re-
actions, as compared to the oxygen/hydrogen propellant pair.

Once the best trade–off between accuracy and computational effort has been
found, the CFD approach is enriched by adding a near–wall secondary flow
injection, with both film cooling and mixture ratio bias techniques, while pre-
serving its modelling simplicity and versatility. Pros and cons yielded by the
two wall cooling approaches on throat heat flux and engine performance are
analyzed by considering a well–designed engine configuration with operating
conditions in terms of total mass flow rate and global mixture ratio typical of a
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LRE application. The main design parameters are identified on the basis of the
literature, and parametric analyses are performed to observe the role of each
parameter on the throat wall heat flux reduction and performance loss within
a comprehensive range of investigation.

The last part of the thesis aims at presenting low–order models for liquid
and gaseous film cooling in oxygen/methane LRE combustion chambers. In
this regard, a brand–new liquid and gaseous film–cooled thrust chamber com-
ponent is designed to be included in the EcosimPro/ESPSS simulation plat-
form, hence enriching and improving its heat loads prediction capabilities.
Such a new component might represent a useful tool during the engine de-
velopment phase, for two main reasons. The first is the quick evaluation of a
complex phenomenon, even if performed in an approximate way, allowing for
parametric analyses with a low computational effort. The second is the inclu-
sion of wall film cooling in a system–wide representation in which interdepen-
dence with other phenomena might occur. Low–order models are assessed by
analyzing transients and comparing the steady–state results with the selected
experimental test cases and purposely carried out CFD simulations.

Part I of this thesis is devoted to the presentation of the numerical models.
In particular, the numerical model used to carry out CFD numerical simula-
tions is presented in Chap. 2, whereas an in–depth description of the reduced
models implemented in the EcosimPro/ESPSS platform as a new LRE film–
cooled thrust chamber component is provided in Chap. 3.
Numerical results are presented in Part II. Results of the heat transfer CFD
analyses performed on uncooled, film cooled, and mixture ratio biased thrust
chambers are illustrated in Chapters. 4 and 5. Eventually, the validation of
the reduced liquid and gaseous film cooling models by means of the Ecosim-
Pro/ESPSS platform is provided in Chap. 6. Conclusions are summarized in
Chap. 7.



Part I

M O D E L L I N G





2 C F D M O D E L

The numerical model used to perform CFD heat transfer analyses employing
the different approaches presented later in Part II is described in this chapter.

The numerical study of the wall heat transfer in the cylindrical part and at
nozzle throat of LRE thrust chambers requires suitable modelling of convective
and radiative phenomena. In this framework, the convective contribution to the
total heat flux is modeled through a suitable CFD approach (Section 2.1), mak-
ing use of an in–house three–dimensional finite–volume Reynolds–Averaged
Navier–Stokes (RANS) solver. The solver is second–order accurate in space and
time, and capable to handle multicomponent mixtures of turbulent, reactive,
compressible, and thermally perfect gases. On the other hand, the radiative
contribution is modeled separately by solving the radiative transfer equation
(RTE) on the basis of the local conditions of the flowfield as computed by the
CFD model. Thermal radiation model features are described in Section 2.2.

2.1 flowfield and convection modelling

The convective contribution to the wall heat flux is computed by solving the
compressible Reynolds–averaged Navier–Stokes (RANS) equations for reacting
mixtures [109]:

∂(ρyi)

∂t
+∇ · (ρvyi) = −∇ · ji + ω̇i (i = 1, ...,Ns)

∂(ρv)
∂t

+∇ · (ρvv) = ∇ · S (1)

∂(ρe0)

∂t
+∇ · (ρe0v) = ∇ · (v · S) −∇ · q

where the mixture total energy per unit mass e0 is defined as

e0 =

Ns∑
i=1

yiei +
v · v
2

(2)

13
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The quantities under divergence sign on the right hand side of Eq. (1) are:

ji = −

(
µ

Sc
+
µT

ScT

)
∇yi

S = −pI − (µ+ µT)

{
2

3
(∇ · v)I +

[
∇v + (∇v)T

]}
(3)

q = −

(
k+

µT

PrT

Ns∑
i=1

yicp,i

)
∇T +

Ns∑
i=1

(
hi +∆h

◦
f,i

)
ji

which represent the mass diffusion flux vector of the i-th species, the stress
tensor, and the heat flux vector, respectively. Notice that the mass fluxes ji are
corrected to ensure that they sum to zero by distributing the residual according
to the species mass fraction [110]. According to Ref. [110], this correction allows
to obtain results close to formulations based on gradients of molar mass frac-
tions (Hirschfelder approximation [111]). Thermodynamic closure is obtained
assuming a thermally perfect gas mixture, governed by the equation of state

p = ρRT with R =

Ns∑
i=1

yiRi (4)

where Ri is the species gas constant. The caloric equation of state is obtained
expressing constant pressure specific heats as a function of temperature accord-
ing to the seventh-order polynomial written for each species:

cp,i(T) =a1,iT
−2 + a2,iT

−1 + a3,i + a4,iT+

+ a5,iT
2 + a6,iT

3 + a7,iT
4 (i = 1, ...,Ns)

(5)

with coefficients a1,i,a2i , . . . ,a7,i reported in Ref.[112]. The standard heat of
formation for the i-th species ∆h◦f,i is also taken from Ref. [112]. The molecular
transport properties µ and k are derived from those of the individual species
according to Wilke’s rule [109], and those of individual species are taken from
the fourth–order polynomials of temperature reported in Ref. [113]. Species
diffusion is considered to be the same for all the Ns species through a constant
Schmidt number, assumed as Sc = 0.7. Turbulent viscosity µ

T
is evaluated

by the integration of an additional convection/diffusion equation, according to
the Spalart-Allmaras one–equation model [114], whose standard constants are
used for model closure. Turbulent diffusivity and conductivity are evaluated
on the basis of µT through constant turbulent Schmidt and Prandtl numbers,
Sc
T
= 0.7 and PrT = 0.9, respectively.

The chemical source terms ω̇i in Eq. (1) are obtained by the contribution of
each of the Nr reactions as

ω̇i = Mi

Nr∑
j=1

(νP
i,j − ν

R
i,j)

[
kf,j

Ns∏
s=1

(
ρs

Ms

)νR
s,j

− kb,j

Ns∏
s=1

(
ρs

Ms

)νP
s,j
]
αj (6)
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where the generic reaction among species Bi is expressed with stoichiometric
coefficients of reactants νR

ij
and products νP

ij
as:

Ns∑
i=1

νR
i,jBi −−→←−−

Ns∑
i=1

νP
i,jBi (j = 1, ...,Nr) (7)

and forward kf,j and backward kb,j reaction rates are expressed as

kf,j = Aj T
nj exp

(
−
Ea,j

RT

)
kb,j = kf,j/Kj (8)

where Aj is the pre-exponential factor, nj the temperature exponent, Ea,j the
molar activation energy, R the universal gas constant, and Kj the equilibrium
constant of the j-th reaction evaluated from thermodynamic data taken from
Ref. [112]. The coefficient αj in Eq. (6) is generally equal to one, except for the
case of reactions involving a generic third body M; in such a case, it is defined
as

αj =

Ns∑
i=1

α̂i,j

(
ρi
Mi

)
(9)

where α̂i,j is the third–body efficiency of the i–th species when involved in the
j-th reaction.

Two reaction mechanisms are used in this thesis to evaluate differences
among numerical results. Most of the CFD numerical simulations employ
an extension of the Jones-Lindstedt [115] global reaction mechanism for an
oxygen/methane mixture (Table 1). This mechanism includes three additional
species and three extra reactions with respect to the original one with the goal
of taking into account recombination reactions of dissociated species. Here-
after such 9–species 7–reactions mechanism will be referred to as “JL–R” (Jones
Lindsted with recombinations). It has been introduced and validated in the
range 10-100 bar for recombination reactions in Ref. [116] and allows to get the
correct equilibrium composition at the end of the combustion process.

Table 1: JL–R global reaction mechanism for oxygen–methane simulations [116]
(Aj units are expressed in kmoles, meters, and seconds)

j Reaction Aj nj Ea,j/R (K)
1

1

2
CH4 + 5

4
O2 −−→ CO + 2 H2 + 3

4
O2 – 1

2
CH4 4.40 · 10

11
0.00 15096.6

2 CH4 + H2O −−→ CO + 3 H2 3.00 · 10
08

0.00 15096.6
3 CO + H2O −−→←−− CO2 + H2 2.75 · 10

09
0.00 10064.4

4
1

4
H2 + 3

2
O2
−−→←−− 2 H2O + 1

2
O2 – 7

4
H2 6.80 · 10

15 -1.00 20128.8
5 O2

−−→←−− 2 O 1.50 · 10
09

0.00 56863.8
6 H2O −−→←−− H + OH 2.30 · 10

22 -3.00 60386.3
7 OH + H2

−−→←−− H + H2O 2.10 · 10
05

1.51 1726.0

As a term of comparison for the JL–R chemical kinetics, a second reaction
mechanism is adopted [117] (see Table 2).
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Table 2: TSR-CDF-13 skeletal reaction mechanism for oxygen–methane simula-
tions [117] (Aj units are expressed in kmoles, meters, and seconds)

j Reaction Aj nj Ea,j/R (K)
1 2 O + M −−→←−− O2 + M 1.20 · 10

14 -1.00 0.0
2 H + O + M −−→←−− OH + M 5.00 · 10

14 -1.00 0.0
3 H2 + O −−→←−− H + OH 5.00 · 10

01
2.67 3165.2

4 HO2 + O −−→←−− O2 + OH 2.00 · 10
10

0.00 0.0
5 CH3 + O −−→←−− CH2O + H 8.43 · 10

10
0.00 0.0

6 CH4 + O −−→←−− CH3 + OH 1.02 · 10
06

1.50 4327.7
7 CO + O + M −−→←−− CO2 + M 6.02 · 10

11
0.00 1509.7

8 HCO + O −−→←−− CO + OH 3.00 · 10
10

0.00 0.0
9 HCO + O −−→←−− CO2 + H 3.00 · 10

10
0.00 0.0

10 CH2O + O −−→←−− HCO + OH 3.90 · 10
10

0.00 1781.4
11 CO + O2

−−→←−− CO2 + O 2.50 · 10
09

0.00 24053.9
12 CH2O + O2

−−→←−− HCO + HO2 1.00 · 10
11

0.00 20128.8
13 H + O2 + M −−→←−− HO2 + M 2.80 · 10

15 -0.86 0.0
14 H + 2 O2

−−→←−− HO2 + O2 3.00 · 10
14 -1.72 0.0

15 H + H2O + O2
−−→←−− H2O + HO2 9.38 · 10

12 -0.76 0.0
16 H + O2

−−→←−− O + OH 8.30 · 10
10

0.00 7252.9
17 2 H + M −−→←−− H2 + M 1.00 · 10

15 -1.00 0.0
18 2 H + H2

−−→←−− 2 H2 9.00 · 10
10 -0.60 0.0

19 2 H + H2O −−→←−− H2 + H2O 6.00 · 10
13 -1.25 0.0

20 CO2 + 2 H −−→←−− CO2 + H2 5.50 · 10
14 -2.00 0.0

21 H + OH + M −−→←−− H2O + M 2.20 · 10
19 -2.00 0.0

22 H + HO2
−−→←−− H2O + O 3.97 · 10

09
0.00 337.7

23 H + HO2
−−→←−− H2 + O2 2.80 · 10

10
0.00 537.4

24 H + HO2
−−→←−− 2 OH 1.34 · 10

11
0.00 319.5

25
a CH3 + H ( + M) −−→←−− CH4 ( + M) 1.27 · 10

13 -0.63 192.7
2.48 · 10

30 -4.76 1227.9
26 CH4 + H −−→←−− CH3 + H2 6.60 · 10

05
1.62 5454.9

27
a H + HCO ( + M) −−→←−− CH2O ( + M) 1.09 · 10

09
0.48 -130.8

1.35 · 10
21 -2.57 717.1

28 H + HCO −−→←−− CO + H2 7.34 · 10
10

0.00 0.0
29 CH2O + H −−→←−− H2 + HCO 2.30 · 10

08
1.05 1648.0

30
a CO + H2 ( + M) −−→←−− CH2O ( + M) 4.30 · 10

04
1.50 40056.2

5.07 · 10
24 -3.42 42446.5

31 H2 + OH −−→←−− H + H2O 2.16 · 10
05

1.51 1726.0
32 2 OH −−→←−− H2O + O 3.57 · 10

01
2.40 -1061.8

33 HO2 + OH −−→←−− H2O + O2 2.90 · 10
10

0.00 -251.6
34 CH4 + OH −−→←−− CH3 + H2O 1.00 · 10

05
1.60 1570.0

35 CO + OH −−→←−− CO2 + H 4.75 · 10
04

1.23 35.2
36 HCO + OH −−→←−− CO + H2O 5.00 · 10

10
0.00 0.0

37 CH2O + OH −−→←−− H2O + HCO 3.43 · 10
06

1.18 -224.9
38 CH3 + HO2

−−→←−− CH4 + O2 1.00 · 10
09

0.00 0.0
39 CO + HO2

−−→←−− CO2 + OH 1.50 · 10
11

0.00 11876.0
40 CH3 + O2

−−→←−− CH2O + OH 3.60 · 10
07

0.00 4498.8
41 CH3 + HCO −−→←−− CH4 + CO 2.65 · 10

10
0.00 0.0

42 CH2O + CH3
−−→←−− CH4 + HCO 3.32 · 10

00
2.81 2948.9

43 H2O + HCO −−→←−− CO + H + H2O 2.24 · 10
15 -1.00 8554.7

44 HCO + M −−→←−− CO + H + M 1.87 · 10
17 -1.00 8554.7

45 HCO + O2
−−→←−− CO + HO2 7.60 · 10

09
0.00 201.3

46 CH3 + OH −−→←−− CH2O + H2 8.00 · 10
09

0.00 0.0
aFall–off reaction. kf0 and k∞ Arrhenius coefficients are reported in the first and second row, respectively.
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Having as a starting point the detailed chemical kinetics for oxygen–methane
mixtures at high pressures developed by Zhukov [118], this second reaction
mechanism is a result of a reduction strategy employing an algorithm based on
the CSP (computational singular perturbation) theory. It should be noted that
the reduction strategy presented in Ref. [117] gave birth to a family of skeletal
reaction mechanism, with different number of species and reactions and, thus,
with different accuracies. The decision to choose exactly that shown in Table. 2,
which is neither the most accurate nor the least, comes from the reasonable com-
promise between the accuracy it showed during validation and computational
cost increase with respect to the global mechanism. Therefore, the selected
skeletal reaction mechanism, hereafter referred to as “TSR-CDF-13” (tangen-
tial stretching rate - counterflow diffusion flame-13) retains the same species
of the JL–R global mechanism, with the addition of further four, namely HO2,
CH3, HCO, and CH2O, for a total of 13 species and 46 reactions. The reaction
set includes 10 three–body reactions (efficiencies are reported in Table 3) and
3 fall-off reactions. The latter rely on two sets of Arrhenius coefficients, and
thus on two premilinary reaction rates kf0 and k∞, for the determination of the
actual reaction rate kf. For further details the interested reader may consult
Refs. [119–121].

Table 3: Third-body efficiencies associated to the TSR-CDF-13 skeletal reaction mecha-
nism [117]. Provided only for reactions involving a third body M.

j Reaction α̂CH4
α̂CO α̂CO2

α̂H2
α̂H2O α̂O2

1 2 O + M −−→←−− O2 + M 2.00 1.75 3.60 2.40 15.40 1.00

2 H + O + M −−→←−− OH + M 2.00 1.50 2.00 2.00 6.00 1.00

7 CO + O + M −−→←−− CO2 + M 2.00 1.50 3.50 2.00 6.00 6.00

13 H + O2 + M −−→←−− HO2 + M 1.00 0.75 1.50 1.00 0.00 0.00

17 2 H + M −−→←−− H2 + M 2.00 1.00 0.00 0.00 0.00 1.00

21 H + OH + M −−→←−− H2O + M 2.00 1.00 1.00 0.73 3.65 1.00

25 CH3 + H + M −−→←−− CH4 + M 2.00 1.50 2.00 2.00 6.00 1.00

27 H + HCO + M −−→←−− CH2O + M 2.00 1.50 2.00 2.00 6.00 1.00

30 CO + H2 + M −−→←−− CH2O + M 2.00 1.50 2.00 2.00 6.00 1.00

44 HCO + M −−→←−− CO + H + M 2.00 1.50 2.00 2.00 0.00 1.00

The TSR-CDF-13 reaction mechanism has been specifically developed to
deal with the CFD analysis of rocket engines thrust chambers. Moreover, it
has been validated at four different operating pressures ranging from 20 to
450 bar, showing good agreement with data provided by Zhukov’s detailed
mechanism [118].

The RANS equations are numerically integrated up to the wall by an in-
house CFD solver that has been validated in different operating conditions [116,
122–128]. The solver adopts a finite volume Godunov-type formulation. To
allow a second-order accuracy in space, a linear cell reconstruction of flow
variables is carried out by using the value in the considered cell and those
in the contiguous ones. A Roe approximate Riemann solver [129] for multi-
block structured meshes is used. This allows to evaluate variables at cell inter-
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faces and associated fluxes to compute the evolution in time. Time integration
adopts the Strang operator-splitting technique [130]: convective and diffusive
terms are integrated by a second-order Runge-Kutta scheme, whereas for the
chemical source terms a stiff ordinary differential equation implicit integrator
is used [131].

2.2 thermal radiation modelling
The thermal radiation modelling strategy relies on the main assumptions of
gray/diffuse wall and of gray/non–scattering medium, which are justified in
the following. The global treatment of spectral features, leading to the assump-
tion of gray wall, is deemed to be quite accurate given its fair independence
from wavelength over the spectrum. The constraint on computer time restricts
the choice to the gray assumption also for the gas, enabling to compute a single
radiative intensity. The absence of solid particles suspended in the gas phase,
finally, is consistent with the assumption of a non–scattering behavior of the
medium, and the effect of soot radiation is not accounted for in the present
study. It is also assumed that radiation does not affect the flow field signifi-
cantly [132], because of the relative small weight of the wall heat transfer, and
in particular of the radiative contribution, as compared to the whole thermal
power generated within the thrust chamber. This assumption allows to evalu-
ate the radiative heat flux only at the boundaries, and to neglect its contribution
into the energy conservation equation.

The incident radiative heat flux qg,rad reaching a specific wall location is
defined by the integral of the wall radiative intensity Iw over the hemispherical
solid angle facing the incoming radiation:

qg,rad =

∫
4π

Iw sin θ dΩ =

∫2π
0

∫ π
2

0
Iw sin θ cos θ dθ dψ (10)

where Ω is the solid angle, and θ and ψ are the line–of–sight elevation and
azimuth angle, respectively. The radiative intensity at the wall from a generic
line–of–sight can be computed by integrating the radiative transfer equation
(RTE) along the whole radiation path length. The RTE expresses the balance of
radiative intensity along a generic direction, including contributions due to ab-
sorption/emission and, potentially, in/out–scattering. Under the assumption
of gray/non–scattering medium, the RTE reduces to the form

dI

ds
= je − κ I (11)

where je is the power per unit volume emitted by the gas, κ is the absorp-
tion coefficient, and s is the abscissa along a line–of–sight. The term je can
be expressed as proportional to the black–body radiative intensity through a
proportionality constant for emission equal to the absorption coefficient, i.e.
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je = κσT4/π, where σ is the Stefan–Boltzmann constant. The RTE formal solu-
tion can then be obtained as

Iw = Iw,0 exp

(
−

∫ sw

sw,0

κds

)
+

∫ sw

sw,0

je exp
(
−

∫ sw

s
κds ′

)
ds (12)

where the line–of–sight originates from another wall point (indicated with the
subscript 0).

Equations (10) and (12) require the knowledge of radiative intensity at the
line–of–sight origin Iw,0 and of the absorption coefficient of the gas mixture κ
to be solved. The former, under the assumption of gray/diffuse wall, can be
simply evaluated taking into account both the emitted and reflected radiative
intensity:

π Iw,0 = εw,0σT
4
w,0 + (1− εw,0)qg,rad,0 (13)

The latter is derived by means of a global model, typically used for high–
temperature combustion mixtures under vibrational equilibrium conditions:

κ = p

N∑
i=1

χiκp,i (14)

indicating that the absorption of radiative energy is proportional to the pres-
sure and to the absorption coefficients of the participating species weighted
with their molar fraction χi. Note that κp,i = 0 except for H2O, CO2, and CO,
which are the most relevant in the process of thermal radiation exchange [133,
134]. Radiation from hydroxyls, widely exploited for combustion diagnostics,
is not considered relevant under the energetic standpoint for rocket chamber
conditions, despite the non–negligible OH concentrations [135, 136]. The ab-
sorption coefficients averaged over the whole spectrum, i.e. the Planck mean
absorption coefficients, are obtained from the model of [135]. This model, not
explicitly accounting for high–pressure effects, does admittedly leave some un-
certainty, which is however deemed of a weight comparable to those implied
by other aspects of the model.

In the present work, the RTE is integrated with the discrete transfer method
(DTM) using an in–house software for generic axisymmetric gray/diffuse bound-
aries and inhomogeneous gray/non–scattering media. The software was suit-
ably developed, validated, and applied for convective and radiative heat flux
comparisons in [122, 124]. For DTM simulations, a discretization consisting in
256 rays for each calculation point and a step of 1 mm along each ray have been
used after performing convergence analyses for both parameters. Moreover, a
wall emissivity equal to 0.91 has been assumed. The outlet section is modeled
as an open surface, neglecting its contribution of emission and reflection.

Once the incident radiative heat flux is obtained with Eq. (10), the net radia-
tive wall heat flux can be computed with

qw,rad = εw(qg,rad − σT4w) (15)
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where the first term on the right hand side is the absorbed heat flux, accord-
ing to Kirkhoff’s law, and the last is the emitted heat flux according to the
corresponding total black–body emissive power σT4w. Equation (15) shows that
qw,rad depends on the gas properties (see Eq. (10)), on the wall temperature,
and on the wall properties (εw and Iw,0, see Eq. (13)).
The field and wall local parameters needed by the code are recovered from the
CFD solution, which is given to the radiation software as input.



3 F I L M C O O L I N G LO W– O R D E R
M O D E L I N G

The prediction of gaseous and, especially, liquid film cooling is a demand-
ing procedure in terms of modelling and computational cost, hence discour-
aging when an entire rocket system has to be simulated and analyzed in detail.
Propulsion system simulators tend to privilege the essential features of a rocket
engine, for instance combustion and expansion processes, which are necessary
to provide a first order prediction of engine performances. As far as cooling
systems are concerned, regenerative cooling is usually considered as the main
technique employed to provide thermal protection to chamber walls. However,
the numerical simulation of the regenerative cooling system alone may not be
sufficiently realistic and accurate in heat transfer analysis of modern LREs, as
already mentioned in Sec. 1.2. As a consequence, the feature for a LRE system
simulator to handle film cooling predictions is becoming more and more inter-
esting and necessary. For those reasons, suitable modelling has been searched
and then selected among the few choices available in the literature, aiming at
extending the capabilities provided by LRE design tools for system analysis.
Choosing criteria were the compatibility with the EcosimPro/ESPSS software
paradigm and capabilities, but also the possibility of having formulations not
so computationally heavy to generate bottlenecks in the system simulations.
In this regard, the EcosimPro/ESPSS framework is a state–of–the–art object–
oriented visual simulation tool, which allows the propulsion system to be as-
sembled by connecting the individual components available in the software
(pipes, valves, turbomachinery, cooling jackets, thrust chamber, etc.). Further-
more, it allows to design and develop brand–new components to be included
in the model.

In this chapter, the detailed description and the implementation strategy of
the models selected as best candidates to be included as brand–new compo-
nents into the EcosimPro/ESPSS platform modelling both liquid and gaseous
film–cooled LRE thrust chambers are presented. Because of the nature of the
framework itself, different categories of models which can deliver results with
different orders of accuracy with respect to the investigated phenomena have
been selected, thus involving different computational efforts. Therefore, differ-
ent levels of approximation might be considered, if needed.

21
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3.1 liquid film cooling models
Different models have been considered with their pros and cons for liquid film
cooling [55, 57]. They are mostly based on empirical formulations and several
simplifying hypotheses are usually retained to have a compromise between ac-
curacy and computational effort due to the highly complex phenomena which
are occurring.

3.1.1 Grisson full formulation

Grisson’s model [55] is a one–dimensional differential model of liquid film
cooling in liquid rocket engine combustion chambers. The main purpose of the
model is to calculate the coolant evaporation rate due to heating and, accord-
ingly, to estimate the size of the film–cooled region, referred to as FCL (film
cooled length). Radiative heating to the liquid film is considered in the model.
Grisson’s complete model also assumes that a portion of the evaporated coolant
continues to provide a (lesser) thermal protection due to its entrainment into
the boundary layer. Limitations exist for this model, e.g., since liquid droplets
entrainment into the hot gas stream is neglected, a greater error should be ex-
pected when dealing with significant mass flow rates. Moreover, the effect of
boundary–layer gases acceleration is neglected as well, therefore lower accu-
racy is expected in the nozzle as well, where a correction factor applies only for
the convergent part.

Right after injection, the coolant is assumed to heat up until saturation con-
ditions due to heat exchange with the hot gases. The convective heat transfer
coefficient is calculated according to the flat plate correlation by Chilton and
Colburn [137], thus involving the hot gas properties:

Cf,0 = 0.0592 Re−0.2x (16)

St0 =
1

2
Cf,0 Pr

−0.6 (17)

h0 = Kt Gmean cp,g St0 (18)

Gmean = ρgug

(
ug − uliq
ug

)
= ρg(ug − uliq) (19)

where Cf,0 is the skin friction factor, Rex is the abscissa–based hot gas Reynolds
number, St0 is the Stanton number, Pr is the Prandtl number of the hot gases,
and h0 is the dry–wall convective heat transfer coefficient between the hot gas
and the liquid film, i.e. not accounting for transpiration effects. Kt = 1+ 4et
is a correction factor for turbulence (function of the RMS turbulence fraction
et) and Gmean is the hot gas mass flow per unit area, evaluated at the mean
temperature between the gas and the liquid film and accounting also for the
coolant velocity. Typical values of et measured in liquid rocket engines are in
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the range 0.05 – 0.2. Once h0 is obtained, the convective heat exchange between
the hot gas and the liquid film is evaluated as qconv,film = h0(Tg − Tliq). The
convective heat exchange between the film and the walls qwallconv,film is evaluated
using the same procedure while considering the liquid coolant properties:

qwallconv,film = hwallfilm ∆T = 0.0296
(
x

kliq

)
Re0.8x,liq Pr

0.33
liq (Tliq − Twall) (20)

where x is the local abscissa and kliq is the liquid coolant thermal conductivity.
Then, the radiative heat flux towards the liquid film is calculated as:

qrad,film = σAw εg (T
4
g − T

4
liq) (21)

where σ is the Stefan–Boltzmann constant and Aw is the absorptivity of the
chamber wall, which can be set as a free parameter.
The hot gas total emittance εg is evaluated by the model. According to Gris-
son’s model only water and carbon dioxide are supposed to give a contribution
to the hot gas total emittance, thus:

εH2O = 0.825

(
1+

(
ρopt,H2O

cH2O

)−nH2O
)− 1

nH2O

(22)

εCO2
= 0.231

(
1+

(
ρopt,CO2

cCO2

)−nCO2

)− 1
nCO2

(23)

where ρopt,H2O = pyH2O Leff and ρopt,CO2
= pyCO2

Leff are the optical densities,
Leff = 0.95DcA−0.85

w is a reference length, and c and n are coefficients which
are tabulated as a function of temperature and the chemical species.

A high-pressure correction (pressure higher than 1 bar) is applied by multi-
plying both the emissivities by a factor Kp:

• H2O

KpH2O = 1+ c1

(
1− exp

(
1− p(1+ χH2O)

c2

))
(24)

c1 = 0.26+ 0.74 exp(−2.5 ρH2O) (25)

c2 = 0.75+ 0.31 exp(−10 ρH2O) (26)

• CO2

log10(KpCO2
) = 0.036 ρ−4.33CO2

(1+ (2 log10(p))
−100ρCO2 )

− 1
100ρCO2 (27)

where ρH2O and ρCO2
are the water and carbon dioxide partial densities respec-

tively, and χH2O is the mole fraction of water in the mixture. An additional
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correction ∆ε is necessary to account for overlaps in the two spectra for tem-
peratures higher than 1200 K (see Ref. [55] for further details):

∆ε =

{
0.0551Kx(1− exp(−4ρopt))(1− exp(−12.5ρopt)) if T > 1200 K

0 otherwise
(28)

Kx = 1−

∣∣∣∣ 2χH2O

χH2O + χCO2

∣∣∣∣n (29)

n = 5.5(1+ (1.09ρopt)−3.88)−
1
3.88 (30)

where ρopt = ρoptH2O + ρoptCO2
and χCO2

is the mole fraction of carbon dioxide
in the mixture. The total gas emissivity is then:

εg = εH2O KpH2O + εCO2
KpCO2

−∆ε (31)

Once the radiative heat flux to the film is known, the radiation at the wall is
calculated as:

qrad,wall = qrad,film e
−α t (32)

t =
2µliq Γ

ρliq τw,0
(33)

where α is an averaged liquid absorptivity (free parameter), t is the liquid film
thickness, µliq and ρliq are the dynamic viscosity and the density of the liquid
film respectively, Γ is the coolant mass flow rate per unit chamber circumfer-
ence, and τw,0 is the dry–wall shear stress (calculated from Cf,0). The exponen-
tial term in Eq. (32) represents the fraction of radiation transmitted through
the liquid film. The total heat flux, obtained summing up the convective and
radiative contributions, is absorbed by the liquid film, causing a temperature
rise:

∆T

∆x
=
qtot,film

Γ cp,liq
(34)

After the liquid reaches the saturation temperature, the evaporation rate per
unit area is:

ṁvap =
Qconv,film +Qrad,film +Qwallconv,film

λ
(35)

where λ is the coolant latent heat of vaporization. This vapor flows away from
the liquid film, similar to liquid transpiration through a porous wall, thus de-
creasing the dry–wall shear stress τw,0 and convective heat transfer coefficient
h0. To take this phenomenon into account, a new convective heat transfer co-
efficient h (and a new wall shear stress τw, actually not used in the model) is
calculated from the dry–wall one by means of a transpiration correction:

h

h0
=
ln(1+H)

H
(36)
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H =
Km cp,g

λ

[
(Tg − Tsat) +

qrad,film

h

]
=
Km cp,g ṁvap

h
(37)

where Km is a function of hot gas and coolant molar masses M:

Km =

{
(Mg/Mfilm)

0.6 if Mg > Mfilm

(Mg/Mfilm)
0.35 otherwise

(38)

Given the non–linear nature of the dependencies, an iterative procedure is re-
quired to calculate ṁvap, h, and H. Once the evaporation rate is known, it
decreases the liquid mass flow rate per unit circumference at a rate:

∆Γ

∆x
= −ṁvap (39)

The FCL is hence determined as the abscissa at which Γ = 0.

Starting from the position marked as FCL it is assumed that the whole
coolant mass remains in the boundary layer (see Fig. 3a), which grows and
heats up due to the free stream entrainment. Note that all the mass flow rates
involved in this gaseous film cooling formulation, indicated as Ṁ, are intended
per unit length of chamber circumference, hence units are kg/(s ·m).

(a) (b)

Figure 3: Grisson model boundary layer treatment schematics [55].

The mass flow rate increase in the boundary layer at the i–th grid node due to
free stream entrainment is:

∆Ṁe = 0.1963KtG
(
µg

Ṁbl,i

)−0.25

∆x (40)

where the mass flow per unit area G is now calculated as the chamber value
ρgug scaled by the local area ratio Ac/A. Ṁbl,i is the gaseous mass flow rate
in the boundary layer at the i–th grid node. When calculated for the first time,
the latter is defined as a function of the actual film mass flow rate (equal to the
initial value of Γ ) and of an effective leading–edge abscissa X0 used to obtain a
proper boundary layer growth rate [91] (see Fig. 3b):

Ṁbl,1 = 0.325 Γ(FCL+X0) = 0.325 Γ(3.08+ FCL0.8) (41)
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A further term is used to consider the chamber contraction in the convergent
part of the nozzle:

∆Ṁc = −Ṁbl,i
∆Dc,i

Dc,i
(42)

where Di is the local chamber diameter, and ∆Dc,i = Dc,i−1 −Dc,i. Therefore,
the mass flow rate in the boundary layer at the next step i+ 1 is calculated as:

Ṁbl,i+1 = Ṁbl,i +∆Ṁe +∆Ṁc (43)

Note that the boundary–layer mass flow rate increase is limited by the total
chamber mass flow rate.
On the other hand, the temperature increase in the boundary layer is computed
as:

∆Te = ∆Ṁe(Tr − Tbl,i)

[
Ṁbl,i + Γ

(
1

Km

cp,c

cp,g
− 1

)]−1
(44)

and radiation from hot gases:

∆Trad =

(
qrad

cp,g Ṁbl,i

)
(45)

where Tr is the recovery temperature, and cp,c is the gaseous coolant specific
heat at constant pressure calculated at the boundary layer temperature Tbl,i.
Eventually, the boundary layer temperature at the next grid node is calculated
as:

Tbl,i+1 = Tbl,i +∆Te +∆Trad (46)

Once the boundary layer temperature is obtained, the convective heat transfer
coefficient between the boundary layer and the wall is calculated according to
the Chilton–Colburn correlation:

hbl,i = 0.0296KtGcp,c

(
G(xi − FCL+X0/K)

µc

)−0.2 (µc cp,c

kc

)−0.6

(47)

where xi is the local abscissa, and µc and kc are respectively the gaseous coolant
dynamic viscosity and thermal conductivity calculated at the boundary layer
temperature Tbl,i. It should be noted that this convective heat transfer coeffi-
cient is calculated using the pure coolant properties. This represents a mod-
elling approximation since the coolant is mixed with the hot gas in the bound-
ary layer, resulting in a mixture with different chemical composition, and thus
with intermediate properties between the mainstream and the coolant itself. A
more realistic approach would foresee the mixing between the two flows at
each chamber node prior to the calculation of the convective heat transfer co-
efficient. However, such a procedure would involve several further calculation
steps, hence increasing significantly the computational burden which is already
moderate due to the complex phenomenology entailed by liquid film cooling.
For those reasons, the assumption is considered acceptable.
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3.1.2 Grisson simplified formulation

Grisson [55] also provided a simplified 0–dimensional analytical formulation
of his model to avoid the iterative calculation of the evaporation rate and the
transpiration–corrected convective heat transfer coefficient. They can be ob-
tained explicitly by neglecting the term qrad,film in Eq. (37). In fact, without
radiation the transpiration correction reduces to a simple form:

h

h0
=
ln(1+H)

H
(48)

H =
Km cp,g

λ∗
(Tg − Tsat) (49)

where the latent heat of vaporization λ∗ includes also the contribution yielded
by coolant heating from the injection temperature Tliq to the saturation point
Tsat:

λ∗ = λ+ cp,liq(Tsat − Tliq) (50)

The FCL is then calculated without the necessity of integrating along the cham-
ber abscissa:

FCL =
61.62µg
Gmean

[
λ∗ Γ

cp,g(Tg − Tsat)µg(h/h0)

]1.25
Pr0.75 (51)

Eventually, the convective heat transfer coefficients h and h0 are calculated
using Eq. (48), Eq. (49), and the Stanton number St0:

St0 = 1.25

[
0.0296

(
Gmean FCL

µg

)0.2
Pr−0.6

]
(52)

Due to the simplified nature of this model, the wall region covered by the
liquid film has been supposed as adiabatic, so the term qwallconv,film is neglected.
The gaseous formulation does not change from the full Grisson model, since
the hot–gas radiation can be retained during the boundary layer calculations
without drastically increase model computational heaviness.

3.1.3 Shine et al.

Shine et al. model [57], hereafter Shine for the sake of brevity, is a 0–dimensional
analytical model of liquid film cooling in LREs combustion chambers operating
at subcritical conditions, which incorporates hot gas radiation and the entrain-
ment of the liquid phase into the gas. The approach involves the modelling
of the liquid phase as a control volume with constant properties (see Fig. 4),
and the evaporation is calculated by means of mass and energy balances. Mass
transfer via entrainment is obtained employing the numerical correlation by
Sawant et al. [49]. The logic behind the calculation of the evaporation rate and
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the convective heat transfer coefficient is similar to that of Grisson, with slight
modifications.

Figure 4: Schematic of the control volume and heat contributions used by Shine et
al. [57].

As shown in Fig. 4, the control volume exchanges energy with the wall
and with the hot gases. The model includes convection and radiation at the
interface of liquid film with combustion gas, the contribution of enthalpy and
kinetic energy carried by coolant vapor, and the entrainment of the liquid phase
in the mainstream. In most cases, the kinetic energy contributions and radia-
tion at the wall can results negligible in comparison to the other contributions.
Moreover, the increasing liquid phase enthalpy is neglected as well, in the con-
trol volume, thus assuming the liquid phase heating process from the injection
temperature to the saturation value as instantaneous. In such a way, an overall
vaporization enthalpy can be defined as already done in Eq. (50) for the simpli-
fied Grisson model. The convective heat transfer to the wall is neglected, thus
considering the chamber wall as adiabatic. All the neglected terms are crossed-
out in Fig. 4. In the end, the total heat flux exchanged by the control volume is
just qtot,film = qconv,film + qrad,film. The evaporation process is modelled sim-
ilarly to Grisson model (see Sec. 3.1.1), i.e., calculating a dry–wall convective
heat transfer coefficient h0 and then introducing the transpiration correction
to obtain h. In the Shine model, the dry–wall quantities are obtained starting
from the implicit calculation of the Darcy friction factor fD:

1√
fD

= 1.93log10(Reg
√
fD) − 0.537 (53)

St0 =
fF/2

1.20+ 11.8
√
fF/2 (Pr− 1)Pr−0.33

(54)

h0 = Gmean cp,g St0 Kt (55)

where fF = fD/4 is the Fanning friction factor, Gmean is defined as in Eq. (19),
and Reg is the hot–gas chamber diameter–based Reynolds number. The radia-
tive heat flux towards the liquid film is calculated as qrad,film = σεg(T

4
g − T

4
sat).
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The total hot gas emittance is evaluated through the Leckner correlation [58],
whose details are provided in the following. According to Leckner, and simi-
larly to the method used by Grisson, only the partial emittances of water and
carbon dioxide participate to the total mixture emittance, which is a function
of temperature, pressure, and chamber geometry:

ε(T ,pLe) = exp

a0 +
M∑
j=1

aj [log10(pLe)]
j

 (56)

aj = c0j +

N∑
i=1

cij

(
T

1000

)i
(57)

where p is the partial pressure of water or carbon dioxide, Le can be reasonably
assumed equal to the chamber length, and coefficients M, N, and c are tabu-
lated in Ref. [58] for temperatures higher than 400 K and depending on the
chemical. Similarly to the Grisson model, a high–pressure correction is needed
for the correct emissivity assessment. The correction factor can be casted as
C = 1+ Ξ(Λ− 1), where factors Λ and Ξ are different if water or carbon diox-
ide are concerned. Being T̂ = T/1000, the latter are defined as follows:

ΛH2O =

[
1.888− 2.053 log10

(
T̂
)]
PE,H2O + 1.10 T̂−1.4

PE,H2O +
[
1.888− 2.053 log10

(
T̂
)]

+ 1.10 T̂−1.4 − 1
(58)

ΛCO2
=

[
1+ 0.1 T̂−1.45

]
PE,CO2

+ 0.23

PE,CO2
+
[
1+ 0.1 T̂−1.45

]
− 0.77

(59)

ΞH2O = exp

{
−
1

2

[
log10

(
13.2 T̂2

)
− log10 (pH2O Le)

]}
(60)

ΞCO2
= exp {−1.47 [µ̄− log10 (pCO2

Le)]} (61)

µ̄ =

{
(log10

(
0.225 T̂2

)
if T > 700K

(log10
(
0.054 T̂−2

)
otherwise

(62)

PE,H2O = p0

[
1+ 4.9

(
pH2O

p0

) √
273

T

]
(63)

PE,CO2
= p0

[
1+ 0.28

(
pCO2

p0

)]
(64)

where T is the hot–gas temperature, pH2O and pCO2
are water and carbon diox-

ide partial pressures respectively, and p0 is the total pressure. The total emit-
tance is then obtained as:

εg = CH2O εH2O +CCO2
εCO2

−∆ε (65)
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where the band overlap correction ∆ε depends only on partial pressures and
Le:

∆ε =

(
ζ

10.7+ 101 ζ
− 0.0089 ζ10.4

)
[log10(pLe )]

2.76 (66)

ζ =
pH2O

pH2O + pCO2

(67)

p = pH2O + pCO2
(68)

Note that the Leckner correlation assumes pressures in bar and Le in cm.
The transpiration correction is calculated implicitly by means of the same

procedure shown for the Grisson model. The Stanton number is used here, even
if it should be noted that St/St0 = h/h0. Then the transpiration–corrected con-
vective heat transfer coefficient is calculated from the transpiration–corrected
Stanton number using h = Gmean cp,g StKt. The iterative procedure also re-
turns the evaporation rate, which is calculated as:

ṁvap =
Qconv,film +Qrad,film

λ∗
(69)

Note that the amount of vaporizing liquid might be lower than the amount of
liquid injected since some portion of it might be entrained in the free stream.
The correlation by Sawant et al. [49] is used to calculate this coolant loss, ex-
pressed as a fraction E of the injected mass flow rate Γ :

E = Em tanh
(
aWe1.25

)
(70)

Em = 1− 250
ln
(
Reliq

)
+ 1265

Reliq
(71)

a = 2.31 · 10−4 Re−0.35liq (72)

We =
ρg ugD

σ (∆ρ/ρg)
0.25 (73)

where Reliq is the slot height–based coolant Reynolds number, We is the mod-
ified Weber number, σ is the liquid surface tension, Em is a limiting entrained
fraction determined empirically depending only on the Reynolds number, and
∆ρ is the density difference between the liquid and the gas phases. Knowing
the entrained fraction E, the liquid mass flow rate available for film cooling is
given by:

Γav = Γ (1− E) (74)

and the film cooled length is FCL = Γav/ṁvap.
Boundary layer model for film cooling in gaseous phase is retained from Gris-
son model (see Sec. 3.1.1).
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3.2 gaseous film cooling models
The gaseous modelling relies on a quasi–2D reduced formulation [100], which
has been revised in the framework of this Ph.D. research, increasing its robust-
ness and extending the field of application to a larger spectrum of operating
conditions. A numerical correlation was also derived by CFD results process-
ing. The latter is characterized by a higher robustness than that of a reduced
model, but its low versatility and narrow field of application let the reduced
model be a better choice for parametric analyses. The support provided by CFD
simulations and the high versatility of such a formulation when implemented
in a numerical environment capable of handling system transients makes this
gaseous film cooling reduced modelling implementation an original, useful,
and important addition to systems simulators as EcosimPro to provide reliable
predictions of liquid rocket engines heat loads.

3.2.1 Modified Simon – Di Matteo et al.

Gaseous film cooling model by Simon–Di Matteo et al. [100], then modified in
the framework of this thesis, is a quasi–2D differential formulation to study the
developed flowfield of a film–cooled rocket combustion chamber. The model
is capable to provide a prediction of the evolution in space and time of the
wall heat flux, retaining the geometry of the developed flowfield proposed by
Simon [98] (see Fig. 5).

Figure 5: Geometry of the developed flowfield assumed by Simon [98].

The latter includes three different regions: the core (hot gases, subscript g),
film (subscript film), and mixing region (subscript mix). The entrained mass
flow rates and the quantities exchanged between the hot gas, the mixing, and
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the film regions are computed by means of geometrical correlations. All the
three zones are assumed to have the same pressure for any given cross–section
of the combustion chamber, determined as no film cooling were present. The
model assumes also that the mixing zone does not affect the film and hot gas
flows, but it is a result of their interaction. As a result, the hot gas and film
flows do not interact with each other anyhow, and the fluid properties in the
mixing zone are determined according to a one–way dependency through the
entrained hot gas and film mass and energy inflows.

The first step of the model is the calculation of the length of the film region
x1, also called potential core length. The latter defines the region characterized
by coolant properties (the initial region in Fig. 5), so the convective heat flux
is determined by the film conditions, whilst in the developed region the wall
conditions are determined by the mixing conditions. The value of x1 can be
enforced, obtained by means of an iterative procedure as proposed in the origi-
nal model [100], or calculated employing the CFD–based correlation developed
during this Ph.D. research. The reason which led to extend the possibilities of-
fered by the original model lays in its own limitations. In particular, the model
by Simon–Di Matteo et al. had a narrow range of applicability, being valid only
in the so–called wall–jet regime. The latter occurs in case ufilm > ug, which
actually represents only a restricted group of possibilities in LRE gaseous film
cooling design. For the sake of clarity, only the iterative procedure is pre-
sented in this section, while the numerical correlation is described in detail in
Sec. 3.2.2.

INPUT
B, R, ρfilm, ρg

START

Cm = db/dx

x01 = 20Bhslot

η1 = 1+Cm
x1

Bhslot
Tawx=x1 = Tg − η1(Tg − Tfilm) x1 =

hslot

Cm F(R)

x1 = x
0
1

OUTPUT

Tawx=x1 , x1
STOP

yes

no

Figure 6: Iterative procedure for the calculation of the potential core length x1.



3.2 gaseous film cooling models 33

The detailed flowchart of the iterative procedure for the calculation of x1
proposed in the original model by Simon–Di Matteo et al. is shown in Fig. 6,
where B = (ρu)g / (ρu)film is the blowing ratio, R is the velocity ratio, defined in
the following, hslot is the film injection slot height, Cm is the mixing coefficient,
which is equivalent to the mixing zone growth rate according to [98], Taw is the
adiabatic wall temperature, and F(R) is the following function of the velocity
ratio (see also Fig. 5):

F(R) =
y1
y2

=
1

ρfilm

ρ̄mix (0.416+ 0.134 R)
− 1

(75)

The term ρ̄mix is the average density of the mixing zone, which is calculated
by means of the perfect gas equation of state using the temperature Tawx=x1
(output of flowchart in Fig. 6) and the averaged gas constant between the hot
gas and film regions. Moreover, the velocity ratio is defined as:

R = kR
ug

ufilm
(76)

where kR = Nb/2πrc is a correction parameter accounting for discrete slot
injection in the 1–D environment, being N the number of discrete slots, b the
slot width, and rc the combustion chamber radius. Concerning the mixing zone
growth rate, it is given by:

db

dx
= Cm = ±c R− 1

R+ 1
(77)

where c is a function of the density ratio ρg/ρfilm with positive sign if R > 1

or negative otherwise. Note that Eq. (77) can not be used if the velocity ratio
equals 1, since it would provide an unrealistic null mixing zone growth.
Once the potential core length is known, it is possible to calculate the flowfield
geometry, which depends on time but is constant at a fixed time instant. In
particular, having Fig. 5 as a reference, the geometrical quantities at the i–th
node are calculated as:

y1,i =
hslot
x1

xi ; y2,i =
db

dx
xi (78)

Ag,i = π (rc0 − y2,i)
2 (79)

Afilm,i = π
[
r2c − (rc0 + y1,i)

2
]

(80)

Amix,i = π
[
(rc0 + y1,i)

2 − (rc0 − y2,i)
2
]
= (81)

= πr2c −Ag,i −Afilm,i
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where rc0 = rc − hslot and A is the cross–section area of the specified flow re-
gion. The next step of the model is the integration of the differential equations.
The least number of partial differential equations is included in the model, for
simplicity, and different treatments are employed in the three regions of the
flowfield as schematised below. All the quantities refer to those calculated in
the specified flow region.

• Core

A
∂ρ

∂t
+
∂ρuA

∂x
= 0 (82)

A
∂ρu

∂t
+
∂[(ρu2 + p)A]

∂x
= −

1

2

dξ

dx
ρu |u|A+ p

(
dA

dx

)
(83)

A
∂ρE

∂t
+
∂ρuHA

∂x
= 0 (84)

All the three governing equations are retained for the core region. Note
that the heat loss source term is not present in the energy equation since
the core zone never gets in contact with the wall.

• Film

V
∂ρe0

∂t
+
∂ṁh0

∂x
= Qwall (85)

In the film region only the energy equation is retained, where the inte-
grated variable has to be intended as the product of film density and
film total energy, being the former not provided by the mass conservation
equation or other procedures. Similarly, due to the lack of the momentum
conservation equation, the mass flow rate is supposed to be constant in
space but variable in time, and equal to the value at the coolant injector,
as if information propagate with infinite speed for a fixed time instant.
Then, knowing mass flow rate and thus mass flux G = (ṁ/A)film also
from the geometry, the film thermodynamic state is calculated iteratively
according to the following steps:

1. First–guess film density ρk;

2. Calculation of the static and total energy ek and e0,k from ρk, pres-
sure, and Gfilm;

3. Evaluation of (ρe0)k;

4. Minimization of ∆(ρe0) = (ρe0)k−
¯(ρe0) , where ¯(ρe0) is provided by

Eq. (85);

5. Evaluation of film density (ρfilm), velocity (ufilm), and static enthalpy
(hfilm).



3.2 gaseous film cooling models 35

All the other film properties are calculated exploiting chamber pressure,
which is the same for all regions, and film static enthalpy.

• Mixing zone

No partial differential equations are retained in the mixing region.
The thermodynamic state is obtained as a function of the geometry calcu-
lated initially and the core and film zone solutions. Details are provided
in the following.

Ag

Afilm

Amix

Ag,2

Ag,3

i = 1 i = 2 i = 3

Figure 7: Flowfield geometry development as assumed by the gaseous film cooling
model [100].

Mixing region properties are determined by those of the hot gas and the film in
a one–way dependency, meaning that they can influence the mixing but not the
other way around. Algebraic equations based on geometrical considerations
and on the properties of the hot gas and the film are used to evaluate the
incoming mass flow rates to the mixing region ṁC2M (core to mixing) and
ṁF2M (film to mixing):

ṁC2M = (ρu)g AC2M (86)

ṁF2M = (ρu)film AF2M (87)

where the mass fluxes are known and the area terms represent the interface area
between two adjacent regions, which are determined by the assumed geometry
of the flow field calculated above and schematically shown in Fig. 7:

AC2M,i = Ag,i−1 −Ag,i (88)

AF2M,i = Afilm,i−1 −Afilm,i (89)
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As a result, the mixing zone temperature at the i–th node is calculated by aver-
aging all the incoming flow temperatures, using their mass flow rate as weights:

Tmix,i =


Tg,iṁC2M,i + Tfilm,iṁF2M,i

ṁC2M,i + ṁF2M,i
if i = 1

Tg,iṁC2M,i + Tfilm,iṁF2M,i + Tmix,i−1ṁmix,i−1

ṁC2M,i + ṁF2M,i + ṁmix,i−1
otherwise

(90)

where mass flow rate in the mixing region is calculated as:

ṁmix,i =
(
ṁg,i + ṁfilm,i

) Amix,i

Ag,i +Afilm,i +Amix,i
(91)

Since pressure is known from the core region, mixing density can be obtained
by the equation of state, and the other fluid properties are retrieved as a func-
tion of pressure and temperature. As far as chemical composition is concerned,
a chemical equilibrium model is adopted for the core and the mixing flow re-
gions. The film does not need any chemical model since only one species is
considered by the model. Mixing chemical composition is calculated on the
basis of the incoming mass flow rates from the core and film regions.
Eventually, mixing velocity is calculated from mass flow rate:

umix = Ka Ku
ṁmix

ρmixAmix
(92)

where Ka = Ac/A and Ku = (ug − ufilm)/ug are two correction parameters
accounting for chamber area variation and jets velocity difference.

The convective heat transfer coefficient is evaluated differently for the mix-
ing and film regions. In the mixing region (x > x1) the latter is evaluated by
means of a modified Stanton–type Bartz equation [138]:

St0,mix = 0.026

(
µmix

ṁmix

)0.2(
Aπ/4

rcurvDth

)0.1(
Taw

Tmix

)0.6(
x

xth

)−0.2

Pr−0.6mix (93)

where rcurv is the radius of curvature, Dth and xth are throat diameter and
abscissa respectively, and Taw is the adiabatic wall temperature. On the other
hand, in the film region (x < x1) the simpler modified Pavli equation is used [138]:

St0,film = 0.026 Re−0.2film Pr
−0.6
film

(
Taw

Tref

)0.6(
x

xth

)−0.2

(94)

where Refilm is the film slot height–based Reynolds number, Prfilm is the film
Prandtl number, and Tref is a reference temperature. Two correction factors are
added to the Stanton number:

• Kacc =
√
1− |rc,i − rc,i−1|, to account for flow acceleration in the conver-

gent part of the nozzle;
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• Stcorr,i = 0.25 atan

[
7

(
xi

xcomb
− 0.63

)]
+ 0.7, to account for vaporization

phenomenon near to the injector plate. The quantity xcomb represents the
spatial extension of the region in which such phenomenon is considered,
and can be enforced as a free parameter

In such a way, the effective Stanton number can be obtained as:

St = Kacc Stcorr St0 (95)

and the convective heat load can be expressed as:

Qconv,i = Ai (Taw,i − Twall,i)

Stfilm,i ρfilm,i ufilm,i cp,film,i if x < x1

Stmix,i ρmix,i umix,i cp,mix,i if x > x1
(96)

3.2.2 Numerical correlation for the film cooling effectiveness

The CFD–based numerical correlation described in detail in this section may
be used as a more robust alternative to calculate the potential core length with
respect to the Simon–Di Matteo et al. loop procedure shown in Fig. 6.

The CFD model described in Chap. 2 has been used to carry out numeri-
cal simulations. The model has been suitably validated against experimental
data [64] (see [139] for details) to assess its capability to reproduce the main
elements of the phenomenology under invstigation. In this framework, it is
worth noticing that the validation procedure has been carried out against ex-
perimental tests conducted with nearly ambient–temperature air on a flat plate,
hence under conditions very far from those typical of liquid rocket engines.
This choice is justified and supported by the remarkable simplicity of such a
setup. In fact, it should be kept in mind that the combustion chamber of a
rocket engine can be approximated by a flat plate over which very different
operating conditions occur. In this regard, the present numerical correlation
aims at providing the following improvements with respect to those developed
in the past for gaseous film cooling [88–93]:

• Wider applicability range to a larger spectrum of operating conditions;

• Application under operating conditions tyipical of liquid rocket engines,
characterised by high pressure and high temperature differences between
the hot gas and the coolant;

• Improved accuracy in the prediction of gaseous film cooling capabilities.

The correlated quantity in this model is the adiabatic film cooling effectiveness,
defined as follows:

η(x) =
Taw(x) − Tg

Tfilm − Tg
(97)
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This effectiveness represents the capability of the film to thermally insulate a
surface, and it is 1 when the local adiabatic wall temperature Taw equals the
film injection temperature Tfilm, whereas it approaches 0 as the adiabatic wall
temperature approaches the hot gas temperature Tg. Typically, the film cooling
effectiveness over a flat plate follows a characteristic trend in the logarithmic
plane as a function of the non–dimensional abscissa x/hslot, shown in Fig. 8.
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Figure 8: Typical trend forseen for the adiabatic film cooling effectiveness over a flat
plate.

The effectiveness is unitary until a particular abscissa x1/hslot, which is
actually the non–dimensional potential core length, and then undergoes a lin-
ear (power–law trend) decrease with a certain slope β. The final goal of this
numerical correlation is the quick evaluation of the two parameters x1 and
β, which completely identify the effectiveness spatial evolution, as a function
of the main parameters which characterize a gaseous film–cooled combustion
chamber. The main parameters, listed below with their investigated ranges,
have been chosen as the result of a CFD–based sensitivity analysis, employing
as a starting point the validation flat plate setup.

• Injection slot height, hslot ∈ [0.75, 5.00] mm;

• Blowing ratio, B ∈ [0.2, 2.5];

• Slot height–based film Reynolds number, Refilm ∈ [2300, 17700];
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• Injection of different gases. Film–mainstream gas combinations include
air, methane, and hydrogen gases.

Note that parameters are varied one at a time while keeping the others at
their reference values, hence retaining the superposition principle assumption.
All of those contributions to the film cooling effectiveness are included in the
correlation by means of different functions Φi, which are obtained by the inter-
polation of the carried–out CFD numerical results.
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Figure 9: Film cooling effectiveness at different blowing ratios as a function of non–
dimensional abscissa (left) and suitable reduction parameter (right).

x/h
slot

A
d

ia
b
at

ic
 f

il
m

 c
o
o

li
n

g
 e

ff
ec

ti
v
en

es
s

10
0

10
1

10
2

0.2

0.4

0.6

0.8

1

Air ­ Air

Air ­ CH
4

Air ­ H
2

CH
4
 ­ Air

H
2
 ­ Air

H
2
 ­ CH

4

(a)

Φ
5
 [(x/h

slot
) Φ

1
 Φ

3
]

Φ  Φ  Φ

A
d
ia

b
at

ic
 f

il
m

 c
o

o
li

n
g

 e
ff

ec
ti

v
en

es
s

10
­1

10
0

10
1

0.2

0.4

0.6

0.8

1

Air ­ Air

Air ­ CH
4

Air ­ H
2

CH
4
 ­ Air

H
2
 ­ Air

H
2
 ­ CH

4

2 4 6

(b)

Figure 10: Film cooling effectiveness obtained with different film–mainstream gases
combinations as a function of non–dimensional abscissa (left) and suitable
reduction parameter (right).
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Each function has the peculiarity to depend on a suitably designed parameter
which collapses all the numerical results, carried out over a certain spectrum of
operating conditions, as much as possible on a single curve. All the functions
Φi are illustrated in the following, together with the numerical correlation. As
examples, numerical simulations with variable blowing ratio and variable film–
mainstream gases combinations are shown in Figs. 9 and Fig. 10, respectively.
In particular, sub–figures (a) show results as a function of the non–dimensional
abscissa x/hslot, whereas sub–figures (b) show results as a function of a suitable
combination of functions Φi. For more details about the procedure the reader
is referenced to [139]. As a result, the numerical correlation has been carried
out in the form:

η(x) =


1 if x 6 x̄1

Φ−1
5

[(
x

hslot

)
Φ1Φ3

]−Φ2Φ4Φ6
otherwise

(98)

where x̄1 is the estimation of the potential core length, as shown also in Fig. 8.
The latter is expressed as

x̄1

hslot
= Φ

Φ2Φ4Φ6
5 [Φ1Φ3]

−1 (99)

All the mentioned functions Φi are listed in the following, pointing out also the
effect on the adiabatic film cooling effectiveness they account for.

• Effect of blowing ratio (B) on the potential core length estimation (x̄1):

1

Φ1
(
1
B

) = 31.68
(
1
B

)3
− 42.07

(
1
B

)2
+ 48.55

(
1
B

)
− 7.936(

1
B

)3
− 1.331

(
1
B

)2
+ 0.2638

(
1
B

)
+ 0.3563

(100)

• Effect of blowing ratio on the effectiveness drop slope (β):

Φ2

(
1

B

)
=

27.16
(
1
B

)2
− 49.73

(
1
B

)
+ 27.80(

1
B

)3
+ 48.83

(
1
B

)2
− 86.58

(
1
B

)
+ 43.22

(101)

• Effect of slot–based Reynolds number (Refilm) on the potential core length
estimation:

Φ3 (Refilm) =
0.989

1784 Re−1.21film + 0.9509
(102)

• Effect of slot–based Reynolds number (Refilm) on the effectiveness drop
slope:

Φ4 (Refilm) =
0.990

666.3 Re−1.088film + 0.9484
(103)
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• Effect of coolant–mainstream fluid properties on the potential core length
estimation:

Φ5 (ζ5) = 0.954
ζ35 − 10.73 ζ

2
5 + 23.76 ζ5 − 21.4

0.8124 ζ35 − 11.39 ζ
2
5 + 23.04 ζ5 − 19.65

(104)

where:

ζ5 =

(
ρfilm

ρg

)0.75 (
cp,film

cp,g

)0.03
(105)

• Effect of coolant–mainstream fluid properties on the effectiveness drop
slope:

Φ6 (ζ6) =
0.884

2.28 ζ−0.14456 − 1.412
(106)

where:

ζ6 =

(
ρfilm

ρg

)0.50 (
cp,film

cp,g

)
(107)

The numerical correlation above has been validated against two liquid rocket
engine applications, involving oxygen–methane and oxygen–hydrogen propel-
lant combinations to assess its prediction capabilities under different conditions
from those defining the validation test case.
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Figure 11: Comparison between results provided by the newly–developed numerical
correlation and CFD simulation for oxygen–methane (left) and oxygen–
hydrogen (right) combustion chambers.

The subscale combustion chambers B [101] for oxygen–methane and E [140]
for oxygen–hydrogen developed at DLR Lampoldshausen have been consid-
ered. Two CFD simulations have been conducted reproducing the experiments,
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and providing adiabatic film cooling effectiveness axial profiles. Numerical
results are shown in Fig. 11, where they are also compared with the newly–
developed numerical correlation. The percentage discrepancy between the two
is represented as a solid red line. The numerical correlation presented in this
section is capable to reproduce the adiabatic film cooling effectiveness within
15% error in both cases. Higher accuracy is shown in case of the oxygen–
hydrogen combustion chamber, where errors do not exceed 10% along the com-
bustion chamber. Nevertheless, higher error is provided on the potential core
length evaluation.

3.3 implementation
The film cooling models presented in this chapter has been implemented in the
EcosimPro/ESPSS platform during this Ph.D. research. In particular the 6.2.0
version of the software and the 3.3.0 version of the ESPSS libraries have been
used. In this section, the new film–cooled thrust chamber is presented, provid-
ing an overview and a detailed description of the implementation strategy. For
all the clarifications concerning the EcosimPro programming language features
and terminology, the interested reader is referenced to the EcosimPro/ESPSS
user manual. The new film–cooled thrust chamber has been conceived as the
natural extension of the previously–existing ESPSS uncooled liquid combustor
component, whose main characteristics have been retained in the implemen-
tation of the reduced models. The film-cooled thrust chamber component has
been implemented as a new component, and the motivation lays in the fact that
it needed invasive modifications, with respect to the uncooled liquid combus-
tor, due to the multidisciplinary nature of the problem. A further distinction is
made between gaseous and liquid formulations due to the different implemen-
tation techniques required by the reduced models, eventually providing two
separated components.

3.3.1 New components overview

The new film–cooled thrust chamber omponents are shown in Fig. 12. Com-
ponents differ only for the combustor design, thus retaining the same topol-
ogy (see Fig. 13). A new fluid connection for film injection, with a minimalist
internal line, has been added to the component on the basis of the original
fuel and oxidizer ones. The line includes an external fluid port (f_cool), i.e.,
coolant inlet, a coolant dome (Cav_cool) and a coolant injector (Inj_cool) which
is connected to the new film–cooled combustor component, in turn. The line is
modeled by means of components already available in the ESPSS library, such
as cavities, junctions, thermal nodes with imposed temperature, and an analog
temperature signal. As done for the two propellant lines (namely red and oxy),
information about pressure, temperature and quality factor is shared between
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the dome and the chamber, but the coolant cavity Cav_cool is modeled to be
thermally independent from the rest of the engine for robustness reasons (see
bottom Fig. 13).

(a) (b)

Figure 12: New film–cooled thrust chamber components:
CombustChamberNozzle_LFC (a) and CombustChamberNozzle_GFC (b).

Figure 13: New film–cooled thrust chamber components: topology.

The new film–cooled combustor component is a significantly modified ver-
sion of the regular liquid combustor (abs_combustor) component, already avail-
able in the ESPSS library. Such modifications allow to properly model film
cooling in a multi–disciplinary sense. In fact, the presence of the coolant af-
fects both the heat load to the walls and the hot gas flow behaviour inside the
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chamber, influenced by coolant vaporization and reaction. The original noz-
zle component included in the ESPSS 3.3.0 version has been retained without
modifications.

3.3.2 Implementation strategy

All the models mentioned in this chapter have been implemented into the
EcosimPro/ESPSS framework within the new components CombustChamber-
Nozzle_LFC and CombustChamberNozzle_GFC. Such components employ a mod-
ified version of the uncooled liquid combustor, which has undergone large
modifications to include the film cooling models. Moreover, the new compo-
nents allow to switch among the different formulations, in order to select the
most suitable one depending on the specific application and the sought level
of approximation.

Concerning liquid film cooling, film injection can take place arbitrarily at
any chamber node, referred to as ifs, with the chamber acting as the regular
uncooled combustor upstream of that location. The logic behind such a pro-
cedure is described more in detail in the following, taking the Grisson liquid
film cooling model as a reference. Note that terms marked as red in the equa-
tions below represent additions to the conservation equations belonging to the
regular liquid ESPSS combustor. Moreover, equations are reported as already
discretised according to the EcosimPro 1–D environment.

• Upstream of ifs: wall conditions are calculated as in the regular combus-
tor. Conservation equations remain unchanged:

Vi
∂ρi

∂t
+∆ṁi = ṁvf,i + ṁvo,i (108)

Li + Li+1

2

∂ṁi

∂t
+∆

[
A

(
p+ qn + ρu

2 +
1

4
ξρu|u|

)]
i

= (109)

=
pi + pi+1

2
∆Ai

Vi
∂ (ρe0)i
∂t

+∆ (ṁh0)i = Qvf,i +Qvo,i −Qg,i (110)

where ṁvf, ṁvo, Qvf, and Qvo are mass flow rates and heats associated
to the vaporised fuel and oxidiser, qn is the artificial viscosity, ξ is the
equivalent distributed friction, function of geometry, absolute roughness,
and Reynolds number, and Qg is the heat load associated to the hot gas
and sent to the thermal port;
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• Downstream of ifs and upstream of the complete evaporation location,
marked as ife (computed at runtime): wall conditions are calculated through
the selected liquid film cooling model.

Vi
∂ρi

∂t
+∆ṁi = ṁvf,i + ṁvo,i + ṁvc,i + ṁc,gas (111)

Li + Li+1

2

∂ṁi

∂t
+∆

[
A

(
p+ qn + ρu

2 +
1

4
ξρu|u|

)]
i

= (112)

=
pi + pi+1

2
∆Ai + (ṁvc,i + ṁc,gas) ui

Vi
∂ (ρe0)i
∂t

+∆ (ṁh0)i = Qvf,i +Qvo,i +Qvc,i+ (113)

+ (ṁh0)c,gas −Qloss

where ṁvc and Qvc are the vaporized coolant mass flow rate and heat,
and ṁc,gas is the gaseous phase fraction of the injected coolant mass flow
rate;

• Downstream of ife: wall conditions are calculated through the gaseous
film cooling formulation embedded in the liquid model.

Vi
∂ρi

∂t
+∆ṁi = ṁvf,i + ṁvo,i + ṁvc,i (114)

Li + Li+1

2

∂ṁi

∂t
+∆

[
A

(
p+ qn + ρu

2 +
1

4
ξρu|u|

)]
i

= (115)

=
pi + pi+1

2
∆Ai + ṁvc,i ui

Vi
∂ (ρe0)i
∂t

+∆ (ṁh0)i = Qvf,i +Qvo,i +Qvc,i −Qloss (116)

The quantity Qloss represents the heat exchanged between the hot gases and
the liquid film, and is calculated differently depending on the coolant phase:

Qloss =

Ai (qrad,wall,i + qrad,film,i + qconv,filmIN,i) if ifs 6 i 6 ife

Ai (qconv,wall,i + qrad,wall,i) otherwise
(117)



46 film cooling low–order modeling

As far as the location between the coolant injection node and the complete
evaporation node is concerned, heat losses include the radiative heat flux both
to the film and to the wall and the convective heat released by the hot gas and
absorbed by the liquid film (qconv,filmIN). On the other hand, when the coolant
is totally evaporated convection and radiation to the wall are considered.
Depending on the film cooling model, both convective and radiative heat load
formulations, as well as the definition of the hot–gas emittance, are suitably
modelled.

No restrictions apply concerning the coolant species choice, as it can be cho-
sen as one of the propellants or a third different fluid. In this regard, propellant
species mass conservation laws are influenced by the nature of the coolant. As
an example, if the coolant chemical coincides with the fuel one, the following
equations apply:

Vi
∂ (yfρ)i
∂t

+∆ṁf,i = ṁvf,i + ṁvc,i + ṁc,gas,i if i = ifs

Vi
∂ (yfρ)i
∂t

+∆ṁf,i = ṁvf,i + ṁvc,i otherwise

(118)

where yf is the fuel mass fraction. On the other hand, if a third fluid is chosen
as the coolant, a further variable yco is considered with its dedicated conserva-
tion equation, similarly to Eq. (118). Coolant mixtures are also allowed by the
newly–developed chamber component. In this framework the implementation
has been slightly changed by introducing a n–species modelling:

Vi
∂
(
ρyj

)
i

∂t
+∆

(
ṁ yj

)
= if i = ifs

= ṁvf,i yf,j + ṁvo,i yo,j + ṁb,i
(
yi,j − yeq,i,j

)
+
(
ṁvc,i + ṁc,gas,i

)
yc,j

Vi
∂
(
ρyj

)
i

∂t
+∆

(
ṁ yj

)
= otherwise

= ṁvf,i yf,j + ṁvo,i yo,j + ṁb,i
(
yi,j − yeq,i,j

)
+ ṁvc,i yc,j

(119)

where j = 1, ..., Ns, Ns is the number of species included in the EcosimPro
chemical database, yj is the mass fraction of the j–th species in the mixture, ṁb

is the combustion products mass flow rate (suitably calculated if the model is
active), yeq is the combustion products equilibrium composition, and yo and
yc are the oxidiser and coolant mass compositions, respectively.

After the passage in its dome (Cav_cool) and injector (Inj_cool), the film is
injected at the desired position inside the combustion chamber through the
dedicated fluid port. In the same way as fuel and oxidizer, some quantities are
passed to the chamber by the cavity and the port, like coolant mass flow rate,
dome pressure, temperature, and quality factor. To avoid coolant heating prior
to injection, the dome temperature is taken as the coolant injection temperature,
which is automatically enforced through the Ins_cool and Ins_cool_temp compo-
nents (see topology in Fig. 13). In particular, an axisymmetric circumferential
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slot is assumed for the coolant injection geometry, whose height is calculated
as follows:

hslot =
1

2

(
Dc,ifs −

√
D2c,ifs − 4Acool/π

)
(120)

where Dc,ifs is the chamber diameter at node ifs and the area Acool is supposed
to be known. The injection area is then assigned to the coolant fluid port and
also to the junction Ins_cool. Coolant mass flow rate is split into liquid and
gaseous fractions through the dome quality factor, as done for the propellants.
In case of liquid film cooling model, if the dome temperature is such to pro-
duce a quality factor between 0 and 1, only the liquid fraction of the mass
flow rate is considered as available for film cooling, and the rest is immediately
mixed with the hot gases at the first chamber node (see ṁc,gas in Eqs. 111, 112,
and 113). The liquid mass flow rate is not supposed to contribute to the liquid
mass and energy conservation equations since it is considered as of secondary
importance. The hot gases and the coolant are considered as two separate en-
tities, until evaporation occurs. Note that the evaporation dynamics occurring
between the liquid film and the hot flow depends on the specific liquid film
cooling model. Such dynamics has been included in all the flow conservation
laws as a distributed mass flow rate source term ṁvc along the chamber, and
thus correctly generates different phenomena, as follows:

• Chamber pressure increases due to the injected additional mass flow rate;

• The enthalpy content of the inflowing flow influences chamber tempera-
ture;

• Coolant chemicals react with the hot gases, influencing the hot mixture
composition (O/F shift) and thus its temperature;

• Heat loss term in the energy equation also includes the heat transferred
from the hot gas to the film.

It has to be remarked that the coolant evaporation process and the thermochem-
ical state of the hot gas stream in its vicinity are interdependent. For such a
reason, an iterative procedure is necessary to compute the correct coupling be-
tween heat load to the film and the hot stream state in its vicinity. Specifically,
the sub–stepping consists in:

• Firstly, as in the original component, an initial chemical composition (un-
burned propellants only) is defined. Propellants are then mixed together,
eventually providing a mixture at the desired O/F;

• Then, the evaporated coolant is added to this mixture. The amount of
vaporized coolant is determined by the film cooling models during the
iterative procedure;

• After that, the mixture containing the mixed hot gas and coolant is burned,
providing the final thermodynamic state, fluid properties and mixture
composition.
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• Finally, the burned mixture is used to compute the new evaporation rate
through the film cooling models.

Due to such interdependence, the system would end up in a quite heavy
differential–algebraic equations system. To avoid such a thing an additional
ODE has been introduced to break this nonlinearity. Therefore, the evapora-
tion dynamics ṁvc,i has been modeled to follow the law:

∂ṁvc,i

∂t
= cα (−ṁvc,i + ṁvc,ist,i) (121)

where ṁvc,ist is the instantaneous coolant vaporized mass flow rate value pro-
vided from the film cooling models and cα is a suitably tuned calibration pa-
rameter.

Concerning gaseous film cooling the logic remains the same until the inte-
gration of the governing equations (see Sec. 3.2.1), except for the evaporation
process, which is not present of course. Hot gases, film, and mixing regions are
treated independently in the combustor, and then assembled together depend-
ing on the computed flowfield geometry (see Fig. 5) to eventually provide the
wall heat load distribution.
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4 U N C O O L E D T H R U S T C H A M B E R

This chapter aims at analyzing the impact of the detailed flow and chemical
reactions evolution occurring in the cylindrical part of the thrust chamber on
the heat flux at nozzle throat, in the framework of uncooled liquid rocket en-
gines. For this purpose, two sets of simulations have been identified sharing
the same code, kinetic mechanism, and wall resolution. The two CFD modeling
strategies are discussed and compared with each other to identify what is the
main physics influencing the evaluation of throat heat flux. The first strategy
assumes as inlet conditions those that should identify the streamtube zone (see
Fig. 1): it therefore neglects the details of combustion and mixing processes,
allowing to get a quick evaluation of the heat flux at the throat and, more
generally, in the divergent part of the nozzle. This can be considered a valid as-
sumption in well–designed full–scale engines, which are characterized by high
combustion efficiency. Obviously, this approach does not allow to obtain a re-
liable evaluation of the wall heat flux at the foremost part of the combustion
chamber. To provide a more realistic numerical representation of the real flow
physics, the second approach considers a more detailed, yet simplified, model-
ing of the injection and combustion of oxygen and methane. This has the aim
of at least partially taking into account, with a reasonable computational time,
the phenomena neglected within the first strategy. Results obtained with both
approaches are compared with each other, with numerical simulations from the
literature and with experimental data [17], suitably described at the beginning
of this chapter. The analysis is finally extended to a wide range of chamber
pressures, yielding a Bartz-like numerical correlation for a quick evaluation of
the wall heat flux for oxygen/methane liquid rocket engines.

4.1 test case

The selected test case for the present study is the seven-element thrust cham-
ber described in Ref. [15] burning gaseous oxygen and gaseous methane. The
thrust chamber is composed of five water–cooled segments. According to
Ref. [15], together with the nozzle segment, the total length of the thrust cham-
ber is 383 mm. The combustion chamber inner diameter is 30 mm and the
throat diameter is 19 mm, resulting in a relatively small contraction ratio of 2.5.
The reference operating mean chamber pressure is 18.3 bar, the mixture ratio is
2.65, and the total mass flow rate is 0.291 kg/s. Reported measurements of wall
pressure refer to 13 pressure transducers placed all along the combustion cham-
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ber. Information about wall temperature and heat flux were made available in
Ref. [15] both in the combustion chamber and in the nozzle by thermocouples
and calorimetric measures in different cooling segments surrounding the thrust
chamber. The cooling segment for the nozzle provides a single measurement of
the average heat flux, which is the most relevant experimental information for
the present research. Injection of propellants is achieved through a faceplate
with seven distinct injectors, six peripheral and one in the center (see Fig. 14a).

Combustion
products

a) b) c)

Figure 14: Injection plate schematics: real injection plate (a), CPI simulations (b), API
simulations (c). Proportions are realistic. Orange, red, and blue areas stand,
respectively, for combustion products, gaseous methane, and gaseous oxy-
gen injection, whereas grey areas represent walls.

4.2 near–injector approach
The arrangement of the injectors leads to a complex 3–D flow characterized by
strong interactions among the individual flames. Large temperature variations
are expected to occur in the azimuthal direction due to the interaction of the
contiguous jets, thus affecting the convective heat flux coefficient. Although
these 3–D phenomena are present in the combustion chamber, this research is
mainly focused on the heat load at the throat, where the above–mentioned pro-
cesses might be considered negligible. To assess the validity of this conjecture,
two different approaches with increasing model completeness are employed in
this study. The simplest one will be referred to as combustion product injection
(CPI; see Fig. 14b). This approach is characterized by a uniform injection of
combustion products through the whole injection plate area; hence the details
of the mixing and combustion processes are completely bypassed. The imposed
chemical composition is the equilibrium composition obtained with specified
mixture ratio and chamber pressure as computed with the chemical equilib-
rium with applications (CEA) software [113]. To evaluate the role of combus-
tion on the throat heat flux, instead of reproducing numerically the real flow
physics that would require a full 3–D numerical simulation with much higher
computational effort, an equivalent injector system is considered where mix-
ing and combustion are partially reproduced within affordable computational
times. With this approach, referred to as axisymmetric propellant injection (API;
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see Fig. 14c), the central injector is kept unchanged, whereas the six peripheral
injectors are replaced with an equivalent annular injector to retain axial sym-
metry. The peripheral pattern is modified by tailoring the concentric rings to
match the experimental injection areas.

O2

CH4

CH4

O2

CH4

r1 r2 r3 r4 r5 r6 r7 r8 r9 rc

Figure 15: Injection zone schematics and radii representation for API simulations.

The mean radius of the outer oxidizer annulus is equal to the radius of the
circumference passing through the outer experimental injector centers. The ex-
perimental mass flow rate is preserved, so the two outer fuel annuli receive
three–sevenths of the fuel mass flow rate each, whereas the oxidizer annulus
in between receives six–sevenths of the oxidizer mass flow rate. The remain-
ing mass flow rate enters the chamber through the central injector. Since the
injection areas are the same as the experimental ones, the outer fuel annulus
results thinner than the inner one. The equivalent injector geometry is shown
in Fig. 15, and dimensions are listed in Table. 4, where experimental radii are
reported along the red line depicted in Fig. 14a.

Table 4: Injector radii of experimental faceplate and equivalent injector pattern used in
the API approach. Lengths are in millimeters.

r1 r2 r3 r4 r5 r6 r7 r8 r9 rc
EXP 2.00 2.50 3.00 6.00 6.50 7.00 11.00 11.50 12.00 15.00

API 2.00 2.50 3.00 7.29 7.83 8.33 9.66 10.16 10.56 15.00

Since mass flow rates and areas are preserved, injector radii are obviously
different from the 3–D configuration, yielding different shear layers and propel-
lant mixing. While this assumption may be of importance in the near–injector
zone, it is expected to play only a secondary role on the investigation of throat
heat transfer performed in this study, as it will be clearer in the following.
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4.3 computational grids and boundary condi-
tions

The computational domain is a single–block 2–D axisymmetric structured grid
for both CPI and API approaches.

4.3.1 CPI approach

The hypothesis of homogeneous injection of combustion products allows the
CPI grid to be topologically simple, as shown in Fig. 16.

Supersonic outflowSubsonic inflow ­ p
0
 , T

0
,

Equilibrium y
i

383

9.5

15

No­slip, non­catalytic isothermal wall

Symmetry

r

x

Figure 16: Computational grid with boundary conditions used for CPI simulations.
Dimensions are in mm.

An overall amount of 9600 computational volumes is adopted. A cell clus-
tering toward the upper wall is used in order to properly resolve the viscous
sublayer, resulting in a non–dimensional wall distance y+ ≈ 1. In the axial
direction, cells are clustered toward the throat to manage the higher axial gra-
dients and the sonic conditions. Symmetry is enforced at the centerline. The
upper wall is characterized by a no–slip, non–catalytic, and isothermal bound-
ary condition. A variable temperature profile is enforced on the upper wall as
shown in Fig. 17 on the basis of experimental thermocouple readings, which
are only available between 6 and 320 mm [17]. Wall temperature values are
obtained by piecewise–cubic–polynomials interpolation of experimental data.
The latter have been used as boundary conditions in several numerical simula-
tions performed in the literature for the same test case [25]. Moreover, it should
be noted that thermocouples are placed at a depth of 0.7 and 1 mm within the
copper structure of the combustion chamber, hence measuring a temperature
lower than that actually present on the surface and leading eventually to a
source of error in the calculation of the wall heat flux. Nevertheless, consid-
ering worst–case conditions with a wall thickness of 1 mm, a copper thermal
conductivity of 390 W/(m·K), and the maximum experimental heat flux that
occurs in the cylindrical part of the combustion chamber (6.72 MW/m2), the
wall temperature increase due to conduction across the chamber wall is equal
to 17 K. This temperature difference results in a wall heat flux reduction of
less than 0.5 %, which has been considered reasonably negligible. Since wall
temperature was not measured in the nozzle, the most downstream tempera-
ture reading from the cylindrical part of the chamber is enforced to the whole
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Figure 17: Experimental wall temperature readings [17] and boundary conditions en-
forced on the chamber upper wall.

nozzle wall. The same applies to the left boundary of the measurement range.
Imposing the experimental wall temperature as a numerical boundary condi-
tion allows to perform a reasonable comparison between the computed wall
heat flux and the integral values of heat flux measured in each segment. A sub-
sonic inflow condition is enforced to the left boundary assigning total pressure,
total temperature, and chemical composition in terms of the species included in
the chemical mechanism described in Sec. 2.1. The CEA program [113] is used
to compute T0 and the equilibrium mass fractions yi at the assigned chamber
pressure and mixture ratio assuming gaseous reactants at their injection temper-
ature (see Table. 5). The reference case is at ṁ =0.291 kg/s and O/F =2.65 [17].
Accordingly, the enforced total pressure value to match this mass flow rate re-
sults to be pc =18.3 bar. Interestingly, this total pressure value coincides with
the one reported as the mean combustion pressure in Ref [17]. The outflow is
supersonic.

4.3.2 API approach

The grid used for the API approach is topologically different from the one
employed in CPI simulations only in the injection region (see Fig. 15). The in-
teraction between the jets emanating from the injectors, in fact, generates three
distinct mixing layers, which are resolved by a suitable radial and axial cell
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Table 5: Oxygen/methane equilibrium temperature and chemical composition com-
puted by CEA at O/F = 2.65 for different pressures.

p = 18.3 bar p = 30 bar p = 50 bar p = 100 bar
T0 (K) 3266.6 3314.8 3362.4 3422.4
yO2

0.0048 0.0039 0.0031 0.0022

yCH4
0 0 0 0

yH2O 0.4024 0.4063 0.4103 0.4154

yCO 0.3733 0.3730 0.3727 0.3723

yCO2
0.1650 0.1655 0.1660 0.1667

yH2
0.0202 0.0202 0.0201 0.0200

yH 0.0018 0.0016 0.0014 0.0011

yO 0.0028 0.0022 0.0018 0.0012

yOH 0.0296 0.0272 0.0246 0.0211

clustering near the injector, fading slowly away downstream. Cell clustering
toward the upper wall, as done for the CPI approach, keeps y+ of order one
throughout the whole thrust chamber. To make computations affordable, a to-
tal number of 16800 cells are employed (100 in the axial and 168 in the radial
direction). The grid is designed to properly and reasonably capture the de-
veloping flames, and smooth transitions between mesh regions are guaranteed
by a suitable axial cell clustering, which allows to consider larger cells where
the propellants are mixed and hence to reduce computational time. Boundary
conditions imposed in the API approach are the same as the CPI ones, except
for the inlet. Adiabatic walls and propellant subsonic inflow conditions are ap-
plied to the left boundary. Mass flow rate, static temperature, and mixture mass
composition are prescribed at the inlet boundaries. Injection temperatures are
taken as those in oxygen and methane manifolds upstream of injectors, equal,
respectively, to 259.4 and 237.6 K.

Figure 18: Enlargement of the injection region of the computational domain used for
API simulations. The boundary conditions imposed on the left hand side
are depicted by Figures 14c and 15.
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4.4 grid convergence analysis
In order to verify grid independence and evaluate the numerical error, three
levels of grid refinement are considered for the CPI approach. The finest level
is made of 320 cells in the axial direction and 120 cells in the radial direction.
Medium and coarse grids are obtained by halving and double-halving respec-
tively the number of cells in both axial and radial directions with respect to the
320× 120 grid, therefore the characteristic spatial discretization ∆x is doubled
by coarsening the grid. As a result, the medium grid level is composed by
160×60 cells and the coarse level by 80×30 cells. All three grid levels ensure
a cell height at nozzle throat wall lower than 1 µm. Appropriate resolution of
the boundary layer physics is guaranteed by the maximum dimensionless wall
distance, y+, obtained at nozzle throat wall, which ranges between 1.1 and 0.2
for the above-mentioned grid levels. As shown in Fig. 19a, the convective wall
heat flux at throat obtained with the coarse and medium grid levels differs from
the value obtained with the fine grid of 0.36 MW/m2 (2.1%) and 0.08 MW/m2

(0.46%), respectively.
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Figure 19: Grid convergence analysis on convective wall heat flux for the reference CPI
and API cases.

On the basis of the numerical results shown in Fig. 19a and Table 6 it is pos-
sible to compute the order of convergence n and the Richardson-extrapolated
solution [141, 142] as

n =
1

ln(m)
ln
(
f2 − f1
f3 − f2

)
(122)

and

fRE =
f22 − f1f3

2f2 − f3 − f1
(123)

where subscripts from 1 to 3 indicate increasing resolution from coarse to fine
grid, and ∆x1 = m∆x2 = m2∆x3. By choosing f as the value of the convective
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Figure 20: Numerical error for CPI convective wall heat flux results.

wall heat flux at throat, the computed order of convergence for CPI simulations
is 1.8 and the error with respect to the Richardson-extrapolated solution

ε = |f− fRE|/fRE (124)

decreases with increasing grid resolution (see Fig. 20). CPI simulations reach
low errors at fine and medium grid levels, equal to 0.65 % and 0.2 % respec-
tively. On the basis of the grid sensitivity analysis shown above, the 160× 60

mesh (grid 2 in Table 6) is considered acceptable to carry out CPI simulations.

Table 6: Computational grids and convective wall heat flux values at throat used in
the grid convergence analysis for CPI and API simulations.

CPI API
Quantity Grid 1 Grid 2 Grid 3 Grid 1 Grid 2 Grid 3

Number of cells 2400 9600 38400 16800 67200 –
Throat heat flux, MW/m2

17.56 17.28 17.20 18.22 18.18 –

Once grid convergence of the solver is verified on the CPI approach, only
two grid levels are considered for the API approach due to its higher compu-
tational cost. The obtained values of convective wall heat flux at throat are
compared in Fig. 19b and Table 6. The coarser grid, shown partially in Fig. 18,
is made by 100 cells in the axial direction and 168 cells in the radial direction.
The finer grid is obtained by doubling the number of cells in each direction,
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eventually providing a 200× 336 grid. Both grid levels guarantee a cell height
at the nozzle throat wall lower than 1 µm and a maximum dimensionless wall
distance at the same position lower than 1.6. As one can notice from Fig. 19b
and Table 6, the variation of convective wall heat flux at throat between the two
grid levels is very small if compared to the finer solution (< 1 %). Therefore,
the 100× 168 grid is adopted to perform API simulations.

4.5 cpi and api wall heat flux comparison
Despite the large differences in the assumptions made for the CPI and API ap-
proaches, their wall heat flux profiles in the nozzle are found to be in acceptable
agreement (Fig. 21).
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Figure 21: Convective wall heat flux results for API and CPI simulations. Experimental
data are also reported [17].

In the CPI solution, where the mixture is directly injected at the adiabatic flame
temperature, the heat flux decreases due to the thickening of the boundary
layer until the end of the combustion chamber, and then it sharply increases
reaching a peak of 17.28 MW/m2. The inclusion of finite-rate chemistry in the
numerical modeling is important in such evaluation of the peak heat flux [116,
143, 144], which has shown deviations up to 16% assuming frozen or shifting
equilibrium chemistry [116]. Moreover, the effects of molecular diffusion are
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not expected to be relevant for the present test case. Indeed, CPI simulations
with laminar and turbulent Schmidt numbers varied in the range 0.5 – 1.0 show
deviations on peak heat flux of 0.005% and 1.5%, respectively.

On the other hand, the API solution shows a steep heat flux increase within
the first half of the chamber due to propellants injection and combustion. A
change of slope is present at x ≈ 200 mm indicating the end of the combustion
process. A peak heat flux of 18.22 MW/m2, which is 5.4% higher than the
value computed with the CPI approach, is reached at throat. Reasons for this
difference will be discussed more in detail in Section 4.8.

4.6 experimental rebuilding
To quantitatively compare the computed wall heat flux with the experimental
data, it is necessary to average the local numerical values on the area of each
chamber segment (see Sec 4.1).
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Figure 22: Numerical and experimental [17] area–averaged convective wall heat fluxes
at each segment. Both original and revised experimental data are shown.
Chamber segments (S1 – S5) are also indicated on the top.

The experimental wall heat flux increases in the first two segments (Fig. 22)
and it is qualitatively reproduced using the API approach, while it is signif-
icantly overestimated by the CPI solution. Given the approximations in the
modeling of the injection and rapid combustion region, an accurate quantita-
tive comparison is not expected in the first two segments for neither of the
considered approaches, however it is worth noting that the API solution tends
to reasonably approximate the experimental results. From the second to the
third segment, the experimental wall heat flux does not change significantly,
indicating the end of the main combustion and mixing processes, which is
consistent to what already observed with the API approach. In fact, the CPI
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solution shows the best agreement with the experimental wall heat flux at the
third segment. The reported experimental wall heat flux in the fourth segment
is much lower than that in the third segment. Moreover, the experimental wall
heat flux rises significantly from the fourth to the fifth segment. Nevertheless,
it is to be considered that the thrust chamber is cooled by two water cycles, one
for the first four segments (S1 – S4) and one for the nozzle segment (S5). In fact,
it has been pointed out in previous studies [17, 24] that, since the inlet coolant
temperature of the second water cycle is lower than the outlet coolant temper-
ature of the first one, an axial heat transfer is present between the S4 and S5

segments. It is hence evident that the coolant flowing in the second water cycle
surrounding the S5 segment is heated not only from the hot-gas side, but also
from the hotter coolant of the first water cycle. In this framework, the experi-
mental data can be revised on the basis of the trends of numerical solutions to
counteract the axial energy exchange between S4 and S5, and to consider only
the heat transferred from the hot gases (gray bars in Fig. 22). Accordingly, the
experimental data (black bars in Fig. 22) are supposed to follow the percentage
variation of API numerical results between S3 and S4, which is evaluated as 1%.
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Hence, the revised value of the experimental average heat flux in S4 is obtained
by lowering the experimental heat flux in S3 by the same amount, reaching a
value of 6.65 MW/m2 (grey bar in S4, Fig. 22) instead of the original one of
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5.39 MW/m2, thus showing a discrepancy of 11.26 MW/m2. Being the re-
vised value higher than the original one in S4, a certain amount of heat has
to be provided by the fifth segment because of energy conservation. Such
amount of heat, in particular equal to 4.97 kW, is obtained by multiplying the
above–mentioned heat flux difference of 1.26 MW/m2 and the wall surface of
S5. Due to the same reasoning, the heat content in the fifth segment decreases
by the same amount. As a result, the revised value in the nozzle is equal to
11.93 MW/m2 (grey bar in S5, Fig. 22). The agreement between numerical and
experimental heat fluxes in the nozzle segment S5, while already satisfactory
if considering the original measurements (-15% and -8% for CPI and API, re-
spectively), is improved by considering the revised experimental data (-6% and
+0.5%). As far as the experimental pressure is concerned, measurements show
an initial peak due to the presence of a recirculation zone close to the injection
plate, and then a monotonic decrease because of heat release and flow accel-
eration. A satisfactory comparison between numerical and experimental wall
pressure is achieved if considering the API results (Fig. 23). On the other hand,
the CPI wall pressure shows a slight decrease only due to friction (because of
the lack of combustion modeling) and reaches a value close to the experimental
one at the nozzle entrance.

4.7 comparison with the literature

To better appreciate the representativeness of API simulations as a benchmark
for the evaluation of the CPI approach for the purpose of evaluating throat
heat flux, both API and CPI results are compared with the fully 3–D simula-
tions performed in the literature for the present test case. Several studies in the
literature have been gathered by Perakis et al. [25]. Table 7 briefly summarizes
the features of the computational approaches used by the different research
groups, including computational domain details, combustion and turbulence-
chemistry interaction (TCI) modeling, and the number of species (s) and reac-
tions (r) involved in the employed chemical mechanism. As far as the JL–R
reaction mechanism is concerned (see Tab. 1), only 8 species and 5 reactions
are needed in the CPI approach because of the injection of combustion prod-
ucts. Indeed, the first two reactions in Table 1 are neglected, and methane is
not present among the species (see also Table 5).

Notice also that all the literature models present in Table 7 consider the
experimental 7–element injector plate, hence including near–injector 3–D ef-
fects and a more comprehensive treatment of mixing and combustion than the
present API and CPI approaches. This leads to computational meshes with an
order of magnitude of millions of cells. On the other hand, the CPI and API
approaches are based on 2–D axisymmetric computations, which allow reduc-
ing the number of grid cells by about two orders of magnitude, leading to a
significant reduction of the computational burden. Average wall heat fluxes
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Table 7: Features of different computational approaches used in the literature to repro-
duce the selected test case [25].

CPI API TUM ArianeGroup HIT JAXA DLR
Domain 2–D 2–D 3–D 3–D 3–D 3–D 3–D
Grid cells 9.6 · 10

3
1.68 · 10

4
2.9 · 10

6
2.7 · 10

6
1.3 · 10

6
4.7 · 10

6
1.4 · 10

6

Combustion CEA Finite rate Flamelet Flamelet EDC Finite rate Flamelet
TCI Laminar Laminar β-PDF β-PDF EDC Laminar β-PDF
Chemistry 8s – 5r 9s – 7r 21s – 97r 35s – 217r 14s – 18r 21s – 97r 35s – 217r

EDC stands for eddy dissipation concept, and PDF for probability density function.

provided by the different models are shown in Fig 24. Experimental data are
revised in the last two segments according to Sec. 4.6. Overall, despite their
high computational cost, the 3–D numerical results show non–negligible scat-
tering among each other, which does not allow one to identify an approach
that is more appropriate than the others to reproduce the experiment. How-
ever, except for the CPI approach in the first segment, the CPI and API results
appear to be comparable to all other predictions. In particular, it is interesting
to underline once again that the CPI approach, which neglects the details of
injection and combustion, but models the finite–rate reactions in the boundary
layer, is still capable of producing an acceptable prediction of the heat flux in
the nozzle section with minimal computational effort.
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Figure 24: Comparison between numerical results and average wall heat flux obtained
in the literature [25] for the selected test case [17]. Revised experimental
data are shown in S4 and S5.

Regarding the wall pressure profile comparison, the qualitative trends are sim-
ilar among the literature results and the API solution. However, a quantitative
comparison shows that experimental data are both overestimated and under-
estimated by the different approaches present in the literature (Fig 25). These
variations can be attributed to differences in combustion and TCI modeling [25].
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As already observed above, the CPI approach is not capable of accurately pre-
dicting the wall pressure profile due to its modeling assumptions. However, the
API result is in close agreement with the experimental wall pressure profile.
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4.8 flowfields

The API and CPI flowfields are compared in Fig. 26 in order to analyze more
in detail the numerical solutions obtained with the two approaches, and to
further discuss reasons for the differences in wall heat flux obtained at throat
(Fig. 21). In the CPI solution, combustion products are injected uniformly at the
adiabatic flame temperature at the inlet (Fig. 26a). The hot core flow remains
mainly unchanged from the equilibrium inflow condition. The boundary layer
starts developing from the injector plate and large temperature variations occur
from the wall to the core flow, as also shown in Fig. 27. In the API solution,
on the other hand, the flow from the injectors generates two counter–rotating
vortexes and a third wide vortex at the corner (Fig. 26a).
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Figure 26: Computed flowfields for reference API (top) and CPI (bottom) simulations.
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Three flames develop from the injectors reaching typical temperatures ex-
pected in oxygen–methane combustion, eventually merging downstream in a
single hot core, which becomes gradually more uniform towards the conver-
gent part of the nozzle (see also Fig. 27). Nevertheless, the API approach pro-
vides only a rough representation of the injection and rapid combustion zones
(see Fig. 1), due to its modeling assumptions and limitations. A more suitable
numerical approach for such zones would have to consider 3–D computational
domains, higher grid resolution, turbulence–chemistry interaction (TCI), mod-
eling of detailed and optimized kinetic mechanisms with a realistic amount of
species and reactions, which would naturally make it more complete but also
much more computationally demanding.
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For these reasons, diffusive mixing is observed to occur to a lesser extent
with respect to more detailed simulations performed in the literature [17, 24,
145], which provide a more uniform flowfield already halfway through the
combustion chamber. In particular, Eiringhaus et al. [145], carried out and com-
pared 2–D and 3–D simulations for the present test case, and underlined that
the correct representation of injectors and momentum exchange provided by a
3–D configuration is the main reason of the enhanced mixing. Therefore, the
API simulation provides a more persisting trace of the injectors further down-
stream from the faceplate with respect to what would be expected in a realistic
reproduction of the experiment due to the intrinsic limitations of a 2-D diffu-
sive mixing. This leads to two main consequences: (i) the temperature flowfield
is not uniform close to the chamber axis, which is, however, of secondary im-
portance in the framework of this study; (ii) differences with respect to CPI
results are expected to be greater than those between CPI and fully 3–D simu-
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lations. In this aspect the API result can be considered a conservative term of
comparison with respect to CPI simulations in the evaluation of nozzle throat
heat flux, as if CPI and API results are in agreement, the agreement is expected
even better with fully 3D simulations due to their enhanced mixing. Due to
the poor mixing entailed by the API simulations, a radial thermal stratification
is still visible at the nozzle entrance. Nevertheless, the API radial temperature
profiles tend to converge towards the CPI ones (see Fig. 27), yielding a differ-
ence in the average temperature of 3% at the throat. The larger temperature
gradient at the wall caused by the higher boundary layer edge temperature ex-
plains the slightly higher peak wall heat flux of API with respect to CPI shown
in Fig. 21.
Regarding the pressure and Mach number contour plots (see Fig. 26b and 26c),
the API and CPI solutions do not differ significantly apart from the fore–end
of the combustion chamber. In the region where the vortexes are present, the
API solution shows a lower Mach number than the CPI one. Moreover, the API
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chamber pressure decreases along the whole chamber (see also Fig. 23), even if
a steeper gradient is present in the first half of the chamber due to developing
combustion. Pressures obtained from the CPI and API approaches are compa-
rable in the second half of the chamber. The API mass flow–weighted average
mass fractions of O2 and CH4 rapidly decrease until x≈ 200 mm, where the
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combustion process is expected to end according also to Figs. 21 and 23, reach-
ing negligible values of unburned oxygen and only 1.3% of residual methane
at the nozzle throat (Fig. 28). Even if methane should not be present at equi-
librium conditions, most of its residual is observed close to the chamber axis,
hence not affecting significantly the wall conditions.
The main combustion products of oxygen/methane combustion, i.e H2O, CO2,
and CO, are shown in Fig. 26d-f, respectively. All of them show significant
radial variations in the first half of the chamber due to developing combustion.
As already observed for the temperature flowfield, the mass fraction of H2O
becomes gradually more uniform towards the nozzle throat, where good agree-
ment with the CPI solution is obtained especially in the near–wall region (see
also Fig. 27). However, CO2 and CO mass fractions show a peculiar behavior in
the second half of the chamber, where production of CO2 occurs in correspon-
dence of a consumption of CO, yielding strong radial non–uniformities which
fade away towards the nozzle. Moreveor, fuel–rich zones are characterized by
a larger presence of CO, and stoichiometric zones by a larger mass fraction of
CO2. These observations are in agreement with results obtained by Perakis et
al. [17]. An increase of CO2 and H2O, due to the enhancement of chemical
recombinations caused by the enforced low wall temperature, is present in the
near–wall region close to the nozzle, in agreement with the CPI solution. The
latter shows, in fact, slightly varying average mass fractions due to chemical
recombinations (Fig. 28).
The limited predictive capabilities regarding the local species evolution during
the combustion process of the API approach should be owed to the global
kinetic mechanism employed in this study, which is not as comprehensive
and accurate as more detailed and optimized kinetic mechanisms for oxy-
gen/methane combustion. Nevertheless, the mass flow–weighted average mass
fractions along the combustion chamber of the API solution tend to converge to-
wards their respective CPI values as the throat is approached, with a maximum
error of 6% for the CO mass fraction (Fig. 28). Given the sufficiently complete
mixing and combustion inferred on average by the API approach (considering
it conservative due to its modeling assumptions), it can be concluded that a
characteristic length of L∗ = 0.90 m, which characterizes the present test case,
can be considered valid to promote sufficiently high combustion efficiencies
in oxygen–methane LREs. The L∗ is calculated as the ratio between the cham-
ber volume until the nozzle throat and the throat area. This also justifies the
adoption of the simplified CPI approach for design purposes regarding nozzle
throat wall heat flux, as it will be even clearer from the analysis of combustion
efficiency reported in Section 4.9.
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4.9 combustion efficiency
A further parameter assessing the completion of combustion and mixing ob-
tained with the different numerical approaches and the experiment is the char-
acteristic velocity. Its value is usually compared in terms of combustion effi-
ciency that is the ratio of the measured or computed characteristic velocity to
its ideal value. More specifically, the combustion efficiency is calculated as

ηc∗ =
c∗

c∗id
=
pc Ath

ṁ c∗id
(125)

using the experimental mass flow rate and throat area (see Sec. 4.1) and clearly
identified values of chamber pressure and reference (ideal) characteristic veloc-
ity. For this purpose, a suitable value of the chamber pressure pc in both API
and CPI approaches is computed as the radial integral average of total pressure
at the nozzle entrance (x = 341 mm):

pc =
1

πr2c

∫ rc
0
2πrp0(r)dr (126)

where p0(r) is the local total pressure, approximately evaluated as:

p0(r) = p(r)

(
1+

γ− 1

2
M2

) γ
γ−1

(127)

being γ and M the local specific heat ratio and Mach number, respectively. The
CEA program has been employed to calculate the ideal characteristic velocity
c∗id with the equilibrium and adiabatic assumptions given the experimental mix-
ture ratio of 2.65 and chamber pressure as calculated by Eq. (126). As a result,
the computed combustion efficiencies of the reference API and CPI numerical
solutions are 93.3% and 94%, respectively (see Table 8). Since experimental in-

Table 8: Experimental and numerical combustion efficiencies calculated by means of
wall pressure (pw) and chamber pressure (pc, see Eq. (126)) evaluated at noz-
zle entrance (x = 341 mm) for different flow models.

pw(bar) ηc∗,w pc(bar) c∗id(m/s) ηc∗

EXP 17.7 0.913 18.3 1887.8 0.945

API 17.5 0.901 18.1 1887.7 0.933

CPI isothermal 17.6 0.907 18.2 1887.8 0.940

CPI adiabatic 18.7 0.965 19.4 1888.7 0.999

formation on total pressure is not readily available, a direct comparison with
measured data is performed by computing a different efficiency, obtained with
the wall rather than the total pressure. This efficiency is defined here as:

ηc∗,w =
pwAth

ṁc∗id
(128)
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With ηc∗,w, the numerical combustion efficiencies (90.1% for API and 90.7% for
CPI) are in good agreement with the experimental value of 91.3%, calculated
with the most downstream wall pressure measurement shown in Fig. 23. To
obtain a more realistic value of ηc∗, the experimental total pressure can be es-
timated on the basis of the numerical computations, for which the chamber
pressure pc is about 3.5% higher than the wall pressure pw at the nozzle en-
trance. Therefore, the estimated value of the experimental chamber pressure
is 18.3 bar, and the resulting experimental combustion efficiency is 94.5% (see
Table 8). According to the literature [2], the mentioned values of combustion
efficiencies are quite low, which implies that a considerable amount of losses
is occurring. Such energy losses may occur due to three main factors: heat
exchange, friction, and incomplete combustion. To analyze the different im-
pacts of such phenomena on combustion efficiency, a further CPI simulation
that enforces the experimental mass flow rate (0.291 kg/s) with adiabatic wall
boundary conditions was carried out. By comparing the CPI isothermal and
adiabatic results in Table 8, it is clear that the predominant phenomenon low-
ering the combustion efficiency is the heat loss caused by the low wall temper-
ature, which yields about 6% efficiency reduction. Since ηc∗ ≈ 1 for the CPI
adiabatic simulation, combustion efficiency losses due to friction are negligi-
ble for this test case. Moreover, since the value of ηc∗ of the CPI isothermal
compares well to the experimental one, incomplete combustion losses are also
negligible. Differences in efficiencies are small enough to be considered within
the measurement and computation uncertainties. On the other hand, it is inter-
esting to note that the API efficiency is the lowest, which confirms the expected
lower mixing and combustion efficiency given by the simplified combustion
model.

4.10 wall heat flux numerical correlation

A satisfactory prediction of the wall heat flux at the nozzle throat has been ob-
tained by both CPI and API approaches at the reference condition (pc = 18.3 bar
and ṁ = 0.291 kg/s). This section aims at evaluating the agreement between
the two approaches in an extended range of operating conditions, in order to
finally provide a numerical correlation for the wall heat flux as a function of
pressure.
The chamber pressure in the API simulations is varied by increasing the mass
flow rates of the propellants up to doubling the reference value, achieving a
maximum chamber pressure of 37.2 bar (as calculated by Eq. (126)). On the
other hand, for the CPI approach the total pressure is directly imposed at the
inlet in the range 18.3 – 100 bar and the corresponding mass flow rate is com-
puted. The mixture ratio is kept constant in both approaches. Wall heat flux
results are shown as a function of chamber pressure in Fig. 29a and mass flow
rate in Fig. 29b for the mid chamber (x = 191.5 mm) and the nozzle throat
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(x = 365.6 mm). Solutions computed with both CPI and API approaches fol-
low a power law over the considered pressure ranges. Similar distributions are
observed as a function of mass flow rate. A good agreement between the two
numerical results is observed at the reference condition (see also Fig. 21) and
also at a higher chamber pressure for both mid chamber and throat locations.
This indicates that the effects of a detailed modeling of injection and combus-
tion processes (zones 1 and 2 in Fig. 1) can be reasonably considered negligible
in the evaluation of wall heat flux even upstream of the transonic region of the
thrust chamber (zone 4).

(a) (b)

Figure 29: Convective wall heat fluxes at mid chamber and throat locations for differ-
ent conditions obtained using the API and CPI approaches for O/F = 2.65.
Dashed lines correspond to Eq. (129) and Table 9.

The convective wall heat flux as a function of chamber pressure is well
described by the following correlation law (see Fig. 29a):

qconv = a pbc (129)

where qconv is in MW/m2, pc in bar, and the coefficients a and b are listed in
Table 9. The pressure exponents obtained with the two numerical approaches
are in excellent agreement with each other, and are slightly higher than the one
predicted by the Bartz equation [1], which is 0.8. Despite the lack of experimen-
tal data in the literature, the extension of the pressure range up to 100 bar in
case of CPI simulations allows for a reasonable comparison with a few analyses
considering different setups and operating conditions. Kumakawa et al. [14] ob-
tained similar trends to those of Fig. 29a in the pressure range 35 – 96 bar with
a wide range of O/F. In addition, Betti et al. [116] presented heat flux at mid
chamber at O/F = 3.34 in a pressure range of 10 – 100 bar, which can be fitted
with a power law with a pressure exponent of 0.88, in line with what presented
in Table 9. Such favorable comparisons provide a reasonable expectation that
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the wall heat flux regression laws presented in this work might be used to aid
the design of LRE. The correlation law in Eq. (129) can be considered valid

Table 9: Regression coefficients of Eq. (129) for convective heat flux evaluation as a
function of chamber pressure at mid chamber and throat locations.

CPI API
Location Throat Mid chamber Throat Mid chamber
b 0.90 0.88 0.89 0.87

a, MW/(barb· m2) 1.25 0.63 1.37 0.62

also to carry out acceptable predictions of the total wall heat flux, especially
at throat. In fact, the radiative wall heat flux, even if always increasing with
pressure, reaches values up to ≈ 2 MW/m2 in the considered pressure range
(Fig. 30), and is considerably lower than the convective contributions shown in
Fig. 29a. Radiative heat flux is calculated using the model presented in Sec. 2.2.
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Figure 30: Radiative wall heat flux obtained using the API and CPI approaches at dif-
ferent pressures and O/F=2.65.

It is interesting to note that good agreement between API and CPI radia-
tion heat profiles is obtained in the second half of the chamber at the reference
case. The radiation contribution to the total wall heat flux in the considered
pressure range is limited to 5% in the cylindrical part of the combustion cham-
ber, while it is negligible at throat (≈ 1%). This is in agreement with previous
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oxygen–methane radiation evaluations [124], which predicted a radiative–to–
total contribution less than 20% for chamber diameters lower than 0.1 m. The
same predominance of convective heat flux has been observed also for other
values of mixture ratio.

4.11 model suitability for longer chambers
The numerical simulations of the investigated thrust chamber have shown from
different points of view that the CPI approach is capable to provide a reliable
and quick estimation of the throat heat flux. It has been shown that no mat-
ter how complex the flowfield is until the end of the streamtube region, the
flowfield close to the throat wall will be reproduced within reasonable compu-
tational times by CPI numerical simulations.
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Figure 31: Throat heat flux comparison among different simulation approaches of the
reference and elongated (1.3x) thrust chambers.

However, an important point to focus on is to verify that the agreement
found between the CPI and API simulations on the throat heat flux (≈ 5%) does
not depend critically on the chamber geometry. In particular, in this section
the effect of a combustion chamber elongation on the flowfield development,
and thus on the near–wall throat region, is investigated. For this purpose, the
thrust chamber described in Sec. 4.1 is modified by elongating the rapid com-
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bustion/streamtube regions by 1/3 of their original length (321 mm), yielding a
combustion chamber total length of 448 mm. Note that the L∗ is increased from
0.90 to 1.17 m. Therefore, the CPI and API approaches have been employed
to carry out numerical simulations on such a new thrust chamber, eventually
comparing the agreement observed on the throat heat flux to that obtained at
the reference case. To mantain the experimental mass flow rate, the CPI sim-
ulations of the longer chamber are performed enforcing mass flow rate and
not total pressure. Heat flux profiles are shown in Fig. 31, whereas percentage
discrepancies among peak heat fluxes are shown in Table. 10.

Table 10: Percentage discrepancies between convective wall heat flux at throat using
different approaches and chamber lengths.

(%) API CPI CPIBFS API1.3x CPI1.3x CPI1.3x, BFS
API 0 5.2 -9.7 2.0 – –
CPI -5.4 0 -14.9 – 3.6 –
CPIBFS 8.8 12.9 0 – – 5.9
API1.3x -2.1 – – 0 6.0 -5.3
CPI1.3x – -3.7 – -6.4 0 -12.1
CPI1.3x, BFS – – -6.3 5.1 10.8 0

As shown in Table. 10 concerning the CPI and the API approaches, it can
be observed how the discrepancy begins to diverge, starting from 5.2% and in-
creasing to 6% when the combustion chamber is elongated. This happens due
to the further development of the boundary layer, which becomes very thick as
the throat is approached. In this regard, Fig. 32 shows the temperature fields
for the reference and elongated chambers employing the different numerical ap-
proaches. Note that the shorter chambers are right–shifted to match the throat
abscissa with the longer ones. The difference on boundary layer thicknesses at
throat is clearly visible in case of the CPI simulations. On the other hand, a bet-
ter mixing occurs in case of API, yielding lower temperature gradients toward
the throat.

Figure 32: Temperature fields obtained by means of different approaches for the refer-
ence and elongated thrust chambers.
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As it can be inferred from these results, the boundary layer growth rep-
resents a problem for the CPI approach, since the longer the chamber is, the
more discrepant the throat heat flux becomes with respect to API results. To
overcome such a modelling problem, a modification is introduced in the CPI
approach, maintaining at the same time its characteristic simplicity and compu-
tational burden. In particular, a backward–facing step (BFS) is introduced at the
injection plate between the hot gas inflow and the wall. The CPI approach with
the BFS, hereafter called CPI w/BFS, is employed to perform further numerical
simulations, as a term of comparison for the original CPI. To be coherent with
the API simulations, the height of the BFS is chosen in such a way to match the
distance between the most external fuel injector and the wall in the API injector
plate configuration, i.e. (rc − r9) according to Fig. 15. Nevertheless, different
near–injector features are observed.
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Figure 33: Wall shear stresses observed in the vicinity of the injection plate for API and
CPI w/BFS simulations.

In particular, the extension of the recirculation zone is different between
API and CPI w/BFS simulations. This can be inferred by observing the sign
change on the x–component of the wall shear stress obtained in the two cases
as shown in Fig. 33. The latter is negative as far as the wall is wet by the
counterclockwise–rotating vortex (see also inset in Fig. 26), and becomes posi-
tive in correspondence of the flow impingement point. Such a difference can be
explained through the velocity fields, shown in Fig. 34. As far as the CPI w/BFS
solution is concerned, a higher injection velocity is obtained due to the lower
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injection area. That leads to a wider recirculation zone and, thus, a farther flow
impingement point.

Figure 34: Velocity fields obtained by means of different approaches for the reference
and elongated thrust chambers.

Moreover, it has been observed that enforcing the total pressure at the in-
let boundary, as done for the CPI simulations, yields a lower mass flow rate
of 5.2%, thus not providing an appropriate term of comparison for the other
numerical approaches. For this reason, the experimental mass flow rate is
enforced at the left boundary in CPI w/BFS simulations. The resulting temper-
ature fields are shown in Fig. 32. The effect of the BFS is well distinguishable
with respect to the CPI flowfield, and, in particular, the effect of the boundary
layer growth is attenuated. The discrepancies on the throat heat fluxes with
respect to the API approach shown in Table. 10 confirm this observation. Al-
though the CPI w/BFS approach provides a higher discrepancy than the CPI
concerning the API reference chamber (-9.7%), the latter is reduced as the cham-
ber gets longer (-5.3%). That indicates that the BFS addition to the near–injector
modelling is a good improvement to the CPI approach, since the throat heat
flux tends to converge toward that of API. Nevertheless, it should be noted that
the CPI approach provides better results in the shorter case, so the employment
of one model or the other one still remains a decision to take carefully. The
characteristic length, evaluated above in the two cases, represents an indicator
which might help in the choice during the design.



5 F I L M – C O O L E D A N D M I X T U R E
R AT I O B I A S E D C H A M B E R S

As a continuation of the work presented in Chap. 4, this part of the thesis aims
at presenting and discussing the CFD numerical results obtained analyzing the
throat wall region in film cooled and mixture ratio biased LRE thrust chambers.
The main idea driving this part of the work is to define and fix the operating
conditions of the engine in terms of mass flow rate and mixture ratio to those
of the uncooled configuration, and to study how the secondary flow should be
designed in order to obtain a desired effect on the throat wall heat flux with
acceptable engine performance loss. In this framework, a sensitivity analysis is
performed to select the design parameters producing major effects on the throat
wall heat flux reduction, eventually obtaining a numerical correlation which
allows to immediately predict the necessary information during the design
phase. In this regard, it should be said that the design of the secondary flow is
a delicate procedure in which decisions have to be taken carefully, since an high
amount of coolant, which yields a high heat flux reduction at throat, would
end up in an excessive performance loss. For this reason, CFD throat heat flux
numerical results will be presented with their performance loss counterpart to
directly evaluate the trade–off.

In the second part of this chapter, a different configuration is employed on
the same thrust chamber to study the effect of a bias in the peripheral injectors
mixture ratio on the throat wall heat flux and engine performance reduction.
The peripheral flow mixture ratio is investigated within a comprehensive range
from oxidizer–rich to fuel–rich conditions. In this regard, although the bias of
the outer injectors mixture ratio is usually used to yield a fuel–rich mixture
close to the wall in order to reduce the thermal load, the oxidizer–rich region
has been also investigated despite the lower practical interest.

The test chamber is illustrated in the first part of the chapter together with
the computational setup used to carry out CFD simulations in presence of film
cooling and mixture ratio bias, whereas numerical results are presented in the
final part.

5.1 test case

A thrust chamber representative of a possible methane-fueled upper stage
(MFUS) has been selected as test case. This thrust chamber has been used also
in Ref. [124] to investigate radiative heat loads in LRE thrust chambers with-
out the application of any active cooling system. However, the design and the

77
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operating conditions have been considered suitable to introduce a secondary
flow injection at the injection plate, and to study the behaviour of peak heat
flux according to different configurations in a parametric analysis. A depiction
of the thrust chamber is shown in Fig. 35.

Figure 35: Depiction of the methane–fueled upper stage thrust chamber used to per-
form numerical simulations.

The geometry has been taken from Ref. [146], whereas a chamber pressure
of 60 bar and a mixture ratio of 3.4 have been arbitrarily selected as reasonable
for oxygen–methane upper stage operations [10]. The mentioned test case fea-
tures a 730 mm long thrust chamber with a throat diameter of 116 mm, and a
combustion chamber contraction ratio of 2.25. Total and fuel mass flow rates
are 34.5 and 7.84 kg/s, respectively. As attention is focused on the wall heat
transfer far away from the injector plate, details of the plate geometry are rel-
atively unimportant. Nevertheless, a set of parameters defining the secondary
flow injection geometry are necessary for the present investigation. The latter
are described in Sec. 5.2.

5.2 near–injector geometry
Being this chapter aimed at investigating the effects of a secondary flow in-
jection in an already–identified (uncooled) thrust chamber, it is reasonable to
consider such a configuration as a reference condition for all the film cooling
calculations. This is not appropriate for mixture ratio bias simulations, as will
be explained later in the chapter.
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Hot gas

rg rc

Figure 36: Schematic of the near–injector region in case of uncooled simulations per-
formed by means of the CPI w/BFS approach.

The CPI w/BFS approach, mentioned and validated in Sec. 4.11, has been
considered more suitable to carry out the numerical simulation of the uncooled
configuration than the CPI (see Sec. 4.2), since it is more comparable to the
typical film cooling geometry featuring two inflows and a separating wall in
between. A schematic of the near–injector region is shown in Fig. 36, where
rg = 82 mm and rc = 87 mm. In case of film cooling simulations, the near–
injector region of the combustion chamber shown in Fig. 36 has been modified
by introducing the film injection slot close to the wall. The new geometry is
shown in Fig. 37, where rfilm = 86 mm. Note that, as a result, a total distance of
5 mm (rc − rg) is then interposed between the hot gas inflow and the chamber
upper wall. In sight of the parametric analysis, a nominal configuration has
been identified in terms of four design parameters, i.e. the film injection slot
height hslot (rc − rfilm in Fig. 37), the thickness of the wall which separates
the hot gases and the film inflows twall (i.e. rfilm − rg), the blowing ratio B =

(ρu)g / (ρu)film, and the film injection temperature Tfilm. The values of such
parameters for the nominal configuration have been arbitrarily determined in
the frame of this research, as reasonable for a possible upper–stage application
also on the basis of the literature [101, 140]. They are hslot = 1 mm, twall =
4 mm, B = 0.66, and Tfilm = 300 K. Eventually, as foreseen by the CPI–like
approaches, combustion products obtained at chemical equilibrium under the
mentioned operating conditions are considered as hot gases. Pure gaseous
methane is instead retained as film coolant, which is expected to mix and react
with the hot gases according to the employed chemical reaction mechanism.
On the other hand, numerical simulations featuring mixture ratio bias do not
foresee a secondary flow injection in the immediate vicinity of the wall. In
fact, a bias in mixture ratio usually occurs at the outer injector row, close to the



80 film–cooled and mixture ratio biased chambers

hot gas inflow as modeled by the CPI w/BFS approach. Such a geometry is
modeled as shown in Fig. 38, where rg = 80 mm, rbias = 81 mm, and rwall =
82 mm.

Hot gas

Film

rg rfilm rc

Figure 37: Schematic of the near–injector region in case of film cooling simulations.
Not to scale.

Hot gas

Biased
hot gas

rg rbias rwall rc

Figure 38: Schematic of the near–injection region in case of mixture ratio bias simula-
tions. Not to scale.

Two different mixture ratios can be identified in such a configuration, one
for the hot gas (O/Fg), and one for the peripheral flow (O/Fbias). Moreover,
differently from the film injection of pure methane, the peripheral mixture is
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possibly composed of all the species involved in the chemical reaction mecha-
nism, depending on the operating conditions. For this reason, in this case the
CEA program is used to determine not only the composition of the hot gases,
but also that of the peripheral flow according to chamber pressure and the
mixture ratio O/Fbias. The peripheral mixture temperature is then provided by
CEA. The peripheral mixture ratio is the only varying parameter in this case,
therefore the values of the near–injector geometric quantities are always the
same. In particular, twall,1 = rbias − rg = 1 mm and twall,2 = rc − rwall = 5 mm
(see Fig. 38). For the sake of simplicity, the blowing ratio, now defined as the
ratio between the hot gas and peripheral flow mass fluxes, is fixed to that of
the film cooling nominal configuration, i.e. 0.66.

5.3 mass flow rate management

A central point of this analysis is represented by the mass flow rate manage-
ment, which is accurately described in this section. As mentioned in Sec. 5.2,
in this analysis the injection of the secondary flow occurs in a previously
well–designed combustion chamber, thus assuming that the design of the un-
cooled engine has been already performed. Hence, the total mass flow rate
ṁ = ṁf + ṁox and the global mixture ratio O/F can be considered fixed to
those of the uncooled configuration provided in Sec. 5.1, i.e. 34.5 kg/s and 3.4,
respectively. Having that as a starting point, the total available mass flow rate
is supposed to be split between the hot gas (ṁg) and the secondary flow (ṁ2,
later distinguished between ṁfilm and ṁbias) to study the resulting effect on
the throat heat flux and performances. The blowing ratio, the secondary flow
methane mass fraction yCH4

, and the near injector geometry, defined through
the injection slot height and the separating wall thickness in case of film cooling
or through the same height and the two wall thicknesses twall,1 and twall,2 in
case of mixture ratio bias, are the parameters driving the mass flow rate split-
ting process. In particular, after fixing the near–injector geometry to that of the
desired configuration, the blowing ratio and the secondary flow methane mass
fraction are varied to define the two mass flow rates according to the procedure
described in the following.

In this context, the split hot gas and secondary mass flow rates are subjected
to two constraints:

ṁg + ṁ2 = ṁ and
ṁg,ox + ṁ2,ox

ṁg,f + ṁ2,f
= O/F (130)
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where subscripts f and ox refer to fuel and oxidizer, respectively. The first con-
straint is satisfied by solving the following 4–unknowns 4–equations system:

ṁg + ṁ2 = ṁ

ṁ2 = (ρu)2A2

ṁg = (ρu)gAg

(ρu)g = B(ρu)2

(131)

where A2 is the secondary flow injection area. The solution of such a system of
equations is the following:

ṁg =
ṁBAg

BAg +A2
(132)

(ρu)g =
ṁg

Ag
=

ṁB

BAg +A2
(133)

(ρu)2 =
(ρu)g

B
=

ṁ

BAg +A2
(134)

ṁ2 = (ρu)2A2 =
ṁA2

BAg +A2
(135)

As shown in Eqs. 132 and 135, split mass flow rates depend only on known
parameters, i.e. the total mass flow rate, the blowing ratio and injection areas.

Once the split mass flow rates have been obtained, their fuel and oxidizer
contents can be calculated. For this purpose, the secondary flow methane mass
fraction is employed to compute the secondary flow mixture ratio:

O/F2 =
1− yCH4

yCH4

(136)

Notice that, being the coolant pure methane, film cooling simulations are al-
ways characterised by a secondary flow mixture ratio of 0. Then, the secondary
flow fuel and oxidizer contents are calculated as:

ṁ2,f = ṁ2
1

1+O/F2
ṁ2,ox = ṁ2

O/F2
1+O/F2

(137)

and, therefore, the corresponding contents in the hot gases are:

ṁg,f = ṁf − ṁ2,f ṁg,ox = ṁox − ṁ2,ox (138)

The hot gas mixture ratio can be now calculated as:

O/Fg =
ṁg,ox

ṁg,f
(139)

A simple manipulation of Eq. (138) proves that also the second constraint
shown in Eq. (130) is satisfied.



5.3 mass flow rate management 83

This procedure is applied both to film cooling and mixture ratio bias appli-
cations, except for the calculation of the secondary flow injection areas, which,
in the two cases, are given by:

Afilm = Ac − π (rc − hslot)
2 (140)

Abias = π
[
(rc − twall,2 + hslot)

2 − (rc − twall,2)
2
]

(141)

As described above, the mass flow rate splitting procedure and, in particular,
the constraints shown in Eq. (130), establish a specific relationship between the
two mixture ratios attributed to the hot gas and to the secondary flow. With
regard to the mixture ratio bias simulations computational setup, which is the
most interesting case from this point of view, the resulting behaviour of the
two mixture ratios as a function of the peripheral flow methane mass fraction
is shown in Fig. 39.
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Figure 39: Hot gas and peripheral flow mixture ratio as resulting from the mass flow
rate splitting procedure in case of mixture ratio bias simulations keeping
the global mixture ratio to 3.4.

It can be observed that, for a fixed blowing ratio (0.66 in the present case),
an almost pure oxidizer peripheral flow corresponds to the minimum hot gas
mixture ratio since the maximum oxidizer content has been transferred from
the hot gas to the secondary flow. On the other hand, a pure methane pe-
ripheral flow yields the maximum hot gas mixture ratio since the maximum



84 film–cooled and mixture ratio biased chambers

amount of fuel has been subtracted from the hot gas and added to the sec-
ondary flow. Note that, for blowing ratios of practical interest, the hot gas
mixture ratio does not undergo significant modifications, varying between 3.25

and 4.05 in the present case. Peripheral flow methane mass compositions in the
range 0.025 – 0.90 have been considered in this analysis, for a total of 15 pairs
of hot gas and peripheral flow mixture ratios. The latter are shown in Table. 11.

Table 11: Hot gas and peripheral mixture ratios for different peripheral flow methane
mass fractions.

yCH4
O/Fg O/Fbias

0.025 3.26 39.00

0.05 3.275 19.00

0.10 3.31 9.00

0.15 3.34 5.67

0.20 3.38 4.00

0.25 3.42 3.00

0.30 3.45 2.33

0.35 3.49 1.86

0.40 3.53 1.50

0.45 3.57 1.22

0.50 3.61 1.00

0.60 3.69 0.67

0.70 3.77 0.43

0.80 3.86 0.25

0.90 3.95 0.11

It should be observed that, when investigating the whole range of methane
mass compositions, conditions in which the peripheral flow is such to provide
a higher equilibrium temperature than the hot gases may occur. Of course,
such a situation is not appropriate to achieve an effective wall thermal protec-
tion. To overcome this problem, all the peripheral flow mixture ratios capable
to provide a higher equilibrium temperature than that of the uncooled config-
uration (3531 K) have been neglected. As shown in Fig. 40, a mixture ratio
of 4.15 provides an equilibrium temperature of 3531 K at the design chamber
pressure of 60 bar. Therefore, being the design mixture ratio equal to 3.4, all
the peripheral flow mixture ratios between 3.4 and 4.15 have been neglected in
the present analysis (see the shaded area in Fig. 40).
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Figure 40: Oxygen–methane equilibrium temperature provided by CEA at different
mixture ratios and chamber pressure of 60 bar. The shaded area corre-
sponds to the neglected peripheral flow mixture ratios.

As a result, the methane mass fraction of 0.20 has not been investigated by
means of CFD simulations since, according to Table. 11, it provides a peripheral
flow mixture ratio O/Fbias = 4.00.

5.4 computational grids and boundary condi-
tions

The computational domain is a single–block 2–D axisymmetric structured grid
for both film cooling and mixture ratio bias simulations.

5.4.1 Film cooling simulations

A 100 × 100 cells computational grid is employed for film cooling simulations.
The latter is shown in Fig. 41. A cell clustering toward the upper wall is used
over the whole chamber length to properly resolve the viscous sublayer, result-
ing in a non–dimensional wall distance y+ ≈ 1. On the other hand, in the axial
direction, the domain is divided into three zones to reasonably resolve the main
features of the flowfield, namely an injection, streamtube, and nozzle region. In
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this regard, the first zone covers the first 100 mm of the combustion chamber
starting from the left boundary, toward which cells are clustered to better cap-
ture the injection of the secondary flow. Furthermore, as shown in the inset of
Fig. 41, a proper cell clustering is also introduced in the radial direction to suf-
ficiently resolve the mixing layer and the recirculation region between the hot
gas and film inflows. A uniform streamtube region is identified from the end
of the injection zone until the nozzle entrance. Eventually, the nozzle region
extends until the end of the thrust chamber. Cells are here clustered toward the
throat to properly resolve the transition through sonic conditions and to man-
age the higher axial gradients. Smooth transitions between mesh regions are
guaranteed by a suitable axial cell clustering, which allows to consider larger
cells where the propellants are mixed and hence to reduce computational time.

Figure 41: Computational grid with boundary conditions used in film cooling simula-
tions. Details of inflow boundary conditions are shown in the inset.

As shown also in Fig. 37, adiabatic wall and subsonic inflows conditions
are applied to the left boundary. Mass flow rate, total temperature, and mix-
ture mass composition in terms of the species included in the chemical reaction
mechanism are prescribed at the inlet boundaries. The CEA program [113] is
used to compute T0 and equilibrium mass fractions yi at the design chamber
pressure and mixture ratio assuming reactants in liquid phase. At the nominal
conditions (see Sec. 5.2) a hot gas mass flow rate of 33.22 kg/s (6.56 kg/s fuel
and 26.66 kg/s oxidizer), a film mass flow rate of 1.28 kg/s (∼ 3.7% ṁ), a hot
gas temperature of 3536 K, and a film temperature of 300 K are employed. Sym-
metry is enforced at the centerline. The upper wall is characterized by a no–slip,
non–catalytic, and isothermal boundary condition. For the sake of simplicity, a
wall temperature of 400 K has been arbitrarily selected as similar to that of the
thrust chamber described in Chap. 4, and enforced on the upper wall. Such a
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low wall temperature is not representative of a real LRE application, where the
actual wall temperature is the result of the interaction between the hot gas side,
the chamber wall, and the cooling channels. However, this choice has been
made to make the two test chamber near–wall chemical reaction behaviours as
comparable as possible. The outflow is supersonic.

Notice that the computational domain shown in Fig. 41 has been designed
to simulate the nominal near–injector geometry chamber configuration. Mini-
mal variations in the discretization of the near–injector region are made in the
framework of the parametric analysis, when the film slot injection height or the
separating wall thickness are changed. Nevertheless, the cell number and the
grid topology are unchanged.

5.4.2 Mixture ratio bias simulations

The grid used for mixture ratio bias simulations is shown in Fig. 42, and it is
similar to that employed in film cooling simulations. A further radial cell clus-
tering is applied in the injection region due to the different geometrical configu-
ration (see inset in Fig. 42) , whereas the axial discretization is unchanged from
Sec. 5.4.1. The resulting grid is composed by 13400 volumes, 100 in the axial
direction and 134 in the radial direction. Boundary conditions are the same
as the film cooling ones as well, except for the injection plate where a further
adiabatic wall (Wall 2 in Fig. 42) is introduced up to the chamber wall.

Figure 42: Computational grid used in mixture ratio bias simulations. Details of inflow
boundary conditions are shown in the inset.

The same mesh has been retained to carry out numerical simulations over
the whole peripheral flow mixture ratio range of investigation.
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5.5 grid convergence analysis
As done in Sec. 4.4 for the API approach, two levels of grid refinement are con-
sidered to verify grid independence and evaluate the numerical error in case of
film cooling and mixture ratio bias numerical simulations. Coarser levels are
not considered in the two cases since a lower number of cells would not be suf-
ficient to resolve the mixing layers between the hot gas and the secondary flow
developing from the near–injector region. Similarly, a further finer grid level is
not considered due to the excessive computational cost. The finer level is made
of 200 cells in the axial direction and 200 cells in the radial direction for film
cooling and 200 cells in the axial direction and 268 cells in the radial direction
for mixture ratio bias. Such grids are obtained by doubling the number of cells
in both axial and radial directions with respect to the coarse–level 100× 100

and 100× 134 grids shown in Sec. 5.4.1 and 5.4.2, respectively, therefore dou-
bling the characteristic spatial discretization ∆x. Appropriate resolution of the
boundary layer physics is guaranteed by the maximum dimensionless wall dis-
tance, y+, obtained at nozzle throat wall, which ranges between 1.2 and 0.5 for
the above-mentioned grid levels.
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Figure 43: Grid convergence analysis on convective wall heat flux for film cooling and
mixture ratio bias simulations.

To ensure such a wall resolution, in both cases a cell height at nozzle throat
wall of 0.1 and 0.06 µm is used for coarse and fine grid levels, respectively.
Two specific numerical simulations have been chosen to carry out the present
grid convergence analysis, in particular the reference film cooling configuration,
presented in the following (Sec. 5.6.1), and the mixture ratio bias simulation
featuring a peripheral mixture ratio of 2.33. The latter has been chosen without
any particular reason with respect to the others. Axial profiles of wall heat flux
carried out by means of coarse and fine grid levels in the two cases are shown
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in Figs. 43a and 43b. As shown in Table. 12, the convective wall heat flux at
throat obtained with the coarse grid level differs from the value obtained with
the fine grid of 0.36 MW/m2 (0.8%) and 1.13 MW/m2 (2.2%) in case of film
cooling and mixture ratio bias simulations, respectively.

Table 12: Computational grids and convective throat wall heat flux values at throat
used in the grid convergence analysis for film cooling and mixture ratio bias
simulations.

Film cooling Mixture ratio bias
Quantity Grid 1 Grid 2 Grid 1 Grid 2

Number of cells 10000 40000 13400 53600

Throat heat flux, MW/m2
46.69 46.33 51.82 50.69

As a result, due to the low discrepancies with respect to the finer levels, the
coarse 100× 100 and 100× 134 grids are adopted to perform film cooling and
mixture ratio bias simulations, respectively.
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5.6 film cooling analysis
The drawbacks yielded by film injection on engine performances may affect
critically the engine design despite the beneficial effects obtained on the throat
heat load. For this reason it is important to have numerical tools to carry out
predictions of this twofold aspect in the design phase, with the possibility to
perform several iterations before obtaining results of practical interest. As men-
tioned also for the CPI approach in Chap. 4, such a numerical tool should rely
on a simple but effective formulation, capable to provide predictions with rea-
sonable accuracy in reasonable times. In this section, a sensitivity analysis is
performed on the throat wall heat flux reduction and performance loss in terms
of the four parameters identifying the film cooling nominal operating condition
described above, namely hslot, twall, B = (ρu)g / (ρu)film, and Tfilm. Numer-
ical correlations are eventually provided as a function of the observed most
relevant quantities as effective and versatile numerical tools for film cooled
LRE design.

5.6.1 Uncooled and nominal film cooling configurations

The temperature fields obtained under the nominal film cooling conditions and
in case of the uncooled MFUS thrust chamber are shown in Fig. 44.

Figure 44: Comparison between the temperature fields obtained in case of nominal
film cooling conditions and reference uncooled configuration.

The features of the uncooled thrust chamber flowfield are similar to that
shown on the bottom of Fig. 26a. and in Fig. 32 regarding the CPI and CPI
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w/BFS solutions, respectively. A weaker boundary layer development is ob-
served in case of the MFUS chamber due to the much higher mass flow rate
and chamber pressure, yielding a much higher abscissa–based Reynolds num-
ber and thus a much lower boundary layer thickness. On the other hand, the
film cooled MFUS chamber is characterized by a clear temperature stratifica-
tion in the vicinity of the wall. The ambient temperature film can be observed
being injected right at the injection plate, fading slowly away downstream. In
fact, the film starts mixing and reacting with the hot gas upon injection, yield-
ing a fresh mixing layer close to the wall with a temperature of about 1500 K.
Under the selected nominal operating conditions, the fresh mixture is capable
to effectively reach the nozzle and, in particular, the throat region, where a
clear difference with respect to the uncooled case can be observed.

The convective wall heat flux axial profiles obtained in the two cases are
compared in Fig. 45.
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Figure 45: Comparison between the convective wall heat flux axial profiles obtained in
case of nominal film cooling conditions and reference uncooled configura-
tion.

After a sharp increase and a single oscillation due to the presence of the
backward facing step–induced recirculation region, the uncooled MFUS cham-
ber shows a slightly decreasing convective wall heat flux profile due to the
weak boundary layer development. Then, a sharp increase is observed in the
convergent part of the nozzle as expected, until a peak of 54.8 MW/m2 and,
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eventually, a decrease in the divergent part. Note that a vacuum specific im-
pulse of 306 s has been calculated for the uncooled MFUS.
With regard to the wall heat flux, film injection produces beneficial effects over
the whole combustion chamber. Negative values of convective wall heat flux
are observed until x = 20 mm, that is until the ambient–temperature methane
film core extends. Being the nominal film temperature (300 K) lower than the
enforced wall temperature (400 K), the heat flux is directed inwards in such
a region. A wall heat flux increase characterizes the rest of the combustion
chamber until the nozzle due to the interaction between the film and the hot
gas, leading to a progressive increase of the mixing layer temperature. A peak
heat flux of 46.7 MW/m2 occurs at the throat, i.e. nearly 15 % lower than
the uncooled simulation. On the other hand, the vacuum specific impulse cal-
culated for the film cooled MFUS thrust chamber is 297 s, hence involving a
non–negligible performance loss of about 3 % due to the incomplete mixing
and burning of the propellants. It is worth specifying that the vacuum specific
impulse is calculated from the CFD solution as Fvac/(ṁg0), where thrust in vac-
uum is obtained by integrating the momentum flux over the nozzle exit cross
section:

Fvac =

∫
Ae

(ρu2 + p)dA (142)

The choice to evaluate performances in terms of vacuum specific impulse is
motivated by two reasons: (i) vacuum specific impulse does not require the cal-
culation of chamber pressure, which should be evaluated arbitrarily according
to a certain criterion (see Sec. 4.9 for instance); (ii) being the specific impulse
the product between the characteristic velocity and the thrust coefficient, it ac-
counts for different kinds of losses at the same time, i.e. divergence, friction,
heat exchange, and incomplete mixing and combustion. The latter, in particu-
lar, represents a significant contribution to the performance reduction due to
film cooling as will be shown later in the chapter.

5.6.2 Sensitivity analysis

The four investigated parameters are varied within the following ranges: hslot ∈
[0.75, 1.50] mm, twall ∈ [5.00, 7.50] mm, B ∈ [0.40, 0.83], and Tfilm ∈ [200, 500] K.
Blowing ratios, in particular, have been specifically chosen in such a way to
provide film mass flow rates from 2 to 6 % of the total mass flow rate using
the reference film injection slot height of 1 mm. Numerical simulations are per-
formed varying one parameter at a time starting from the nominal operating
conditions, retaining the superposition principle assumption.

Numerical results of the sensitivity analysis are shown in Fig. 46, where
the throat wall heat flux reduction and the vacuum specific impulse loss are
presented as a function of each parameter under investigation. For the sake of
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clarity, the the throat wall heat flux reduction and the vacuum specific impulse
loss are defined as follows:

∆qw

qw,nofilm

∣∣∣∣∣
th

= 1−
qw,film

qw,nofilm

∣∣∣∣∣
th

(143)

∆Ivac

Ivac,nofilm
= 1−

Ivac,film

Ivac,nofilm
(144)
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Figure 46: Numerical throat wall heat flux reduction and vacuum specific impulse loss
with respect to the uncooled case as a function of the investigated parame-
ters: (a) film injection slot height, (b) separating wall thickness, (c) blowing
ratio, and (d) film injection temperature.

The separating wall thickness (Fig. 46b) and the film injection temperature
(Fig. 46d) are the two parameters providing weaker effects on throat wall heat
flux and vacuum specific impulse. It has been observed that such two param-
eters affect the flowfield mostly in the first half of the combustion chamber,
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where mixing and reaction with the hot gas occur, without influencing signif-
icantly the throat region. An example is given in Fig. 47, where the effect of
varying film injection temperature on the wall heat flux is observed to be sig-
nificant only in the near–injector region, then vanishing downstream. Negative,
zero, and positive wall heat flux is obtained close to the injector plate for film
temperatures lower, equal, and greater than the enforced wall temperature of
400 K, respectively. A variation of almost 1 % is obtained on the throat wall
heat flux reduction varying the film injection temperature over the whole range
of investigation (see Fig. 46d), whereas a slightly higher variation of nearly 2 %
is shown by varying the separating wall thickness (see Fig. 46b). Neverthe-
less, such a variation can be reasonably considered negligible if compared with
the other results obtained for the other parameters described in the following.
Variations of vacuum specific impulse loss are negligible in both cases, below
1 %.

On the other hand, major effects are observed to occur varying the film
injection slot height (Fig. 46a) and the blowing ratio (Fig. 46c). A linear increase
of the throat wall heat flux reduction is observed by increasing the film injection
slot height, with a variation of 8 % across the whole range. The same happens
for the vacuum specific impulse loss, which undergoes a variation around 3 %.
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Figure 47: Axial wall heat flux for different values of film injection temperature. Re-
sults are normalized with the uncooled simulation results.

The more important role played by such a parameter is motivated by the greater
influence it has on the film mass flow rate, as shown by the solution of the sys-
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tem of equations in Eq. (131). In fact, a higher slot height yields a higher film
injection area which, in turn, leads to a lower hot gas mass flux (Eq. (133)). Ac-
cordingly, being the blowing ratio constant, a lower film mass flux is obtained
(Eq. (134)). Nevertheless, a net increase is observed as a result on the film mass
flow rate (Eq. (135)), showing that the effect of the injection area increase is
predominant on the decrease of the film mass flux. As a consequence of the
higher coolant flow, chamber pressure is observed to decrease with increasing
film mass flow rate, leading to the non–negligible vacuum specific impulse
losses shown in Fig. 46a.

The blowing ratio is observed to be the most influential parameter in this
analysis, providing a quadratic decrease of both throat wall heat flux reduc-
tion and vacuum specific impulse loss, with a variation of about 10 and 3.5 %,
respectively. According to the solution of the system of equations shown in
Eq. (131), increasing blowing ratios inevitably correspond to decreasing film
mass flow rates, hence providing progressively lower cooling capabilities and
performance losses.

Numerical results presented so far have shown that the throat wall heat
flux reduction and the vacuum specific impulse loss show higher sensitivity
to the blowing ratio and the film injection slot height. For this reason, the
effects yielded by variations of separating wall thickness and film injection
temperature are hereafter neglected. It has been also pointed out that both
parameters significantly affect the film mass flow rate according to the mass
flow rate splitting procedure shown in Sec. 5.3.
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Figure 48: Numerical results as a function of film mass flow rate percentage.

For this reason, the film mass flow rate, suitably calculated according to
each configuration, can be retained to reduce all the most significant numeri-
cal results (Figs. 46a and 46c) as a function of a single parameter. As a result,
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Fig. 48a shows the throat wall heat flux reduction and the vacuum specific im-
pulse loss as a function of the film mass flow rate percentage with respect to the
total mass flow rate ṁtot. As mentioned above, the latter correspond to the 7

combinations of blowing ratio and film injection slot height investigated so far.
As expected, high film mass flow rates yield high throat wall heat flux reduc-
tions at the expense of engine performances, showing a linear proportionality
between them (Fig. 48b).

5.6.3 Throat wall heat flux and performance reduction numerical correlations

On the basis of the interesting and encouraging results obtained from the sen-
sitivity analysis, the dependency of the throat wall heat flux reduction and
vacuum specific impulse loss on the film mass flow rate is further investigated
in the following to eventually provide two numerical correlations accounting
for a comprehensive range of operating conditions. For this purpose, 9 new nu-
merical simulations are performed considering all the possible combinations be-
tween the blowing ratios and film injection slot heights investigated in Sec. 5.6.2.
The film mass flow rates corresponding to the latter are shown in Table. 13.

Table 13: Film mass flow rate percentages obtained with all the possible combinations
of the investigated blowing ratios and film injection slot heights.

B = 0.4 B = 0.49 B = 0.66 B = 0.82

h = 0.75 mm 4.58 3.80 2.81 2.28

h = 1.00 mm 6.00 5.00 3.40 3.00

h = 1.25 mm 7.39 6.16 4.26 3.73

h = 1.50 mm 8.72 7.29 5.44 4.44

Note that 7 of the 16 combinations (second row and third column in Ta-
ble. 13) have been already presented in Figs. 46a and 46c. It should be ob-
served also that all the operating conditions considered in Table 13 correspond
to film–driven configurations, i.e. with blowing ratios lower than 1. For the
sake of completeness, the film mass flow rate range of investigation is further
extended by considering operating conditions yielding core–driven configura-
tions (B > 1), and unitary blowing ratio, as well. The latter are achieved by
keeping the film injection slot height unchanged to the lower value considered
in Table 13, which is 0.75 mm, and progressively increasing the blowing ratio
until a maximum value of 10. The uncooled configuration is also indicated as
theoretically corresponding to B → ∞. All the new operating conditions with
the resulting film mass flow rate percentages are shown in Table 14.
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Table 14: Film mass flow rate percentages corresponding to core–driven and unitary
blowing ratio configurations with hslot = 0.75 mm.

B 1.00 1.33 2.00 4.00 10.00 ∞
ṁfilm/ṁtot (%) 1.89 1.42 0.95 0.48 0.19 0.00

The throat wall heat flux reduction obtained for all the combinations of
blowing ratio and slot height as a function of the film mass flow rate percent-
age is shown in Fig. 49a, whereas the vacuum specific impulse loss is shown
in Fig. 49b. Film–driven, unitary blowing ratio, and core–driven regimes are
distinguished by means of different symbols and colors.
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Figure 49: Throat wall heat flux reduction and vacuum specific impulse loss as a func-
tion of the film mass flow rate percentage. Dashed lines correspond to
Eq. (145) (subFig. a) and Eq. (146) (subFig. b).

The throat wall heat flux reduction and vacuum specific impulse loss are
both well described by the correlation laws shown in Eqs (145) and (146), and
represented as dashed lines in Figs. 49a and 49b.

∆qw

qw,nofilm

∣∣∣∣∣
th

=


0.0694

(
ṁfilm

ṁtot

)1.16
if
ṁfilm

ṁtot
6 0.0095

0.0436+ 0.0251

(
ṁfilm

ṁtot

)1.1
otherwise

(145)

∆Ivac

Ivac,nofilm
= 0.00568

(
ṁfilm

ṁtot

)1.28
(146)

A power law with a film mass flow rate percentage exponent of 1.16 is found
to provide the best interpolation of throat wall heat flux reduction numerical
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results at low film mass flow rate percentages until the value of 0.0095, whereas
the rest of the data are well represented by a nearly–linear regression law fea-
turing an exponent of 1.1. On the other hand, a power law with an exponent
of 1.28 is obtained for the vacuum specific impulse loss. A clear relationship
can be established also for the throat wall heat flux reduction as a function
of the vacuum specific impulse loss, which is well described by the following
correlation law for all the investigated film mass flow rates:

∆qw

qw,nofilm

∣∣∣∣∣
th

= 1.43

(
∆Ivac

Ivac,nofilm

)0.64
(147)

The fitting procedure showed a goodness (R2) between 98 and 100 % in the
three cases. It is worth to recall that the two regression laws are valid for film
mass flow rates percentages in the range [0, 8.72] %, obtained as a combination
of blowing ratios and film injection slot heights in the range [0.4, 10.00] and
[0.75, 1.50] mm, respectively.

As far as the throat wall heat flux reduction is concerned, film–driven data
are slightly scattered among each other but following an overall increasing
trend with film mass flow rate as previously observed in Fig. 48a. Data scat-
tering occurs since each film mass flow rate under investigation is the result of
a specific pair of blowing ratio and film injection slot height, which produce
two independent effects on the resulting flowfield. No appreciable scattering
is shown by unitary blowing ratio and core–driven numerical results since the
slot height is not varied in the simulations. Throat wall heat flux reduction is
observed to increase with a different slope for low film mass flow rates, until a
value of about 0.95 %. In this range, the throat wall heat flux reduction appears
to be more sensitive to a variation of film mass flow rate with respect to higher
film amounts. That may occur due to the effects produced locally at the throat
wall by the different film mass flow rates. As shown by radial profiles of tem-
perature taken at the throat abscissa in Fig. 50a, film injection always produces
a temperature decrease in the throat near–wall region. The higher sensitivity
shown by the throat wall heat flux reduction to low film mass flow rates can
be appreciated by comparing the different temperature profiles. This explains
the increasing monotonic behaviour shown in Fig. 48a. The different slope pro-
vided by core–driven numerical results at low film mass flow can be justified
by the local chemical composition yielded at the throat wall by mixing and re-
action of the hot gas with the coolant methane. In this regard, Figs. 50b–f show
radial profiles of propellants and main combustion products taken at the throat
abscissa. Firstly, 1.5 % of residual methane is observed at the throat wall for a
film mass flow rate percentage of 1.42 %, as shown in Fig. 50b. Methane mass
fraction increases to 3.3 % in case of a film mass flow rate percentage of 1.89 %,
showing a nearly–constant rate of change. No methane is observed at throat
for numerical solutions with lower film amounts (including the uncooled case
of course), since methane is completely mixed upon injection with the hot gas.
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Figure 50: Radial profiles of temperature (a) and species mass fraction (b–f) at throat
abscissa for different mass flow rate percentages.
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Figure 51: Radial profiles of specific heat at constant pressure (a) and axial velocity (b)
at throat abscissa for different mass flow rate percentages.

On the other hand, the oxygen mass composition at the throat wall (Fig. 50c)
decreases with increasing film mass flow rate until depletion, although in a
very narrow range. Quite complex behaviour is shown by the main combus-
tion products (H2O, CO, and CO2) in the boundary layer, which is observed
to extend and produce major effects on the flowfield just within the last cen-
timeter before the chamber wall. Overall, a depletion of recombined species
(Figs. 50d and 50e) and a production of carbon oxide (Fig. 50f) are observed
in the boundary layer for increasing film mass flow rate. As a result, different
mixture thermophysical properties are obtained in the boundary layer at the
throat abscissa, as shown for the specific heat at constant pressure in Fig. 51a.
The specific heat at constant pressure has been observed to be the predominant
term in the calculation of the mixture turbulent thermal conductivity (Eq. (3)).
In particular, under the assumption of constant turbulent Prandtl number (0.9),
the turbulent thermal conductivity has been found to be up to three orders of
magnitude higher than the laminar contribution. No significant variations are
observed on axial velocity profiles (see Fig. 51b) at such low film mass flow
rates, concluding that the behaviour of the wall heat flux shown in Fig. 48a
should be owed only to aspects related to chemistry. In addition to the consid-
erations regarding the throat, different features are observed also in the near–
injector region for varying film mass flow rates. As shown on the top of Fig. 52,
a wide recirculation zone is observed to occur at the top–left corner of the com-
bustion chamber due to the clear predominance of the hot gas momentum on
the film flow at the very low film mass flow rate percentage of 0.48 %. The vor-
tex is observed to move downstream and to gradually flatten toward the upper
wall as the film mass flow rate is increased, until vanishing starting from a film
mass flow rate of 3 %.
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Figure 52: Flow structures produced upon film injection at different mass flow rates.

As far as the vacuum specific impulse loss is concerned (see Fig. 48b), nu-
merical results show a well–defined functional dependence on the film mass
flow rate. It is important to notice that the specific impulse is an integral quan-
tity, hence it is not affected by the local effects occurring at the throat wall.
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Moreover, the different behaviours characterized by the two slopes shown
by the throat wall heat flux reduction numerical results in Fig. 49b are not
observed. Increasing vacuum specific impulse losses with film mass flow rate
are mainly due to the increasing characteristic velocity reduction yielded by
incomplete mixing and combustion of the cooling methane with the hot gas.
In this regard, it has been observed that, by computing the c∗ and cF from
the numerical solutions featuring film mass flow rates percentages greater than
4 %, the characteristic velocity reduction represents 95 % of the vacuum specific
impulse loss. Therefore, the regression law shown in Eq. (146) may be used
also to carry out acceptable predictions of characteristic velocity losses for the
mentioned mass flow rate percentages within 5 % error.

Table 15: Summary of film cooling numerical results obtained varying blowing ratio
and film injection slot height in the range [0.4, 10.00] and [0.75,1.50] mm,
respectively.

ṁfilm/ṁtot (%) B hslot (mm)
∆qw

qw,nofilm

∣∣∣
th

(%)
∆Ivac

Ivac,nofilm
(%)

0.0 ∞ 0.00 0 0

0.19 10.00 0.75 1.02 0.11

0.48 4.00 0.75 2.97 0.19

0.95 2.00 0.75 6.54 0.53

1.42 1.33 0.75 8.17 0.92

1.89 1.00 0.75 9.38 1.26

2.28 0.82 0.75 10.38 1.57

2.81 0.66 0.75 12.61 2.07

3.00 0.82 1.00 12.02 2.24

3.40 0.66 1.00 14.78 2.99

3.73 0.82 1.25 15.19 3.00

3.80 0.49 0.75 14.95 3.05

4.26 0.66 1.25 18.96 3.91

4.44 0.82 1.50 17.84 3.72

4.58 0.40 0.75 17.11 3.92

5.00 0.49 1.00 17.58 4.40

5.44 0.66 1.50 22.54 4.90

6.00 0.40 1.00 20.33 5.61

6.16 0.49 1.25 22.81 5.73

7.29 0.49 1.50 27.37 7.20

7.39 0.40 1.25 26.64 7.35

8.72 0.40 1.50 32.31 9.23

It is interesting to notice that, as far as the ratio between the throat wall
heat flux reduction and the vacuum specific impulse loss is concerned, the film
mass flow rate percentage of 0.48 % might represent an optimal solution in
the framework of the thrust chamber design. In fact, as shown in Fig. 53, the
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very low film mass flow rate range is capable to provide good trade–off design
solutions, where the reduction of the throat wall heat flux is predominant with
respect to the vacuum specific impulse loss. A peak is observed at a film mass
flow rate percentage of 0.48 %, after which the ratio between the two quantities
lowers to approximately 4 in the range [4.00, 8.72] %.

To conclude this section, all the presented numerical results concerning film
cooling simulations are summarized in Table 15.
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5.7 mixture ratio bias analysis

As done for film cooling simulations analyzing the throat wall heat flux and
vacuum specific impulse on the basis of the main design parameters, in this
section the effects of mixture ratio biased peripheral injectors on the same quan-
tities is investigated. The configuration shown in Fig. 38 has been employed to
carry out numerical simulations in the framework of a parametric analysis. In
this regard, the peripheral flow mixture ratio is retained as the only varying
parameter, in the range [0.11,39.00]. Accordingly, the near–injector geometry
and the blowing ratio are kept unchanged. Numerical simulations have been
initially performed by means of the JL–R global reaction mechanism, and then
compared to other chemical kinetics, such as frozen flow to highlight the role
of chemical reactions on the quantities of interest. Moreover, the TSR–CDF–13

skeletal reaction mechanism, described in detail in sec. 2.1, is considered as a
further term of comparison for the JL–R to evaluate the suitability of such a
global mechanism in the framework of this analysis, especially when operating
conditions far from the reference are considered.

5.7.1 Reference configuration

A reference configuration is identified also in case of mixture ratio bias simu-
lations to observe how the throat wall heat flux and vacuum specific impulse
behave varying the peripheral mixture ratio. As already mentioned in the chap-
ter, the reference uncooled simulation performed in case of film cooling, where
the secondary inflow is replaced with an adiabatic wall, is no longer considered
appropriate since it is not representative of the geometry under investigation
in this part of the work. For this reason, a different reference setup has been
considered. In particular, the peripheral flow and the hot gas are injected in the
combustion chamber with the same mixture ratio of 3.4, i.e. the design global
mixture ratio. Therefore, both flows enter the chamber with a temperature
of 3531 K. The temperature field corresponding to the reference configuration
is shown in Fig. 54, with an inset providing the details of the near–injector
region. The JL–R reaction mechanism has been employed to carry out the nu-
merical simulation. Note that, even if not shown, the reference configuration
has been simulated employing the other chemical kinetics too. Such results will
be exploited later in the parametric analysis, when the different chemical mod-
els are compared. A uniform temperature field is observed along the whole
combustion chamber due to the same injection conditions of the two inflows.
Nevertheless, the streamlines shown in the inset on the top of Fig. 54 allow to
identify some flow structures characterizing the flowfield in the near–injector
region. A wide recirculation zone is observed on the top–left corner of the
combustion chamber, induced by the presence of the walls and the peripheral
flow. Accordingly, the peripheral flow develops below reaching the wall region,
reattaching downstream of the wide vortex.
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Figure 54: Temperature field obtained for the mixture ratio bias reference configura-
tion. Details of flows injection are shown in the inset.

A small zone of interaction between the peripheral flow and the hot gas is
then observed in correspondence of the separating wall (Wall 1 in Fig. 54). The
hot gas flow dominates the rest of the combustion chamber.

The axial wall heat flux profile does not show particular features with re-
spect to those shown in Fig. 45 for the uncooled reference numerical solution.
However, it is worth specifying that a peak wall heat flux of 54 MW/m2 and a
vacuum specific impulse of 306 s are obtained.

5.7.2 Peripheral mixture ratio parametric analysis

Throat wall heat flux and vacuum specific impulse numerical results obtained
by means of the JL–R reaction mechanism are shown in Fig. 55. The latter are
normalized with respect to the reference numerical solution (see Sec. 5.7.1). The
peripheral equivalence ratio φbias has been considered more appropriate than
mixture ratio to observe how such numerical results change with respect to
the reference case, which is close to stoichiometric conditions. The peripheral
equivalence ratio is calculated as:

φbias =
O/Fst

O/Fbias
(148)

where O/Fbias is obtained from Table 11 and O/Fst ≈ 4. Being the investi-
gated peripheral mixture ratios between 0.11 and 39, numerical results are rep-
resented for peripheral equivalence ratios in the range [0.10, 36.40].
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Figure 55: Throat wall heat flux and vacuum specific impulse obtained at different
peripheral equivalence ratios using the JL–R reaction mechanism. Results
are normalized with those obtained at the reference case.

Figure 56: Temperature fields obtained at different peripheral flow equivalence ratios
for the mixture ratio bias configurations. Simulations are performed em-
ploying the JL–R reaction mechanism.

A variation ranging from +3 % to -13 % of the reference numerical solution
is observed on the throat wall heat flux. As expected, fuel–rich conditions
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(φbias > 1) effectively yield an improvement on the throat heat flux, which
shows a monotonic decrease with increasing equivalence ratio. Accordingly,
vacuum specific impulse decreases as also shown for film cooling calculations,
reaching a maximum reduction of about 2.5 %. On the other hand, an increase
of the throat wall heat flux is observed in the oxidizer–rich region (φbias <
1), with negligible vacuum specific impulse variations. Relying on the well–
known role of chemical recombination reactions on wall heat flux in oxygen–
methane LRE thrust chambers, such a result suggests that chemistry may have
a significant impact on the evaluation.

Furthermore, temperature fields are shown in Fig. 56 for different values of
the peripheral equivalence ratio. Different behaviours can be observed under
oxidizer and fuel–rich conditions. In the former, the oxidizer–rich peripheral
flow gets quickly mixed with the hot gas, producing a hot layer of carbon diox-
ide due to the intense chemical activity. Actually, no temperature reduction
is observed in the near–wall throat region, in agreement with the high heat
fluxes shown in Fig. 55. Due to the oxidizing high–temperature environment
yielded close to the chamber wall by the peripheral flow, oxidizer–rich mix-
ture ratio bias applications are generally not recommended. The near–injector
mixing process becomes weaker as the peripheral mixture ratio approaches the
stoichiometric conditions, being the two injection temperatures and chemical
compositions very similar. On the other hand, a fresh mixing layer is observed
to develop under fuel–rich conditions. The peripheral injection temperature de-
creases with increasing equivalence ratio due to the different equilibrium condi-
tions calculated by the CEA program. Accordingly, the mixing layer thickness
increases monotonically, reaching in all the cases the throat region and yielding
an effective wall heat flux reduction (see Fig. 55).
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Figure 57: Comparison between throat wall heat flux and vacuum specific impulse
obtained at different peripheral equivalence ratios using the JL–R reaction
mechanism and frozen chemistry.
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Important information about the behaviour of the throat wall heat flux and
vacuum specific impulse can be obtained by comparing JL–R finite–rate re-
sults with frozen chemistry. The comparison of the throat wall heat fluxes
and vacuum specific impulses obtained by means of the two chemical kinetics
is shown in Fig. 57, highlighting the differences yielded by the flow reacting
behaviour. Results are initially presented in absolute value to evaluate the
quantitative differences between the two chemical models, whereas qualitative
behaviours are illustrated in the following. As expected, frozen calculations
provide significantly lower throat wall heat fluxes than those obtained employ-
ing the JL–R reaction mechanism, with an average discrepancy of -15 %. More-
over, a reduction rather than an increase of throat wall heat flux is shown in
the oxidizer–rich region in case of frozen chemistry due to the progressively
lower equilibrium temperature yielded by decreasing equivalence ratios. Being
chemical reactions not modeled, propellants are not capable to release their
chemical energy, which represents a significant contribution to the wall heat
flux. This phenomenon acquires significant importance under oxidizer–rich
conditions, when a high amount of oxygen is available for the production of
recombined species as carbon dioxide. In this regard, a higher carbon diox-
ide mass fraction of up to 86 % is observed locally at the throat wall in case
of JL–R oxidizer–rich results with respect to frozen chemistry. Therefore, it is
reasonable to attribute the throat wall heat flux increase observed in Fig. 55

employing the JL–R kinetics at low equivalence ratios to the additional heat re-
leased by chemical recombination reactions. Similarly, frozen vacuum specific
impulse is overall observed to be lower than JL–R finite–rate chemistry numer-
ical results, with an average discrepancy of -5 %. The latter is mainly justified
by the significant amount of losses yielded by the incomplete mixing and re-
action of the peripheral flow with the hot gas. In this regard, Fig. 58 shows
the chamber pressure calculated in case of the different chemical kinetics using
Eq. (126). Note that, being mass flow rate enforced at the left boundary, the
behaviour shown by chamber pressure and characteristic velocity is the same.
As expected from vacuum specific impulse numerical results, frozen chamber
pressure is lower than the JL–R over the whole range of peripheral equivalence
ratios, with an average discrepancy of -2 %. It may be interesting to compare
such results also to the ideal equilibrium calculations performed by means of
the CEA program. A discrepancy slightly higher than 2 % is obtained on the
characteristic velocity comparing the ideal frozen case to ideal equilibrium con-
ditions employing CEA, indicating that the JL–R global reaction mechanism is
promoting chemical recombination activity, providing results close to chemical
equilibrium. However, a discrepancy of 6 % is obtained on vacuum specific
impulse, slightly higher than that obtained by means of numerical simulations
(5 %). In this regard, it should be noted that the nozzle geometry features an
area ratio of 14, yielding a non–negligible role of the thrust coefficient on the
evaluation of the specific impulse discrepancy, and a certain amount of friction
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and divergence losses which are not taken into account by the CEA ideal nozzle
model.
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Figure 58: Chamber pressures obtained at different peripheral equivalence ratios (see
Eq. (126)) using frozen, JL–R, and TSR–CDF–13 chemical kinetics.

A further comparison between frozen and JL–R finite–rate chemical kinetics
can be performed by considering the qualitative behaviour of numerical re-
sults. Such a comparison is shown in Fig. 59, where the two set of numerical re-
sults are normalized by means of the reference solution featuring the respective
chemical modeling. The unsuitability of the frozen approach to perform heat
flux analyses in oxygen/methane LRE combustion chambers is highlighted in
the low equivalence ratio region, where the two chemical models behave very
differently as described above. However, a questionable behaviour of JL–R nu-
merical results is observed in this region (i.e. high peripheral mixture ratios),
since the slightly decreasing trend shown on top–left of Fig. 59 may be not
representative of what observed for frozen calculations. In fact, an increasing
trend would be expected as more suitable to represent the higher and higher
chemical activity yielded by the recombination of carbon dioxide as the equiv-
alence ratio is decreased.
On the other hand, a higher slope is observed for JL–R finite rate results than
frozen chemistry in most of the fuel–rich region, providing lower throat heat
flux for the same value of peripheral equivalence ratio. That might be justified
as a direct consequence of the local chemical behaviour yielded by the periph-
eral flow injection on the throat near–wall region. Differently from the case
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in which no chemical reactions occur, the peripheral flow has the capability to
generate a layer of fuel–rich combustion products with lower equilibrium tem-
perature, providing beneficial cooling effects. As it can be observed from the
two profiles of throat wall heat flux in Fig. 59, such an effect depends on the
peripheral flow chemical composition as well as on the blowing ratio, which is
constant in this analysis.
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Figure 59: Comparison between throat wall heat flux and vacuum specific impulse
obtained at different peripheral equivalence ratios using the JL–R reaction
mechanism and frozen chemistry. Results are normalized with respective
reference cases.

Results are distributed almost on a straight line in case of frozen simula-
tions, whereas a nearly–quadratic trend is shown when chemical reaction are
taken into account by means of the JL–R reaction mechanism. The TSR–CDF–
13 skeletal reaction mechanism is employed as a second term of comparison for
the JL–R chemistry model to assess the reliability of numerical results obtained
by means of a global chemical kinetics in the framework of the present analy-
sis, which involves a large spectrum of operating conditions. Throat wall heat
fluxes and vacuum specific impulses obtained by means of the two reaction
mechanism are shown in Fig. 60. Overall, the TSR–CDF–13 skeletal reaction
mechanism yields more effective cooling capabilities than the JL–R, as lower
throat wall heat fluxes are shown over the whole range of equivalence ratios
(Fig. 60a). However, good agreement is found between the two reaction mech-
anisms, with a maximum discrepancy of 3 % in the oxidizer–rich region and
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2 % in the fuel–rich region. In particular, excellent agreement is observed for
equivalence ratios between 2.15 and 3.27, with errors highly below 1 %. A dif-
ference between throat wall heat fluxes calculated by means of the two chemical
models is obtained also in the reference case, where the hot gas and peripheral
mixture ratios are the same.
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Figure 60: Comparison between throat wall heat flux and vacuum specific impulse
obtained at different peripheral equivalence ratios using the JL–R and TSR–
CDF–13 reaction mechanisms.

This is probably justified by the different boundary layer chemical kinetics oc-
curring as a result of the low wall temperature with the two chemical mod-
els. On the other hand, the TSR–CDF–13 skeletal reaction mechanism provides
lower vacuum specific impulse than the JL–R, with an average discrepancy of
-3 % (Fig. 60b). That is justified by the lower chamber pressure, and thus charac-
teristic velocity, yielded by the skeletal mechanism due to the slower chemical
recombination processes (see Fig. 58). Note that the TSR–CDF–13 vacuum spe-
cific impulses are still higher than those provided by frozen chemistry of about
2 %.

Normalized profiles of throat wall heat flux and vacuum specific impulse
are compared also in case of the two reaction mechanisms. The comparison
is provided in Fig. 61. It should be recalled that the JL–R reaction mechanism
has been chosen to be used in this research due to its large employment in
the literature for rocket–like applications. However, the high levels of bias in
the peripheral mixture ratio considered in this analysis may yield peripheral
flows very far from the reference condition, which is characterized by a rea-
sonable rocket–like mixture ratio of 3.4. For this reason, the behaviour of JL–R
numerical results starts to be less representative of that shown by a detailed
chemical kinetics when conditions far from the reference one are considered
(see Fig. 61). A different trend is shown by the TSR–CDF–13 reaction mecha-
nism in the oxidizer–rich region with respect to the JL–R, more in line with the
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increasing carbon dioxide recombination activity observed for frozen chemistry
results. As previously mentioned, such conditions are of less practical interest
in LRE applications than fuel rich-biased peripheral flows, which actually yield
a reduction of throat heat flux with respect to the reference configuration. On
the other hand, in the fuel–rich region, both throat heat fluxes and vacuum spe-
cific impulses decrease with similar slopes as the peripheral equivalence ratio
is increased, showing very similar qualitative behaviours.
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Figure 61: Comparison between throat wall heat flux and vacuum specific impulse
obtained at different peripheral equivalence ratios using the JL–R and TSR-
CDF-13 reaction mechanisms. Results are normalized with respective refer-
ence cases.

Overall, the discrepancies shown by the JL–R global reaction mechanism on
the throat wall heat flux and vacuum specific impulse with respect to the TSR–
CDF–13 skeletal reaction mechanism can be considered reasonably acceptable
to carry out heat flux predictions of mixture ratio–biased LRE thrust chambers.
The JL–R chemical model has been capable to well reproduce the behaviour
provided by numerical simulations featuring a detailed chemical kinetics, rep-
resenting a good compromise between accuracy and computational cost. In
fact, it is worth noticing that the higher number of state variables (species) and
reactions required by the TSR–CDF–13 skeletal reaction mechanism yield an
increase of computational cost from 5 to 10 times with respect to the same sim-
ulation performed by means of the JL–R global chemistry.
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A final comparison between the three chemical kinetics models is shown in
Fig. 62.
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Figure 62: Comparison between throat wall heat flux (a) and vacuum specific impulse
(b) obtained at different peripheral equivalence ratios and for frozen, JL–R,
and TSR–CDF–13 chemical kinetics.

Moreover, all the presented numerical results concerning mixture ratio bias
numerical simulations featuring the JL–R reaction mechanism are summarized
in Table 16.

Table 16: Summary of mixture ratio bias numerical results obtained by means of the
JL–R reaction mechanism.

O/Fg O/Fbias φbias
qw

qw,ref

∣∣∣
th

(%)
Ivac

Ivac,ref
(%)

3.26 39.00 0.102 102.43 100.08

3.275 19.00 0.210 102.38 100.03

3.31 9.00 0.444 102.72 100.11

3.34 5.67 0.705 102.81 100.07

3.38 4.00 1.176 99.99 100.00

3.42 3.00 1.333 98.63 100.02

3.45 2.33 1.717 95.90 99.91

3.49 1.86 2.150 94.68 99.76

3.53 1.50 2.667 94.40 99.64

3.57 1.22 3.279 93.23 99.46

3.61 1.00 4.000 91.90 99.18

3.69 0.67 5.970 90.33 98.75

3.77 0.43 9.302 89.17 98.38

3.86 0.25 16.00 88.00 97.92

3.95 0.11 36.36 86.89 97.49





6 VA L I DAT I O N O F R E D U C E D
M O D E L S

In the present chapter, the validation of the liquid and gaseous film cooling
low–order models presented in Chap. 3 is illustrated, with the presentation of
the numerical results carried out by means of the EcosimPro/ESPSS simulation
platform. Reduced models are validated against experimental data, suitably
selected in the framework of the already–mentioned literature review, and CFD
numerical simulations either taken from the literature and purposely carried
out reproducing the test case under investigation. The selection of the test cases
involved several difficulties due to the high unavailability of experimental data
in the literature concerning film cooled rocket engines.
Recurring issues in the selection procedure have been:

• The employment of coolants unsuited for modern rocket engine appli-
cations (e.g. aniline–alcohol, ethyl alcohol, gasoline, B2H6, etc.), mainly
belonging to the early age of film cooling experimental testing;

• Coolant injection performed close to the nozzle, hence not appropriate
for the validation of the presented models, which do not model the flow
evolution after the convergent part;

• The lack of test information, which made impossible the numerical repro-
duction of the experiment;

• Limited, poor–quality, or unappropriate observables;

• The employment of complex thrust chamber assembly configurations, for
instance with the presence of a pre–burner, which might interfere in the
estimations. Indeed, uncertainties in flow data might cause additional
errors on top of the ones entailed from the simplified modeling of film
cooling.

Nevertheless, some of those issues could be retained, at least for validation
purposes. In the end, four experimental tests have been considered accept-
able for the validation of numerical models, two for liquid film cooling and
two for gaseous film cooling. Those are illustrated in the following, focusing
on the chamber characteristics, operating conditions, film injection details, but
also on how the configurations have been transposed in the EcosimPro/ESPSS
environment, trying to best reproduce the experimental features. Numerical
results aimed at reproducing the specific test observables are then presented
and discussed in each case.
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6.1 liquid film cooling test cases
The first experimental test selected for liquid film cooling reduced models vali-
dation is that by Morrell [29]. The investigation consisted in a series of 59 tests
employing a liquid oxygen/liquid ammonia thrust chamber. Liquid ammonia,
ethyl alcohol, and water have been used as coolants, injected in the chamber by
means of different configurations, such as tangential and vertical slots. Wall in-
tegral heat load, thrust, and film cooled length are evaluated in a 21.6 cm–long
test section located downstream of the injection plate, as shown in Fig. 63. The
latter shows also the geometry of the chamber.

Figure 63: Sketch of test chamber used in Morrell experiment [29].

It is worth specifying that the heat load is computed from temperature mea-
surements performed with thermocouples. Note that no details on the temper-
ature and heat profiles are provided in Ref. [29], and that only heat integral val-
ues are provided. Tests have been performed using different coolants and mass
flow rates. In this framework, not all the experimental tests have been consid-
ered suitable for validation due to the following reasons. First, the vertical slot
injection configurations have been excluded since the new ESPSS thrust cham-
ber component is capable to handle only tangential film injection. Moreover, a
further aspect to consider is the choice of the coolant. Liquid ammonia showed
unexpected behavior during the tests, since no sharp changes in wall tempera-
ture were observed as the coolant approached the boiling temperature [29]. In
this regard, Morrell concluded that the coolant existed as a superheated fluid
until the critical temperature of ammonia at the test conditions (≈ 405 K), and
the cooling process downstream was disregarded. On the other hand, ethyl
alcohol was successfully used as coolant during the tests, but only employing
vertical injection slot configurations. As far as the above–mentioned aspects are
concerned, only 4 tests out of 59 are considered (from test 8 to 11). The tests
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foresee water as coolant, injected tangentially at the injection plate. Experimen-
tal mass flow rates for such tests are shown in Table 17.

Table 17: Experimental oxidizer, fuel, and coolant mass flow rates used by Morrell [29]
in different tests.

Test ṁo (kg/s) ṁf (kg/s) ṁc (kg/s)
8 0.99 0.70 0.084

9 1.05 0.69 0.084

10 1.16 0.66 0.093

11 1.14 0.68 0.095

The thrust chamber employed by Morrell has been reproduced in the Ecosim-
Pro/ESPSS environment using the schematics shown in Fig. 64 for all the four
operating conditions shown in Table 17.

Figure 64: Schematics used to replicate experimental data by Morrell [29] in Ecosim-
Pro.

Apart from the new liquid film cooled thrust chamber, the model has been
built by means of basic components included in the ESPSS libraries. Three time–
dependant boundary condition components (OxTank, FuTank, and CoolTank) are
employed for the propellants and the coolant, simulating tanks with infinite ca-
pacity. Pressure and temperature are then enforced before the simulation start.
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Pressure and injection areas have been suitably tuned to match the experimen-
tal mass flow rates. The fluid chemicals are then defined by components Oxi-
dizer, Fuel, and Coolant, linked to two junctions and a valve for the calculation
of mass flow rate, species and energy fluxes. A valve is chosen for the coolant
line since a slower and progressive opening sequence has been observed to
improve robustness of the simulation. Ambient temperature is enforced at the
chamber wall, which is not included in the thrust chamber component, and,
for this reason, it is modeled by the TC_wall thermal node component. In this
case and in all the other simulations, the thrust chamber has been discretized
with 30 nodes, 20 for the combustion chamber until the throat and 10 for the
divergent nozzle.

Figure 65: Schematics used to replicate experimental data by Kim et al. [42] in Ecosim-
Pro.

The second liquid film cooling experiment is provided by Kim et al. [42],
and features a film– and regeneratively–cooled liquid oxygen/kerosene calori-
metric thrust chamber. The thrust chamber is 488 mm–long, and consists of a
cylindrical part with a diameter of 108 mm and a nozzle throat with a diameter
of 50 mm. The contraction ratio is then 4.66. Kerosene is used either as fuel
and as film coolant, and is injected tangentially right at the injector plate. The
thrust chamber is surrounded by 19 copper–alloy cooling channels, 8 belong-
ing to the cylindrical part, and 11 to the nozzle. The latter are used during the
experiment to provide heat flux measurements, which are performed by eval-
uating the total enthalpy difference between cooling circuits manifolds. Good
spatial resolution of measurements is ensured by the presence of many cooling
circuits. Ambient temperature water is used in the cooling channels, with a
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mass flow rate of 27 kg/s for each channel. In addition to heat flux axial pro-
files, the experiment provides an estimation of the average hot gas–side wall
temperature and characteristic velocity.
The model in Fig. 65 is used to reproduce experimental data by Kim et al. [42].
Since the test hardware features a calorimetric thrust chamber equipped with
cooling jackets, the model shown in Fig. 64 is no longer appropriate to suit-
ably reproduce the present experiment. To improve model reliability, the film–
cooled thrust chamber is connected to a 3–D cooling jacket component, namely
CJ in the schematics, which distributes the cooling channels between the com-
bustion chamber and the nozzle as explained above. The regenerative circuit
belongs to a separated valve–controlled line with a high–pressure water inflow
(CJ_inflow) which discharges in a high–capacity volume (Discharge). Volume
capacity is high enough to have no influence on the system dynamics due to
pressure increase. Cooling circuits outer wall is set as adiabatic through the
component Insulation. Test conditions feature a chamber pressure of 52.5 bar,
and oxidizer, fuel, and coolant kerosene mass flow rates of 4.42, 1.59, and
0.166 kg/s, respectively.
As far as kerosene is concerned, it should be noted that the ESPSS libraries
does not foresee a real fluid modelling for this chemical, as done for instance
for water, hydrogen, and methane. In fact, kerosene is modelled in Ecosim-
Pro according to a perfect liquid approach, which does not allow any phase
change, hence entering in conflict with the liquid film cooling models which
instead foresee coolant evaporation. For these reasons, some average proper-
ties have been roughly introduced in the EcosimPro/ESPSS fluid database for
kerosene, to eventually reproduce the experiment. Properties include a decom-
position (pseudo–evaporation) temperature of 500 K, a vaporization enthalpy
of 251 kJ/kg, a density of 950 kg/m3, a specific heat at constant pressure of
1800 J/(kg · K), a dynamic viscosity of 9.5 ·10

−5 Pa·s, and a thermal conductiv-
ity of 0.17 W/(m·K) [147].

6.2 gaseous film cooling test cases

The experimental test performed by Arnold et al. [80] is considered as the first
test case for gaseous film cooling reduced models validation. The latter fore-
sees the investigation of film cooling performances in a high–pressure liquid
oxygen/gaseous hydrogen combustion chamber. Test hardware features a sub-
scale thrust chamber operating at about 111 bar. In particular, the latter is made
by 5 segments, with cylindrical segments totalizing a length of 200 mm, and
chamber and throat diameters equal to 50 and 33 mm, respectively. Coolant is
ambient–temperature hydrogen, which is injected right at the injection plate by
means of 10 rectangular slots, evenly distributed in the circumferential direc-
tion with an aspect ratio of about 10. The slot height, in particular, is 0.4 mm.
Available observables are axial measurements of wall heat flux in the cylindri-
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cal part of the combustion chamber. Information about heat flux distribution
is provided on the hot inner surface of the combustion chamber, starting from
thermocouple temperature measurements.

To reproduce such observables, the EcosimPro schematics shown in Fig. 66

is employed. As it can be noted, the schematic model is very similar to that
used for Morrell experiment [29], with the exception of the different thrust
chamber component.

Figure 66: Schematics used to replicate experimental data by Arnold et al. [80] in
EcosimPro.

Hot gas-side wall temperature thermocouple measurements are provided
in Ref. [80], so it is possible to use them as boundary condition to retrieve
the experimental heat flux numerically. Therefore, wall temperature data are
linearly interpolated and taken as the boundary condition for the combustion
chamber wall. The temperature after the last available measurement point is
set constant. Ambient conditions were enforced at the nozzle exit in order to
reproduce the same environmental conditions of the experiment.

Further experimental information for the present research is provided by
Suslov et al. [101] who employed a low–pressure oxygen/methane thrust cham-
ber to carry out wall heat flux measurements. This combustion chamber has
been specifically designed to study the wall heat transfer characteristics, and
the investigation focuses on the interaction of the reacting flow with film cool-
ing in the cylindrical part of the combustion chamber near the injector plate,
eventually providing information on heat loads distribution at chamber pres-
sures up to 12 bar. Coolant is ambient–temperature methane, which is injected
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tangentially at the injection plate by means of a ring injection slot. Therefore,
coolant injection is axisymmetric, with a slot height of 0.46 mm. The combus-
tion chamber is divided in 5 segments, and surrounded by cooling channels
to carry out heat flux measurements, similarly to experiments presented in
Refs. [15, 42]. As a result, the present experimental data consist only of 5 aver-
age wall heat flux values, one for each chamber segment. Operating conditions
are shown in Table 18.

Table 18: Operating conditions for oxygen–methane reference test cases.

Test case ṁo (kg/s) ṁf (kg/s) ṁc (kg/s) hslot (mm)
Suslov et al. [101] 0.335 0.1 0.087 (20 % ṁtot) 0.46

CFD 0.335 0.1 0.022 (5 % ṁtot) 0.20

Note that experimental coolant mass flow rate is equal to 20% of the total mass
flow rate, which is a very high amount to be used in a film cooling application.
For this reason, this test is considered more as a case–study rather than a real
application. For the sake of completeness, a second set of oxygen–methane
validation data is provided by a CFD simulation performed in the framework
of the present research. As shown in Table 18, the latter foresees the same
propellant mass flow rates of Ref. [101], but a lower coolant mass flow rate,
equal to 5% of the propellants. A lower film injection slot height of 0.20 mm
has been also used to maintain an effective film velocity after the mass flow
rate reduction. It is worth noticing that the two test conditions presented in
Table 18 do not yield the wall–jet regime mentioned in Sec. 3.2, i.e. where
the original and unmodified gaseous film cooling reduced model by Simon–Di
Matteo et al. was valid. Hydrogen applications do usually generate a wall–jet
flow due to the very low density of the coolant, which leads to high film ve-
locities even using low film mass flow rates, and hence lowering the velocity
ratio (see Eq. (76)) below 1. For instance, the experiment performed by Arnold
et al. briefly described above yields a velocity ratio of 0.7 considering also the
contribution of the factor kR for discrete slot film injection (see Eq. (76)). On
the other hand, coolant methane usually shows lower velocities than the hot
gases for the opposite reason, thus yielding a different cooling performances
in the first half of the combustion chamber being the velocity ratio higher than
1. A velocity ratio of 1.6 has been observed in the 5% film mass flow rate CFD
simulation. Furthermore, being these oxygen–methane test cases outside of the
applicability range of the original gaseous film cooling model, they represent
a fundamental opportunity to show the capabilities of the improvements in-
troduced in the formulation during this Ph.D. research. The same EcosimPro
schematics used for the oxygen–hydrogen test (see Fig. 66) is employed here
for both oxygen–methane cases, since no modifications are required with the
exception of the different fuel and coolant. Although cooling channels have
been necessary to carry out experimental heat flux measurements, they are not
present in the schematics as done instead in Fig. 65. That is justified by the rea-
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sonable accuracy provided by CFD simulations (see Fig. 71), obtained without
any modelling of the cooling channels.

6.3 results
The numerical results obtained for all the test cases are presented in the fol-
lowing. First, the liquid film cooling models validation against Morrell exper-
imental data is presented. Available observables have been reproduced using
all the three liquid film cooling models presented in Chap. 3, and are shown in
Table. 19.

Table 19: Experimental and estimated observables by Morrell [29].

Test 8 EXP Grisson full Grisson simpl Shine Test 9 EXP Grisson full Grisson simpl Shine
F (kgf) 404.6 382.3 381.4 391.7 – 397.3 384 383.4 383.6
εF (%) – -5.52 -5.73 -5.65 – – -3.34 -3.49 -3.45

FCL (m) 0.1879 0.2167 0.221 0.2193 – 0.2073 0.2236 0.2343 0.229

εFCL (%) – 15.32 17.61 16.71 – – 7.86 13.03 10.46

Qtot (btu/lb) 876 829.9 nr nr – 871 823.2 nr nr
εQtot (%) – -5.26 – – – – -5.49 – –
Qconv (btu/lb) 732 706.9 nr nr – 736 701.74 nr nr
εQconv (%) – -3.42 – – – – -4.65 – –
Qrad (btu/lb) 144 123 nr nr – 135 121.47 nr nr
εQrad (%) – -14.55 – – – – -10 – –
Test 10 Test 11
F (kgf) 415.9 393.88 393.53 394 – 415.9 397.56 397 397

εF (%) – -5.29 -5.37 -5.27 – – -4.40 -4.54 -4.54

FCL (m) 0.2042 0.2419 0.2671 0.2549 – 0.2174 0.2411 0.2663 0.2537

εFCL (%) – 18.46 30.8 24.82 – – 10.90 22.49 16.69

Qtot (btu/lb) 856 559 nr nr – 856 560 nr nr
εQtot (%) – -34.69 – – – – -34.58 – –
Qconv (btu/lb) 731 450 nr nr – 721 456.02 nr nr
εQconv (%) – -38.44 – – – – -36.75 – –
Qrad (btu/lb) 125 110 nr nr – 135 103.9 nr nr
εQrad (%) – -12 – – – – -23.04 – –

nr stands for not reliable.

In particular, F is the thrust, FCL is the film cooled length, Qtot, Qconv, and
Qrad are the total, convective, and radiative heats released at the wall, and ε·
are the discrepancies evaluated with respect to the experimental data.
The mixing process between the coolant and the hot gas provides has been
correctly reproduced, providing a good estimation of the thrust, which is in
good agreement with experimental data for all the three models for each test.
In fact, all the three formulations model the chamber pressurization due to
coolant injection, yielding a maximum error εF of -5.73%. Film cooled length
tends to be overestimated by all the models, in each test case, even if accept-
able ranges of errors are provided, with an average level of about 15%. As
expected, the best evaluations are provided by the most detailed model, i.e.
Grisson model in full formulation. Moreover, 0–D models (Simplified Grisson
and Shine) return higher errors with respect to Grisson full formulation due
to their higher level of simplification, and show a particularly similar behav-
ior dealing with this specific test case. Between the two, Shine model seems to
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give a slightly better accuracy in the film cooled length estimation. Full Grisson
model is the only one that can be considered reliable when comparing integral
heat loads, since it employs a specific and detailed modeling for the estimation
of the wall heat exchange coefficients. Moreover, it gives the best estimation
of the FCL, which is a key parameter when comparing the integral heat load,
since the temperatures and the fluid properties of the liquid phase and of the
evaporated boundary layer might be very different and might influence such
an observable significantly.

Table 20: Experimental and estimated scalar observables by Kim et al. [42].

EXP Grisson full Grisson simpl Shine
c∗ (m/s) 1670 1730 1728 1702

εc∗ (%) – 3.59 3.47 1.91

T̄w (K) 610 668.2 576.8 796

εT̄w (%) – 9.54 -5.44 30.49

x (m)

W
al

l 
h

ea
t 

fl
u
x

 (
M

w
/m

2
)

0 0.1 0.2 0.3 0.4
0

10

20

30

40

50

60
EXP ­ Kim et al.

CFD ­ Kim et al.

Grisson full

Grisson simpl

Shine

Figure 67: Experimental [42] and numerical wall heat flux computed with liquid film
cooling models.

Performances are well predicted by each of the three models also dealing
with the oxygen–kerosene experiment by Kim et al. Errors on characteris-
tic velocity are confined below the 4% threshold, as shown in table 20. This
proves that the assumptions made on the mixing process between the evapo-
rated coolant and the hot gases are appropriate. Wall temperatures are in good
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agreement with experimental data as well. As expected, also here the com-
plete Grisson model provides the most reliable results, with an error of 9.5%
with respect to the experiment, whereas the highest discrepancy is showed by
Shine model, which overestimates the wall temperature by a factor of 30.5%.
Nevertheless, the lowest error on the average wall temperature prediction is
provided by the Simplified Grisson model, which provides a better prediction
than the full formulation. Although the temperature averaging process is not
explained in detail by the authors, this aspect is quite surprising because of the
lower reliability expected by 0–D models concerning the heat transfer evalua-
tion. One possible explanation might be the interplay of two different effects:
on one hand, 0–D models generally tend to overestimate wall temperature; on
the other one, simplified Grisson model provides a higher film cooled length
than the other two models, as can be observed from Fig. 67, thus considering
a higher wall region with low temperature which contributes to decrease the
average value in the combustion chamber. As a possible consequence of this
combined and counterbalanced effect, what is observed is an average wall tem-
perature which is close to experimental data. Moreover, the simplified Grisson
model would be expected to provide an error εT̄w similar to that of Shine model
due to the similar nature of the two. Instead, the trend is inverted providing
a negative error (-5.44%), suggesting that something different is occurring. It
should be also noted that such an effect on average wall temperature might be
case dependent.
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Figure 68: Experimental [80] and numerical wall heat flux computed with the gaseous
film cooling model.
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Concerning convective heat fluxes, all the three liquid film cooling models
(red, green, and blue solid lines in Fig. 67) provide similar results and over-
estimate experimental data (black solid line with symbols). However, it must
be pointed out that the results are in good agreement with CFD simulations
performed by Kim et al., also shown in Fig. 67 with a point–dashed line. Such
facts might be due to some physics happening in the experiment which is not
properly modeled numerically. Eventually, the wall heat fluxes provided by
reduced models in the convergent nozzle are also in good agreement with each
other and with the CFD simulation performed in Ref. [42]. Nevertheless, they
are hardly comparable at throat due to model limitations.

Figure 68 reports the comparison between experimental and numerical wall
heat flux in case of Arnold et al. oxygen–hydrogen test case. Numerical so-
lution is in overall good agreement with experimental data, which are also af-
fected by some uncertainty as reported by the authors. Some discrepancies can
be observed in the heat release zone, where the heat flux is increasing, but, nev-
ertheless, judging from the experimental trend the film region extension seems
to be well reproduced by the model. Maximum heat flux in the combustion
chamber upstream of the nozzle is reproduced within the experimental uncer-
tainty. Although in this case the film region extension is not an observable
explicitly provided by the experiment, it is worth noticing that the potential
core length yielded by the gaseous film cooling model is equal to 17 mm (recall
that chamber length is 200 mm). As already mentioned in Sec 6.2, the hydro-
gen test case belongs to the wall–jet regime, hence providing a velocity ratio
lower than 1, and equal to 0.7. For this reason, as far as the present test case is
concerned, the potential core length is calculated using the Simon loop method
described in Fig. 6, since all the applicability requirements are met. For the
sake of completeness, the potential core length and velocity ratio EcosimPro
simulation transients are shown in Fig. 69.

Figure 69: Potential core length (left) and velocity ratio (right) EcosimPro simulation
transients reproducing the experimental test case by Arnold et al. [80]. Time
is in seconds.



126 validation of reduced models

Eventually, the oxygen–methane numerical results are presented and com-
pared to experimental data and CFD simulations. Experimental wall heat flux
is well reproduced by the gaseous film cooling model (see Fig. 70), showing the
increase due to heat release during combustion and the plateau after the end
of the process. The typical sharp increase in the convergent part of the nozzle
is also shown by the numerical solution (red line). Higher film extension is
obtained by the numerical model, and thus higher error is shown close to the
injection region. Downstream, experimental data are in good agreement with
the numerical solution provided by the reduced model, with a maximum error
of about 19%.
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Figure 70: Experimental [101] and numerical wall heat flux computed with the gaseous
film cooling model.

The numerical solution provided by the reduced model in EcosimPro is
compared also with CFD simulation performed by Betti et al. [102] (blue line
in Fig. 70), who performed comparison against the same test case. Although a
better agreement is shown in the first chamber segments, numerical results can
be reasonably compared despite the great difference in modelling complexity,
indicating that the model developed in the framework of the present activity
is a valid tool to perform reliable heat loads predictions. Furthermore, Fig. 71

shows the wall heat flux comparison between the reduced model results and
the CFD simulation described in Table 18. The reduced model solution (red
line) is in good agreement with that provided by the CFD simulation (black
line), with a maximum error of 18% obtained toward the end of the combustion
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chamber. A further solution without film cooling (blue line) is included in the
comparison to appreciate the influence of coolant injection on the wall heat flux.
Note that the uncooled simulation has been performed by means of the CPI
approach presented in Sec. 4.2. Although some discrepancies in the film region,
wall heat flux trend is qualitatively well predicted. An effective comparison is
shown approaching the plateau in the first half of the chamber, where the two
solutions are almost overlapped. Going downstream, reduced model solution
(red line) shows a heat flux decrease due to the end of combustion process,
whereas the CFD solution seems to keep the plateau until the convergent part
of the nozzle.
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Figure 71: Comparison among gaseous film cooling model solution, experimental data,
and CFD simulation.





7 C O N C L U S I O N S

This Ph.D. research aimed at performing heat transfer analyses in uncooled,
film–cooled, and mixture ratio biased oxygen/methane LRE thrust chambers,
focusing on the investigation of different modelling solutions representing a
good trade–off between accuracy and computational cost.

The simplified CFD numerical approaches presented in this work have
shown good predictive capabilities, allowing to perform quantitative compar-
isons with experimental data and numerical simulations characterized by higher
levels of model completeness. Discrepancies within 6 % have been obtained
on the throat wall heat flux and wall pressure in case of an uncooled engine.
Because of the high versatility offered by such numerical approaches, it has
been possible to compare different chemical models featuring frozen kinetics,
global, and skeletal reaction mechanisms in the framework of parametric anal-
yses, aimed also at evaluating the role of the main design parameters in film
cooled and mixture ratio biased thrust chambers. In this regard, validation
has not been performed due to the absence of detailed experimental data in
the literature. However, the twofold characterization of such cooling strategies,
providing either cooling beneficial effects and performance losses, has been suc-
cessfully investigated by means of the presented numerical approaches, show-
ing a clear relationship between the throat wall heat flux reduction and the
vacuum specific impulse loss yielded by the injection of a secondary flow.

The reliability of the mentioned results allowed the CFD approaches to be
employed for the development of a CFD–based numerical correlation, which
has been included in a low–order model for the prediction of gaseous film cool-
ing capabilities in the framework of LREs system analysis. Due to the extreme
unavailability of experiments and literature references in general, it has been
only possible to make adjustments to a previously–existing formulation, im-
proving its predictive capabilities and range of application. Validation against
experimental data provided wall heat flux discrepancies below the 20 % thresh-
old, with computational times not higher than 15 minutes using the EcosimPro
platform. Liquid film cooling has been investigated as well, observing it as a
challenging phenomenon to be described in detail using low–order modelling
despite the acceptable comparisons with selected test cases, requiring a compre-
hensive treatment accounting for the all complex underlying phenomenology.

The presented numerical approaches may be employed in the framework of
the engine design phase, when a light and versatile numerical tool is required
to effectively perform several iterations before obtaining results of practical
interest. In such a way, the different design solutions may be rapidly compared,
evaluating pros and cons, and eventually carrying out a preliminary sizing
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of the thrust chamber in terms of achieved specific impulse and maximum
allowable wall heat flux.

7.1 future perspectives
Future developments are expected mostly for the analysis of film–cooled and
mixture ratio biased thrust chambers. In fact, as far as the CFD analysis in
oxygen/methane LRE is concerned, minimal information is available in the
literature to the author’s knowledge. Availability is even lower regarding mix-
ture ratio bias. In this framework, interesting investigations will concern the
analysis of such engineering devices in thrust chambers different from that
considered in this thesis, hence studying possible geometry and scale effects
on the throat wall heat flux and vacuum specific impulse. As this study consid-
ered only a single value of peripheral mass flow rate in the mixture ratio bias
analysis, it would be also interesting to understand how different values of pe-
ripheral mass flow rates affect the throat heat loads and performances. On the
other hand, numerical results have been carried out by means of simplified ap-
proaches in this thesis. From a modelling point of view, it will be important to
compare the proposed numerical simulations with others performed by means
of different approaches, for example different turbulence modelling, or the in-
troduction of an eddy dissipation concept as a first solution to account also for
turbulence–chemistry interaction. Moreover, even if not expected to provide
significant contribution, the effect of radiation may be further investigated in
film–cooling and mixture ratio bias applications. Eventually, experimental val-
idation with test cases of practical interest of all the results presented in this
work would be fundamental to assess their reliability.
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