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Abstract 
Using FLUKA and MCNP nuclear particle transport codes, support for radiation shielding design and assessing 

damage to aerospace components and systems has been developed. In order to make the method 

quantitative, it was necessary to face the representativeness of the damage tests conducted on the 

aerospace components and systems with accelerators, nuclear research reactors, and spontaneous decay 

sources by making parallels with the orbital sources obtained from the applications used in the design of 

missions. As the first step, a high-energy calibration of the codes has been executed comparing the simulation 

results obtained simulating the Galactic Cosmic Ray atmospheric shower with the measured fluxes and 

spectra of secondary cosmic neutrons from ground stations, obtaining an excellent agreement. The activity 

continued with the design of the payload radiation shield of the ABCS (Astro Bio CubeSat) satellite launched 

in the Van Allen belt in the summer of 2022. A further point of verification was the comparison between dose 

rates measured with the dosimeters integrated into the ABCS payload during the mission and the simulated 

ones, which appear to be in fair agreement paving the way for the design of a series of ground-based 

experiments to be performed in parallel on research accelerators and reactors, to quantify and unify 

equivalent damage measurements. 

 

 

The present document is distributed under the license Creative Commons CC BY-NC-SA 

 “Il presente documento è distribuito secondo la licenza Creative Commons CC BY-NC-SA, attribuzione, non 
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Introduction 
The present thesis aims are primarily on the use the nuclear transport codes in aerospace 

activities to define the design parameter of electronic components to be integrated into aerospace 

systems, their fault tolerance on radiation, designing tests on the ground facilities to both test 

components, systems and, in some cases, entire dummy satellites. 

The leading idea is not to implement yet another web-based radioactivity calculator 

calibrated on some specific design requirement but to integrate general-purpose nuclear transport 

codes into the concurrent development cycle of satellites and spacecraft.  

Such a tool requires the training and operativity of a qualified nuclear engineer to be 

included in the development team and the mission pre- and post-analysis. Consequently, his skill 

must be extended to interpreting the results from the qualification tests of radiation hardening 

components and designing ad hoc tests for special components.  

The thesis starts describing in chapter one the so-called “space weather” that characterised 

the dynamically changing environment encountered by aircraft and spacecraft during routine 

activities.  

Central to space weather is the continuous observation of the sun’s activity that causes a 

chain of events such as SF (Solar Flares), CME (Coronal Mass Ejection), SEP (Solar Energetic Particle), 

and HSS (High-speed Solar wind Stream) that create changes in ambient plasma, magnetic fields, 

and particles flow in space and interaction with the magnetosphere disturbing the availability of 

telecommunications and many other systems.  

Also, the GCR (Galactic Cosmic Ray) contribute to the space environment, and its anti-

correlation with solar activity is also introduced. Examples of in-orbit radiative environments up to 

the Van Allen’s Belt as defined through the models used in the SPENVIS (Space Environment 

Information System) code systems and database.  

A description of the stand-alone codes that simulate the interaction between the radiative 

sources and target components and the distinction between stochastic and deterministic transport 

codes is given in chapter 2, where The choice to adopt the stochastic codes for the present study is 

motivated, and the main features of MCNP and FLUKA Monte Carlo codes, are then presented.  

Chapter 3 deals with the FLUKA simulation of the GCR shower into the atmosphere to 

estimate the secondary neutrons flux and energy distribution in various locations on the Earth’s 

surface. The results were compared, finding a good agreement, with other numerical models and 

publicly available measurements from ground stations worldwide. The discussion of the results is 

an occasion to revise the central concept related to cosmic rays and the tools necessary to define 

their local composition at the beginning of the injection into the Earth’s atmosphere to model their 

shower. 

Chapter 4 presents the central concept of radiation damage on solids. Then, the effect on a 

reference silicon slab of beams and fields of particles, representative of readily available facilities 

(accelerators, research nuclear reactors, 60Co sources) and more rare ones as heavy ion accelerators, 
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is revised using a simple set of FLUKA simulation. The results underline the difference and similitude 

of the imparted damages using different irradiation sources. Finally, the concept of equivalent 

damage is introduced. 

 Entering the more operative thesis phase, chapter 5 describes the shielding design for the 

payload of the ABCS (Astro Bio CubeSat) mission and compares the estimated dose rate with the 

measurement performed during the mission. The discussion of the design and the comparison of 

the mission outcomes constitutes an example of applying all the concepts and techniques presented 

in the previous chapters. Finally, the conclusions of this work and some hints for the development 

of future work were presented.  



6 
 

Chapter 1 – The natural radiation sources of interest in aerospace 

activities. 
  

The design of aerospatial systems with high availability levels towards the spatial radiative 

environments requests an accurate knowledge of each relevant radiation source that contributes 

to the interaction with the system. The tools that allow such knowledge are embedded in space 

weather modelling. Space weather can be defined according to the following definition [1] 

“Space Weather is the physical and phenomenological state of natural space environments. 

The associated discipline aims, through observation, monitoring, analysis and modelling, to 

understand and predict the state of the sun, the interplanetary and planetary environments, and 

the solar and non-solar driven perturbations that affect them, and also at forecasting and 

nowcasting the potential impacts on biological and technological systems.”  

In 1913,  Victor Hess [2], the father of cosmic ray physics, proved, by balloon experiments 

with electroscopes, that background radiation increases with altitude, contrary to common belief. 

He called this phenomenon “Cosmic Rays”; consequently, he won the Nobel Prize in 1936. Cosmic 

rays have played a fundamental role in nuclear physics: in the past, they allowed the analysis of 

particles at energies not reachable with the available experimental equipment. In Hess’s sense, 

“cosmic rays” embrace all the detectable radioactive components arriving on Earth.  

To remain within the scope of the present thesis, fulfilling the need to distinguish between 

different radiation sources at several orbital altitudes and also inside the Earth’s atmosphere and 

surface, we define three radiation terms: The galactic cosmic ray (GCR), the solar energetic particles 

(SEP),  The Van Allen’s Belt trapped particles. The following paragraphs will briefly review such 

radiative sources to clarify their mutual interactions using some data obtained from the dedicated 

implementation of parametric models and the use of the built-in codes embedded in SPENVIS [3]. 

 The same tools will be used in later chapters of this work as input data for transport 

calculation for the payload shielding design,  support and irradiation test on the ground facility, and 

pre and post-mission analysis.  
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The Solar radiation environment  

The sun and its activity are central to the formation of space weather. Thus, to better 

understand and define the radiative sources to be used in modelling and design activities is 

necessary to resume the main characteristics of the Sun emissions briefly.  

Based on observing the sun’s surface for centuries (see Figure 1.1), scientists found a nearly 

periodic 11-year change in its activity in terms of variation in the number of detected sunspots, 

known as the solar cycle (or solar magnetic activity cycle, sunspot cycle, Schwabe cycle).   

Throughout a solar cycle, the number and the magnitude of sunspots have a synchronous 

fluctuation from a minimum to a maximum of activity. When a solar cycle is near a maximum, the 

sun’s magnetic field flips, and after two solar cycles, it returns to its original state (Hale cycle).  

Figure 1.1 also includes the so-called Maunder minimum, a period between 1645 and 1715 

where very few sunspots were registered. Therefore, some researchers argue that the period 

coincided with a climate change where the weather was colder than usual. Consequently, the idea 

of  Solar driven climate change, besides the anthropic-driven one, is undoubtedly a polarising factor 

in the public debate on the Earth’s climate status. However, without exit from the scope of the 

present description of the Solar environment, we observe that space science and spatial 

technologies should disclose knowledge of paramount importance for long-term decision-making 

[4].  

 

Figure 1.1: 400 years of sunspot history, including the period from 1645 to 1715, 
characterised by very few sunspots known as the Maunder minimum. [This file is 
licensed under the Creative Commons Attribution-Share Alike 3.0, 
https://en.wikipedia.org/wiki/File:Sunspot_Numbers.png 09/16/2022.]  

 

Sunspots appear as temporary spots on the sun’s photosphere denoted by a darker colour 

than the surrounding area due to a reduced surface temperature induced by magnetic flux increases 

that limit the convection (See Figure 1.2). Sunspots appeared to be confined, usually in pairs of 

opposite magnetic polarity, within zones called active regions characterised by a complex magnetic 

field. The sunspots, or group of it, decays in days to months, expanding and contracting in size with 

diameters ranging from 16 to 150000 km. Their relative motion speed is of the order of some 

hundred meters per second.  
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Sunspots indicate intense regional magnetic activity and are often precursors to phenomena 

like solar flares and coronal mass ejection. The solar flares are caused by the magnetic energy 

accumulated in the sun’s atmosphere accelerating the plasma-charged particles and causing the 

emission of electromagnetic radiation (Mostly X – rays) that start travelling in space. The fraction of 

such radiation that reaches the Earth’s atmosphere is absorbed in its upper layers (ionosphere), 

causing ionisation that interferes with short-wave communication. We cannot predict solar flares, 

and their observation is one of the early alert signals for the space weather forecast.   

 

Figure 1.2: Usual shape of sunspots from the book  “Atlante Astronomico (1890) 
di Giovanni Celoria”. [Macchia Solare. (2022, August 1). In Wikipedia. 
https://it.wikipedia.org/wiki/Macchia_solare] 

Often associated with solar flares, a considerable release of plasma from the sun’s corona, 

called Coronal Mass Ejection (CME), is ejected into the heliosphere. The ejected matter is a proton 

and electron plasma with an average speed of 490 km/s. When a CME leave the Sun and travels in 

interplanetary space becomes an Interplanetary Coronal Mass Ejection (ICME), triggering an alert 

for the space weather agency. ICME take one to five days to reach the Earth.  

During travel, ICMEs interact with the Solar Wind (SW) and the heliospheric magnetic field. 

The interaction accelerated the ICMEs slower than SW and accelerated the faster ones. Often, only 

a tiny fraction of a CMS reaches the Earth. However, when an ICMS is directed toward the Earth, it 

causes a geomagnetic storm, disturbing radio transmission and damaging satellite and electrical 

transmission lines. The most notably geomagnetic storm was the solar storm of 1859 that damaged 

parts of the recently created United States telegraph network [5]. When an ICMS has a speed 

greater than 500 km/s, it drives a shock wave that should be closely linked with the Solar Energetic 

Particle (SEP) acceleration. SEP, reaching the Earth, causes intense aurorae in vast regions around 

the poles and exposes humans in aeroplanes or space stations to a risky level of radiation [6].  
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Figure 1.3: Relative abundance (logarithm scale) of ion in a SEP emission foresee 
by the CRÈME96 code on a circular orbit at 900 km of altitude to Earth’s surface.  

 Finally, we have calculated a SEP emission using the CRÈME96 module of the SPENVIS code, 

considering a circular orbit at 900 km of altitude from the Earth’s surface. Figure 1.3 reports the 

CRÈME data, post-processed with a set of scripts, as the per cent of abundance rescaled to the total 

emission. Due to the predominance of hydrogen ions, the logarithm scale has been used to 

represent the ion’s abundance histogram. Therefore, it is worth mentioning that, in traces, ions from 

almost all periodic system ions are present in the SEP emission.  

 

Figure 1.4: Comparison of the worst SEP fluences spectra in the year 2022 (Solar 
maximum cycle 25) at 900 km (LEO upper limit, red curve) and 5860 km (Van 
Allen Belt’s, black curve) orbital distances from Earth and the same fluence at 1 
AU (Astronomic Unit);  
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The Galactic Cosmic Ray (GCR) 

GCR are a mixture of ions, photons and neutrinos covering kinetic energy that spans from 

hundreds of eV up to 1E20 eV  (1 EeV, see [7]). The charged component is mainly composed of 

protons (hydrogen, 83%), helium (3%), and heavy ions like carbon, iron, nickel, and other nuclei 

(1%). The remaining 13% are neutral components like photons and neutrinos. 

The charged component includes all stable nuclei produced due to stellar nucleosynthesis, 

stellar flares, supernova explosions, quasar, blazars, pulsars, black holes and active galactic nuclei 

[8]. After production, they can be accelerated and completely ionised by the Fermi acceleration 

mechanism [9], interacting with magnetic fields in supernova remnants. They remained confined 

for hundreds of years, continuously increasing their energy, reaching speeds close to those of light, 

and, finally, they escaped magnetic fields and started to travel in space.  

GCR undergoes many interactions in their passage through the interstellar medium, emitting 

secondaries in their reaction with dust and gases. The particles reaching the top of our atmosphere 

can be generated in any phase of those processes and, according to the different production 

mechanisms, show peculiar energy spectral trends. 

Experimentally, the ion species were identified using the signatures of the masses of the 

secondary particles in the air-shower data (see Chapter 3). The energy spectra of the ions showed 

significant differences according to their origins. For example, uncollided ions accelerated by the 

Fermi mechanism have slightly flatter spectra than those created in the spallation reaction with 

nuclei of atoms and molecules of the interstellar gas. At lower energies, the spectra have a 

maximum in the energy range of 102-103 MeV/nucleon. 

The cumulative CGR energy distribution in the solar system obeys a power lawn of the type  

𝑑𝑁

𝑑𝐸
∝ 𝐸−𝑘                    Equation 1.1 

Where 𝐸 is the energy and 𝑘 the spectral index. 

Table 1.1: -Energy ranges and Mean flux of the GCR ions  

Region of the GCR energy spectrum Mean Ion Flux in region 

E < 1015 eV       (“knee” k=2.7) 1 particle cm-2s-1 

1015 eV < E < 1018 eV   (“ankle” k=3.0) 1 particle m-2 year-1 

1018 < E <  1020 eV From 1 particle km-2 year-1 to 1 particle km-2 century-1 

 

According to Table 1.1, the spectrum can be divided into three energy regions. In the first region, 

the “knee”, ions are considered of galactic origin, and the Fermi mechanism explains the kinetic 

energy they reach. Research is in progress to fully explain the slope changes between the “ankle” 

and the third region on the base of all possible galactic and extragalactic acceleration mechanisms. 

Table 1.1 resumes the order of magnitude of the GCR fluxes in the various spectral regions.  
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Due to several micro-Gauss’s pervasive galactic magnetic field, the cosmic rays show a spiral 

trajectory with a diameter comparable to a fraction of the Galaxy diameter. The ions maintain those 

trajectories for hundreds of years, and when they finally reach the Earth, the information concerning 

the position of the sources is lost to a local observer.    

Consequently,  the spatial distribution of CGR is highly isotropic up to the energy of 1015 eV; 

however, some degree of anisotropy is localised in the energy region above the “ankle” [10]. 

Therefore, in the scope of this thesis, the isotropically-propagate GCR ions with energy up to 1015 

eV are of practical interest. 

When the GCR ions enter the solar system, they electro-magnetically interact with the 

plasma emitted by the sun during the solar activity and with its magnetic field. This kind of 

interaction modulated in time the GCR intensity: when the solar activity is high, the GCR flux 

intensity is reduced. Conversely, the GCR flux has a higher intensity during the Sun's quiet activity 

periods. The anti-correlation of the solar activity with the GCR flux intensity is described in various 

semi-empirical models. For example, we expressed, using a semi-empirical GCR model [11],  the 

modulation of the energy differential spectra of each GCR ion for a given solar activity period, 

according to the following equations  

 𝐽𝐺𝐶𝑅(𝑅, 𝜑) =
𝐶𝑖𝛽

𝛼𝑖

𝑅𝛾𝑖
 
𝐴𝑖

𝑍𝑖
 
1

𝛽
 (

𝑅

𝑅+𝑅𝑜
)
0.02𝑊+4.7

 Equation 1.2 

𝑅0 = 3 ∗  10−4 𝑊 + 0.37                                 Equation 1.3 

𝑅 = 
𝐴𝑖

𝑍𝑖
 √𝑇2 + 2𝑇𝑇0                                      Equation 1.4 

Here subscript i is the GCR ion, R is the particle rigidity (GV), β is the ratio of particle speed 

and light speed, Z is the atomic number, A is the mass number, T is the kinetic energy of the ions, T0 

is its rest mass. W is the mean sunspot number for considering the influence of solar modulation, 

and C (cm−2 s −1 sr−1 GeV−1 ) is a dimensional coefficient. α and γ are model-fitting parameters [12]. 

It is worth noting that such models are based on fitting experimental data, and more details on the 

topics can be found in [13].  

Implementing such a model in an Octave [14] program, we calculated the spectra for 

Hydrogen and Helium at the solar minimum (sunspot number W = 0) and maximum (sunspot 

number W= 118.5). The results are reported in Figure 1.1b. The same Calculation has been made 

for 56Fe, in this case (see Figure 1.1b), adding the spectra at the intermediate solar activity (sunspot 

number W= 76.8). Examining the spectra, the anti-correlation of the flux intensities with the 

increase of solar activity is apparent. The intensity decreasing during the maximum solar activity is 

particularly marked in the lower energies range. At higher energy, the influence of the solar activity 

modulation decreases and reaching 104 eV, the curves representing the spectra of each ion become 

coincident according to the increasing magnetic rigidity (Equation 1.4).    
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a) 

b) 

Figure 1.5: Comparison of the energy spectra of three GCR ions under the 
modulation of different solar activities: a) H and He at sunspot numbers W=0 and 
W=118.5; b) 56Fe at sunspot number W=0, W=76.8, and W=118.5. It is apparent 
that above 104 MeV/n, the high magnetic rigidity (Equations 1.3 and 1.4) makes 
the modulation negligible. 

 

The previous GCR model refers to the GCR spectra obtained within the solar system far from 

the Earth and without the geomagnetic field influence. It is possible using more refined models like 

the one included in SPENVIS to calculate the GCR source term considering the modulation 

contribution of the geomagnetic field. Figure 1.6 compared the GCR-H fluxes at 1.5e9 km previously 

obtained with the GCR model implementation from the Matthia model and reported in Figure 1.5a 

(green curve) and 900 km from the Earth’s surface using the ISO 15390 model [15].  
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Figure 1.6: Comparison of the energy spectra of GCR hydrogen spectra at solar 
maximum at 900 km (black curve-ISO15390 model) and in space at 1.5e6 km 

(green curve- GCR model from [1.10]) from Earth’s surface. The 900 km spectrum 
clearly shows the geomagnetic field’s additive effect (new figure with Matthia 
model response covering the entire energy range). 
 

Both spectra are computed at solar maximum: the spectrum at 900 km of altitude shows low-energy 

discontinuities between 2-3 MeV and 40-50 MeV that are not present in the smooth behaviour of 

the spectrum evaluation at 1.5e6 km from Earth’s surface. Those differences are probably due to 

the geomagnetic field effect that in the 900 km orbit decelerates the GCR ions increasing the 

population of the low energy zones. However, it is worth mentioning that above 50 MeV, despite 

the decrease in intensity of 3 orders of magnitude for the 900 km spectra, the two spectra have the 

same curvature due to the higher ion’s magnetic rigidity. 
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The trapped particles in Van Allen’s Belt 

 A Van Allen radiation Belt is a confinement zone for charged particles trapped by the Earth’s 

magnetosphere. The Belt’s name originates from James Van Allen, the scientist credited for their 

discovery [16]. “Van Allen Belt” term is strictly used to indicate the region surrounding the Earth, 

but confinement regions with similar properties have also been discovered on other planets.  

According to Figure 1.6, the Earth has two permanent belts in its magnetic field’s inner region. Their 

extension is from 640 to 58000 km from our planet’s surface. Besides the permanent belts, there is 

experimental evidence of the formation of more temporary ones.  

 The Van Allen’s Belt radiative environment originates far from Earth in the mutual 

interaction of the SW ions, emitted during the Sun’s periodic activity,  GCR ions, and the occasional 

emission of SEP during SF. Near the Earth, the shielding influence of the geomagnetic field allows 

the deflection of the less energetic fraction of both GCR and SEP that slow down along the 

geomagnetic field’s lines, remaining trapped for a long time in complex trajectories. Only a fraction 

of the ions had sufficiently high kinetic energy to penetrate beyond the Belt, interacting with the 

atmosphere and generating the well-known atmospheric particles’ shower, whose secondary 

partially reached the ground [17]. 

 

Figure 1.7: Schematic representation of the two main Van Allen belts where 
energetic particles were confined after their capture from the Earth’s 
magnetosphere. [By Booyabazooka at English Wikipedia - Transferred from 
en.wikipedia to Commons., Public Domain, 
https://commons.wikimedia.org/w/index.php?curid=1715297]   

 The trapped particles’ radiation term mainly consists of proton and electron, whose energy 

spectra are sufficiently intense to need a radiative shield to protect components and systems of 

satellites and spacecraft that pass through this region for long periods.   
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Figure 1.8: Comparison of the Trapped Particles Spectra obtained using AE8 and 
AP8 models embedded in SPENVIS for a solar maximum at a circular orbit of 900 
km and 5860 km of altitude.  

Figure 1.8 reports the energy distributions (energy spectrum) of trapped particles at 5860 km of 

altitude in the middle of the first Van Allen’s Belt and at 900 km, which is approximately its lower 

limit (in particular conditions, the first Belt descendent up to 600 km of altitude). Trapped proton’s 

energy spans from 0.1 MeV to 400 MeV, whereas electrons are more limited between 0.03 and 7 

MeV. At both altitudes, trapped electron shows a greater intensity than protons. However, their 

narrow energy range makes them less penetrating, and the produced damages are concentrated 

in systems located on the external surface of the vehicle. Protons, due to the greater emission 

energy interval, penetrate more in deep, and they can deliver damage to the vehicle interior. 

Conclusion 

The classification of the total spatial source components has been obtained by discussing the Sun’s 

cyclic activity’s role and its occasional emission of SEP during SF events. Those solar sources (along 

with the heliomagnetic field) interact in space with the almost isotropic GCR ions coming from 

outside the solar system, modulating their intensity in an anticorrelated fashion concerning the solar 

maximum and minimum activity of each solar cycle. 

  Finally, SEP and GCR ions interact further with the geomagnetic field in their approach to the 

Earth. According to the local magnetic media threshold in magnetic rigidity, the energetic ion passes 

through the Van Allen Belts reaching the higher layers of the atmosphere, beginning the so-called 

GCR shower of secondary particles. The other ions, primarily protons, remain trapped within the 

Belts along with electrons and keep spiralling within the Belts. Such plasma, trapped in the Belts 

structure, constituted an addictive radiation source for satellites and spacecraft having a fraction of 

their orbit intersecting that region. 
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 Table 1.1 lists all the above-cited radiative components whose intensities and energetic 

spectra have been inferred by SPENVIS for a specific mission whose orbit is within the first Van 

Allen Belt.  

Table 1.1: Total flux intensities of the orbital source components at 5860 km of altitude  

Source Term Flux  [cm-2 s-1] 
Fraction of the total 

flux 
Model used  

Trapped Proton 5.02E6 35.67% AE8 min 

Trapped Electron 9.05E6 64.32% AP8 min 

GCR 9.78 0.0001% ISO-15390 Standard Model 

SEP 457 0.00033% ESP-PHYSICS (worst event fluence) 

 

   Those data are used as input for transport codes that estimate the secondary particle field 

generated in the interaction of the primary particles with the satellite structure. The results can be 

used in subsequent calculations concerning all the nuclear aspects of such a mission: payload 

shielding, onboard radiation detector design, dosimetry on payload, and radiation damage to 

electronic components and systems. 

 Due to the high heterogeneity in the geometric layout and material composition of the 

vehicles, it is convenient, despite the often high computational time penalty, to adopt Monte Carlo 

(MC) codes for transporting nuclear particles and ions. To fulfil this aim, we adopted the FLUKA 

MC codes, and the motivation for its use among other MC codes is the argument of Chapter 2. 
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Chapter 2 -  The transport code for nuclear particles and ions  
 

Introduction  

 In Chapter 1, we deal with the kind of particles and nuclei constituents of the sources that 

can be encountered during a spatial mission, stressing the Sun’s central role in their emission and 

in the modulation of the GCR that approaches the solar system. The roles of the geomagnetic field 

in creating additional local radiation sources, such as the Van Allen Belts, have also been discussed. 

The tools that allow the definition of spatial sources representative of a given mission have been 

introduced.  

 As in many fields of applied science and engineering, extensive computer simulations that 

can be executed at the design stage and in pre and post-mission analysis help to cut costs and time, 

the codes used to simulate the interaction of the primary radiation sources with the vehicle’s 

material designed for a mission are grouped under the definition of nuclear transport codes. 

 We can distinguish two broad categories of transport codes according to their simulation 

engines: Monte Carlo (MC) and Deterministic Codes (DC).  

 MC codes estimate user-selected quantities (such as particle fluxes, nuclear reaction rate, 

and doses), inferring their mean values and variance from the statistical exploration of a selected 

portion of the phase space problem using a sample of the source particles’ target population. MC 

codes have a high degree of accuracy in describing the system’s geometrical layout and material 

composition, allowing the evaluation of the heterogeneity effects. MC code’s major drawback is the 

sometimes long computational time requested to reach an acceptable precision in the estimated 

values. This inconvenience is partially mitigated using variance reduction techniques [18] and 

massive computational resources [19].  

 DC codes solve the Boltzmann transfer equation tailored to the user-defined problem. The 

Boltzmann equation can assume different formulations according to the primary and secondary 

particle nature, geometry, and materials [20]. However, the DC codes are prevalently numerical 

solvers because of the difficulty in finding an analytical solution for the Boltzmann equation, except 

in the case of elementary problems [21]. Moreover, DC codes are much faster than MC ones but 

cannot represent complex geometries and strong material heterogeneities in density and 

composition.  

 Often in the design strategies, both types of codes are used. Typically, DC code defines the 

general layout during the conceptual design and the so-called “importance function” used by an MC 

code on a more refined layout to apply a variance reduction scheme to shorten the calculation time.  

 Sometimes the logic of the design strategy is reversed, the MC codes are used to simplify the 

design layout, controlling that the estimated parameters of interest do not change above a given 

tolerance, and the resulting equivalent layout is used to simulate the system with DCs. 
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 Historically the reference DC used for space application is the HZETRN code[60], that apart 

from the restricted availability, does not match entirely with the requirement for this work. 

Therefore, MC codes, in our case, are best suited for our modelling activity. In particular, as 

illustrated in the following, we used general-purpose MC as FLUKA [22-25] and MCNP [26].   

Generalities on MC techniques for the transport of nuclear particles    

 As already stated in the introduction of this chapter, the DC solves the transport equation 

for the averaged particle behaviour giving complete information through the phase space 

problem. MC obtains answers inferring the physical system’s properties from the simulated 

particles’ behaviour, limiting the information to specific (user-selected) regions of the phase space. 

A simple example helps to clarify those statements: we use both methods to calculate the volume 

of a sphere. 

 Using the analytical method, we derive the well-known formula to calculate the sphere 

volume according to 

𝑉 =  𝜋 ∫  (√𝑟2 − 𝑥2)
2
 𝑑𝑥 = 2𝜋 ∫ (𝑟2 − 𝑥2) 𝑑𝑥

𝑟

0
=

𝑟

−𝑟
    

=  2 𝜋 [(𝑟2𝑥 − 
𝑥3

3
)]

0

𝑟

= 
4

3
 𝜋 𝑟3           Equation 2.1 

 Once resolved the integral, the analytical solution allows the Calculation of the sphere 

volume if the radius is known. The error in the volume calculation depends only on the 

uncertainties in the radius measurements. 

 

Figure 2.1: Geometric set-up for estimating the volume of a sphere of unspecified 
radius (red sphere) contained inside a second larger sphere of know radius R 
(black sphere). The surface of the black sphere emits from the surface a sample 
of N inward-directed pseudo-particles whose trajectories could cross the volume 
of the black sphere realising in its interior track of a given length. According to 
equation 2.2, the track length density estimates the sphere volume. The method 
is valid independently of the complexity of the region’s shape.        
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 The method is entirely different if the sphere volume is calculated using an MC approach. 

The algorithm is : 

• According to Figure 2.1, Another sphere of known radius R that completely contains the 

sphere whose volume had to be calculated (noteworthy, its radius r is not necessarily 

known). 

• Sample N emission points randomly on the outer sphere surface. 

• Each point on the sphere surface has the same probability 𝑊 =
𝜋𝑅2

𝑁
 to be sampled (This 

results in a total unnormalised probability 𝜋𝑅2  ). 

•   From each selected point starts an inward-directed pseudo particle whose trajectory 

could pass through the volume of the sphere under measurement. 

• Estimating the track length density of the pseudo particle flux  within the sphere of 

unknown volume V according to the following relation  

                               Φ =
∑ 𝑊𝑖  𝑙𝑖

𝑁
𝑖=1

𝑉
=

𝜋 𝑅2 ∑ 𝑙𝑖
𝑁
𝑖=1

𝑁 𝑉
       Equation 2.2 

Setting V=1 in arbitrary units makes Φ  an estimate of the sphere volume. 

 MC codes such as FLUKA and MCNP can implement this algorithm to produce a volume 

estimated for a given finite space region.  

 

 

Figure 2.2: The convergence of the sphere estimated volume to the accurate 
volume (523.60 cm3 blue line) with the increase of the number N of pseudo 
particles in a ray tracing scan to infer the volume with FLUKA. The error bars of 
each point measured the dispersion in 1𝜎. The best estimate is obtained with a 
mean of 523.02 cm3 (standard deviation of 0.5320 cm3, N=1e6 pseudo-particles).  
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Figure 2.2 reports the estimated volume in function of the number N of pseudo particles used in 

the estimation showing that, as usual in probability sampling, the dispersion is progressively 

reduced as the number of individuals in the sample grows. Furthermore, the MC method naturally 

introduces the stochastic nature of the estimate of a quantity very close to the laboratory 

interpretation of a set of measures.  

 In the case of volume estimation, the method has both good accuracy and precision; this is 

not always true for MC codes that have relatively high precision, often reached with a low speed 

of convergence, but they are not of proven accuracy. Therefore, accuracy depends on the 

sampling strategy choice and the data’s level of uncertainty.  

 The great advantage of MC methods is in their capability to infer meaningful results even in 

the case of a complex problem where an analytical solution can not be found, to simplify as in the 

case of calculating the volume of an object with a very complex shape that does not have an 

analytical formulation for its volume.     

 The engine of an MC simulation of the nuclear particles’ transport in the matter is the 

sampling of nuclear interaction from their Probability Distribution Functions. According to the 

event’s PDF nature, different sampling methods optimise the sampling efficiency during a 

simulation.  

 As an example, we apply the inverse transformation sampling strategy to the problem of 

the diffusion of mono-energetic neutrons in a homogeneous media. Sampling a PDF via the 

inverse transformation is based on the sampling of the uniform distribution U, a PDF that assumes 

as equiprobable the outcomes of all the real numbers in the range from 0 to 1 to obtain a sample 

value of a random variable that obeys to a different PDF.  

 According to the following relation 

𝑅 = ∫ 𝑓𝑥(𝑥) 𝑑𝑥           𝑓𝑜𝑟 𝑎𝑙𝑙 𝑅 𝑖𝑛 𝑈(0,1]
𝑋

−∞
        Equation 2.3 

       the inverse transform sampling stated that for each value of R in U, it is possible to obtain a value X 

sampled from another PDF.  

 In the case of a neutron of energy E, the probability P(l) of colliding with a nucleus of a 

homogeneous media (resulting in a scattering) after diffusing on a path of length l from the source 

is 

𝑃(𝑙) = ∫ Σ𝑡 𝑒
−Σ𝑡 𝑠 𝑑𝑠

𝑙

0
                       Equation 2.4   

where Σ𝑡  is the macroscopic cross-section of the media, using the inverse transform 

𝜉 = ∫ Σ𝑡 𝑒
−Σ𝑡 𝑠 𝑑𝑠

𝑙

0
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Being  𝜉 a random number sampled in the uniform distribution U, calculating the integral and 

obtaining l the collision distance 

 

l =
1

Σt
ln(1 − 𝜉) =  

1

Σt
ln(𝜉′)      Equation 2.4   

that is a well-known relationship.  

 This mechanism is specialised for the convenient sampling of the different PDFs that define 

the MC simulation, such as primary particles emission, their transport in the various materials, the 

generation of secondary particles at a point of interaction with nuclei, the amount of energy 

deposited along a particle track and the termination of a particle history are decision that the codes 

take sampling the relative PDF.  

 The code attributes a probabilistic weight to each event in the random sequence of a primary 

particle. Consequently, it could sum up the weight that fulfils a user-defined set of conditions 

building an estimate of a conditional PDF for a given physical quantity such as reaction rate, particle 

fluxes, currents, and energy depositions. Those conditional PDFs are generally called “estimators” 

or “tallies” and are a part of the simulation results.        

The definition of a simulation in an MC code for nuclear particle transport 

 Generally speaking, the input data for an MC code are related to the source’s definition, the 

system’s geometry under simulation, the material density and composition, and the estimators of 

the quantity of interest. 

 Source Definition 

 During MC simulations, the particle state is regarded as a point P in nine-dimensions phase 

space that the code saves in a vector as follows 

𝑃(𝑥, 𝑦, 𝑧, 𝑢, 𝑣,𝑤, 𝐸, 𝑡,𝑊𝑡)            Equation 2.5 

Where [x y z] defines the spatial position; [u v w] are the direction cosines of the particle trajectory; 

E is its actual energy; t is the time of flight relative to its birth if primary or the birth of the primary 

particle if secondary; Wt is its statistical weight.     

Therefore, the source definition deals with the input of data that defines a subset of the phase space 

that delimits the primary particle’s emission region. Consequently, the information regarding the 

spatial source distribution  (point, surface or tridimensional source), the direction of emission 

(isotropic, angular-depended, collimated), the time duration (pulsed, stationary), and the energy 

spectrum are all defined as PDFs that the code sample to establish the initial point of the primary 

particles at emission time.  

       For example, suppose the user defines a mono-energetic, isotropic and time-stationary 

point source. In that case, all the primary particles will be emitted at the same energy, time, and 

position. What differentiates the source particle is the initial direction of flight that is equiprobable 

in all directions.  
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a) b) 

Figure 2.3: a) Graphical representation of the relationship between direction 
cosines and azimuthal (𝜙) and polar (𝜃) angles; b) Some particle’s direction of 
flight from an isotropic point source.  

 Figure 2.3a shows the relation of the direction cosines for the generic flight direction of a 

primary source particle with the azimuthal (𝜙) and polar (𝜃) angles. Accordingly, the sampling 

algorithm operated in the subsequent four steps: 

1. 𝑔𝑒𝑡 𝜉 𝑖𝑛 𝑈(𝑜, 1]; 
2. |�⃗⃗� | =  𝑐𝑜𝑠 𝜃 = −2 𝜉 + 1;                      

3. |�⃗� | = √1 − 𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠𝜙 =  √1 − 𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠(2𝜋𝜉);      

4. |𝑣 | = √1 − 𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛𝜙 =  √1 − 𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛(2𝜋𝜉) =  ; 

 Iterating N time between steps 1-4, we sampled N particle’s directions changing the cosines 

accordingly with the outcome of the uniform sampling in U. Figure 2.3b reports some particle’ flight 

directions for an isotropic point source sampled according to the previous algorithm implemented 

in an Octave script.    

 It is worth mentioning that in step 1, we need to use a specific sampling technique to random 

sampling 𝜉 from the uniform distribution U. Being such an algorithm at the Heart of the MC codes, 

it is necessary to express some consideration on this topic without going beyond the scope of the 

present work. The class of algorithms able to generate a vast random sequence of numbers avoiding 

correlation does not exist. Therefore, referring to them as Pseudo Random Numbers Generators 

(PRNG) is more appropriate. The PRNG are the basis of the encryption technics that make E-

commerce, bank transaction on the internet and many other related activities safe and reserved. 

Due to their critical mission, the commercial PRNG standards are very stringent, and they must pass 

a severe suite of numerical tests before being declared safe. Fortunately, the PRNG used for 

scientific purposes requests less stringent standards. For example, FLUKA adopts a 64-bit version of 

the Marsenna Twister [27], and the users of MCNP can choose between four flavours of Linear 

Congruential PRNG [28]: none of these two kinds of PRNGs passes the standard test suite. However, 

they are considered numerically adequate for MC simulations.   
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Geometry definition  
   

 

Figure 2.4: Combinatorial Geometry: Cylinder A and sphere B were combined to 
define two regions. The region R1 is the set of points inside the volume of B not 
in common with A. The region R2 are the set of points contained in the volume 
of A.  

 Using the constructs of Combinatorial Geometry (CG), the user can build very detailed and 

realistic 3D models of the geometric layout. The basis of CG is the solid bodies defined by the 

Analytic Geometry equations. The user can define a set of labelled bodies specifying their 

dimensions and positions and type in the input. Each solid is considered a set of space points within 

its volume. The user combined such sets to form a region of the space that shaped the geometry 

layout.  

 Figure 2.4 reports an example of the construction of two regions according to CG rules. First, 

cylinder A and sphere B were defined. The sphere B is centred in the origin of the reference system 

with radius R. Cylinder A is defined to have its middle height at the origin. The region R1 is the set 

of space points contained in B that are not in common with A, namely +A-B. The region R2 is the set 

with points contained in B as R1= +B. This kind of representation is very compact and efficient for 

the code representing the whole geometry.  

 During the simulation, the navigation routines established the position of each transported 

particle within the geometry from the emission to termination, registering all events requested by 

the users to estimate the quantity of interest. 

 The CG simplifies the definition of the geometry of a complex model because it is relatively 

simple to implement computer scripts to generate this part of the input. Recently, the FLAIR code 

[25]  has changed from a dedicated pre and post-processor for FLUKA to an “advanced, user-friendly 

interface for several Monte Carlo codes”. Figure 2.5  shows the visualisation of the TRIGA reactor 

[29] core geometry from the MCNP input using FLAIR.  
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Figure 2.5: FLAIR rendering of the TRIGA [] reactor core canister model. The 
graphite reflector and the water pool regions were rendered highly transparent 
to allow the core visualisation.   

Materials definition 

 The interaction of the nuclear particles and high-energy ions during their transport in matter 

depends on the kind and quantities of atoms in the material. For example, charged particles and 

ions interact with the external electron cloud of the material and, sometimes, undergo electrostatic 

repulsive interaction against the partially shielded nuclear charge with significant trajectory 

modifications. When the kinetic energy is sufficient, the particles and ions penetrate or ablate one 

of the material nuclei activating a nuclear reaction channel.  

 Neutral particles do not interact with the external electron cloud or nuclear charge but 

undergo a head-on collision with the nucleus. For example, neutron elastic interaction with a 

nucleus has a kinematic that can be modelled as the hit of two rigid spheres of different mass [30].  

 Whatever the nature of the transported particles, the expected number of interactions 

depends on the material composition and density that allows the Calculation of the macroscopic 

cross-sections of the materials. For example, the macroscopic cross-sections have the dimension 

[cm-1]  and can be regarded as the spatial frequency with which a particle can interact within the 

material. 
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 Consequently,  it is necessary to define the elemental composition and the bulk density of 

each material involved in the simulations. When neutrons (or other neutral particles) are relevant 

in the simulation, the material composition must be specificated at the isotopic level. 

       Each geometric region will be associated with one material, and once the simulation starts, 

the particles will be transported from the source to the rest of the geometry. Each time a particle 

crosses the boundary within two regions, the navigation routines of the codes change the media 

composition accordingly to consider the new transport condition peculiar to that specific region.    

      

Estimators  
             Before introducing the concept of the estimator in an MC simulation, it is convenient to 

discuss the concept of “history”, which is at the very base of the inference mechanism of the MC 

codes. We can define “particle history” as the collection of all the events involving a primary 

particle and its progeny, from the birth event of the emission from the source to the termination 

of its last child.  

 

 

Figure 2.6: Schematic representation of a particle history with six events before 
termination (see text). 

 For example, Figure 2.6 reports the scheme of a neutron history: the first event is its 

emission, followed by the first track trajectory to event 2. In event 2, the neutron interacts with a 

nucleus activating the nuclear reaction channel for (n,2n), generating two neutrons. On the path of 

its track, the first neutron interacts with a nucleus, and in event 3, via (n,p) reaction,  terminated. 

The proton emitted in event 3 has a track that conducts him outside the zone of interest for the 

simulation and is terminated in event 4. The code rolls back to event 2, recalls from the memory the 

coordinates for the transport of the second neutrons generated in the (n,2n) reaction and starts its 

transport. The neutron is captured by a nucleus via an (n,γ) reaction and terminated on its track. 

The γ photon born in event 5  is then transported and terminated when it crosses the boundary that 

limits the zone of interest for the simulation. 

 The MC code estimators are based on the count of the number of particle tracks entering 

the volume of user-selected regions, the weighting of their statistical importance, and according to 

the flux definition, their track lengths. The particle fluxes and current are at the basis of the 
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derivation of quantities as energy deposition on a material, fission rate, dose, and saturation yield 

in the production of nuclides via a given nuclear reaction channel.    

 

 

Figure 2.7: Estimation of the particle current crossing a surface. The MC code 

calculates the projection of the particle’s track length versor  �⃗�   on the surface’s 

normal versor �⃗�  when crossing surface A. The track length is computed as 𝑙 =

 𝑣 𝑑𝑡  where 𝑣 is the particle’s speed. The track length projection on �̂� is 

𝑣 𝑑𝑡 | �⃗� ⋅  �⃗� |. The estimator summed the particles’ contributions to estimate the 

total particles’ current.  

 Figure 2.7 shows the mechanism used by the MC code to estimate the contribution of a 

particle track to the current of particles crossing a user-selected surface. The particle current I  is 

obtained by integrating on the phase space the scalar current 𝐽(𝑟 , 𝐸, 𝑡, 𝜇) according to 

I = ∫ ∫ ∫ ∫ 𝐽(𝑟 , 𝐸, 𝑡, μ) 𝑑𝐸 𝑑𝑡 𝑑μ 𝑑𝐴
𝐸𝑡μ𝐴

;              

                                      𝐽(𝑟 , 𝐸, 𝑡, 𝜇) =  |𝜇| Φ(𝑟 , 𝐸, 𝑡) 𝐴;                     

                                             |𝜇| = | �⃗� ⋅  �⃗� | =  |𝑐𝑜𝑠 𝛼|; 

Where Φ(𝑟 , E, t) is the particle’s vector flux, and µ is the cosine of the angle α (see Figure 2.7) 

between the versor of the surface’s normal  �⃗�  and the normal of the particles track direction  �⃗� .  

 Finally, the MC code  estimates the particle current 𝐼 ̅crossing surface A according to 

𝐼 ̅ = ∑ 𝑊𝑡𝑖
𝑁
𝑖=1  |𝜇|𝑖      Equations 2.6; 

Where 𝑊𝑡𝑖  is the track statistical weight, the user could optionally subdivide the contributions to 

the current by energy, time and angular binning. 
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Figure 2.8: Estimation of the particle flux averaged on a volume. The particles 

crossing the boundaries of the cylindrical region (denoted by the black colour of 

the vector) contribute to the flux estimate according to Equation 2.7. 

The other fundamental estimator is the particle flux 𝜙 averaged on the volume V of a region, 

which can be defined as 

ϕ  = ∫ ∫ ∫ Φ(𝑟 , 𝐸, 𝑡) 𝑑𝐸 𝑑𝑡 
𝑑𝑉

𝑉𝐸𝑡𝑉
 ;  

The MC code estimatefluence  �̅� according to  

�̅�  =
1

𝑉
∑ 𝜐𝑖 

𝑁
𝑖=1 𝑡𝑖  𝑊𝑡𝑖 =

1

𝑉
 ∑ 𝑙𝑖 

𝑁
𝑖=1 𝑊𝑡𝑖        Equations 2.7; 

summing the non-null contributions given by the N sample particles in terms of the product of 

track length l by statistical weight Wt (see figure 2.7), the code obtains the estimate   �̅� of the 

fluence per N particles.  

 In some problems, it is helpful to estimate the fluence Φ𝐴 of the particles that cross a 

surface of area A, which is defined as 

ϕ𝐴 =  
1

𝐴
∫ ∫ ∫ Φ(𝑟 , 𝐸, 𝑡) 𝑑𝐸 𝑑𝑡 𝑑𝐴

𝐸𝑡𝐴
; 

 According to Figure 2.9, generating a region of small thickness 𝛿 using a second surface in 

front of the crossing surface, we obtain the expression of the track length of the ith particle as  

𝑙 =  
𝛿𝑖

cos𝛼
 , being the region volume 𝑉 = 𝐴 𝛿, we can obtain an estimate of  ϕ̅𝐴 of the fluence for 

surface crossing particles substituting the values of 𝑙 and V in Equation 2.7  

ϕ̅Aδ =
1

𝑉
 ∑𝑙𝑖 𝑊𝑡𝑖

𝑁

𝑖=1

= ∑
1

𝐴δ
 

δ𝑖

cos α
𝑊𝑡𝑖

𝑁

𝑖=1

; 

that is, the fluence averaged on the volume of the region of thickness δ. Now, the estimate for ϕ̅A 

is obtained in the limit of δ → 0 as follows 
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ϕ̅A = lim
𝛿→0

∑
1

𝐴δ
 

δ𝑖

cos α
𝑊𝑡𝑖 =𝑁

𝑖=1  ∑
1

𝐴
 
𝑊𝑡𝑖

|𝜇𝑖|𝐴

𝑁
𝑖=1        Equation 2.8; 

 It is noteworthy that Equations 2.6 to 2.8 are unnormalised estimates of the current and fluence. 

Usually, the code operates a normalisation dividing the estimator score by the total number of 

primary particles used in the simulation. The normalised results are in the form of conditional 

probabilities with units as [cm-2 primary-1 ] (fluence) and [primary-1] (current).  

 Thus, when the user obtains a score for flux in the volume of a given region equal to 0.1 [cm-

2 primary-1], one primary particle emitted by the source has an estimated probability of reaching 

that region of 1 tenth. If the primary source intensity is 10000 [p/s] then the flux in the region 

volume is estimated to be 0.1 [cm-2 primary-1] x 10000 [primary s-1] = 1000 [cm-2 s-1]. 

 Since the MC results are expressed as the means of the estimated quantities, also the 

associated relative error Er = 
𝜎

𝜇
 , computed as the ratio of the standard deviation 𝜎 and the mean 𝜇, 

is reported. The Er is an index of the degree of the precision of the estimation. The accuracy of the 

results strongly depends on the choice of the sampling strategy and the level of uncertainty of the 

data.   

 Biasing techniques 

 Often to overcome the low estimator convergence to a good precision that requests a long 

computational time, a biasing technique was applied. Such a technique introduces a bias in the 

statistical weight of some events in the particles’ histories:  rare events' frequency will be artificially 

increased because the user is more interested in it than in the more common event that appears in 

the unbiased distribution frequently. The biasing scheme must contain some weight compensation 

to produce a result that is statistically congruent with the unbiased one.  

 A classic example is the so-called geometry splitting, where particles directed toward a more 

statistically significant (for the user) region were increased according to a user-selected region's 

importance. Conversely, particles directed toward less important regions were reduced in number. 

 In geometry splitting, the weight compensation mechanism that leads to the correct result 

is based on the event of crossing the boundary between two regions of different importance.  

 We are considering two regions, N and M, with a common boundary and respective 

importances, IN and IM. When a particle crosses the boundary between the two regions, according 

to the ratio 𝜐 =
𝐼𝑀

𝐼𝑁
   

1. If 𝜐 =1, the transport continue without modifications. 

2. If 𝜐 < 1, the particle moves to a region of lower importance, then Russian roulette is played. 

The track could survive with a probability 𝜐, and it continues the transport with a weight of 

Wt/ 𝜐. Otherwise, it is killed with a probability of 1- 𝜐. 

3. If 𝜐 >1, the particle moves to a region of higher importance, and then the original track is 

split into 𝜐 particles with weight equal to w/ 𝜐. 
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Figure 2.9: Geometry Splitting biasing scheme applied to particles that cross the 

common boundary between two regions having importance I1 and I2 and their 

importance ratio I2/I1=3.  

 Figure 2.9 shows that crossing the boundary from a region at lower importance I1 to the 

region I2 at higher importance I3, being, for example, the importance ratio I2/I1= 3, the particles 

will be split into three particles with the same trajectory but with lower statistical weight equal to 

Wt = 1/3. From that point on, the three particles differentiate their histories, allowing the more 

extensive exploration of the phase space zone of interest to the problem.  

 A particle crossing the boundary in the opposite direction passes from a zone of higher to 

one of lower importance. Russian roulette is played, and if the particle survives, its weight becomes 

Wt = 1/3 and continues its history. Otherwise, the particle is killed. The Russian roulette particle 

killing decreases the number of histories in the region of the less important problem. 

 At a constant number of sample particles, a more significant fraction of the simulation time 

is used to follow those particles giving more meaningful information and accelerating the 

convergence of the results. 

FLUKA parallel execution 
 The precision of the Monte Carlo results depends on the number of primary source particles 

used for the simulation [16 -Chapter 5]. Higher precision is generally obtained by increasing the 

number of primary particles at the cost of higher calculation time. We implement FLUKA on the 

high-performance computing system CRESCO  (Computational Research Centre on COmplex 

systems) [19] to shorten calculation time, executing the simulation in the “embarrassing parallel” 

[31]  modality, resulting from several replicas of the same problem having different seeds for the 

pseudo-random number generator are obtained.  

The results from each replica are like independent measurements of experimental quantities, 

and their mean μ and standard deviations σ are the final simulation results. We quantify the attained 

precision level using the relative error Er= σ/µ. In an embarrassing parallelism scheme, the overall 

number of primary particles P, connected with the simulation precision, is 

𝑃 = 𝑁 𝑝;            Equation 2.9 
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with 

N= number of CPU 

p= number of particles per CPU (on which run a simulation replica) 

P= overall number of particles in the simulation 

This calculation methodology also allows the individual analysis of each source term, optimising 

precision and simulation time by changing the number of particles and CPUs. 

 Conclusions 
 MC codes can infer from the transport of statistically meaningful particle samples in a 

complex system selected properties such as flux and reaction rate. However, their eminently 

stochastic approach to very heterogeneous systems allows the solution of transport problems that 

cannot be implemented in the so-called analytical code that needs to solve, even numerically, the 

Boltzmann equation.  

 The MC estimations are obtained as the mean and the standard deviation of a conditional 

probability density function integrated into a user-defined region of the phase space. 

 The major drawback of MC codes is the slow rate of convergence that is partially 

compensated by adopting the biasing techniques and using parallel computing systems. 

 According to the requirements for calculating the high energy particle interactions at 

relatively low fluxes, in this study, FLUKA is preferred to MCNP. However, being MCNP a reference 

code for neutronics, we will present some results based on it, as requested in the following chapters. 
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Chapter 3 – The atmospheric neutrons: comparisons between FLUKA 

models and measurements from the ground station 

Introduction 
 Our initial intention was to investigate the FLUKA and MCNP capabilities to simulate the 

atmospheric particle showers of the GCR as the first step forward in understanding the potentiality 

of those simulation tools for aerospace.  

 The author has years of experience using those codes in nuclear reactor physics [31 -32] and 

target design for accelerators [34-36] and aerospace [37] and examining the manuals of MCNP and 

FLUKA, discovered a FLUKA-dedicated tool for the simulation of GCR ions shower in the atmosphere. 

Furthermore, it is unclear if the MCNP release license allows non-US institutions to use it for 

aerospace applications. Consequently, we decided to start directly using FLUKA.  

 In any case, MCNP is one of the state-of-art MC codes in neutronic applications. Therefore, 

we continue to use it to compare the neutron irradiation facility in research nuclear reactors with 

the charged particle irradiation carried out on accelerators and in orbital conditions. Some results 

will be presented in the following chapters.  

  The following paragraph reports the modelling and results of applying FLUKA’s GCR tool to 

estimate the flux of the secondary neutrons at given geographic positions that host measurement 

stations in the USA [38]. The FLUKA results have been verified against the results furnished by an 

implementation of the  Below, Struminsky, and Yanke (BSY) semi-empirical model [38] carried out 

during a Master’s Thesis [39] under the author’s tutorship. The simulation outcomes agree with the 

experimental results and the BSY model confirming our capability to manage  FLUKA in aerospace 

applications.   

 Generalities on the FLUKA model to estimate local GCR ion shower at various 

altitudes in the Earth’s atmosphere and surface 

 As seen in Chapter 1, the GCRs that approach the medium in the proximity of our planet have 

already been modulated by the Sun's activities (Period of Solar cycle) and by the interaction with 

the solar wind condition. Near Earth, the geomagnetic field further alters the trajectory of the GCR 

particles, modifying their energy spectra and intensity. The FLUKA’s GCR tools model the interaction 

with the geomagnetic field simulating then the penetration of the ions in the atmosphere from an 

injection point at 71 km above the Earth’s mean radius  (6378.14 km) down to the planet's surface. 

The model could include an above portion of outer (void) space ranging from 71 to 120 km.  

 According to Table 3.1, which reports the classification of the orbits around Earth, the 

maximum altitude admitted by the FLUKA model is well below the LEO (Low Earth Orbit).  

 Consequently, apart from some evaluation of a local source of atmosphere escaping 

neutrons to be used in subsequent calculations to be coupled with higher orbits radiation source 

modelled as an example by SPENVIS, the main application of the GCR tools is related to the air 

shower-up to Earth’s ground.  
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Table 3.1 Earth orbits classification 

Denomination 
Minimal 

Altitude 

Maximum 

Altitude 
 

Low Earth Orbit (LEO) 200 km 2000 km Space station (Mir, ISS) 

Medium Earth Orbit (MEO) 2000 km 35786 km Telecommunication (handover fleet) 

Geostationary (or Geosynchronous) 

Earth Orbit (GEO) 
35786 km Telecommunication 

High Earth Orbit  and Highly Elliptical 

Orbit (HEO) 
35786 km 

Telecommunication for regions near 

the poles 

 

Model geometry 

 The template layout used to model cosmic ray showers in the Earth’s atmosphere includes 

the whole planet simplified as a sphere of the average Earth's radius, with the atmosphere 

composed of 100 spherical layers from the Earth’s surface up to 70 km from the sea level. The final 

“outer space boundary” is at 120 Km of altitude. 

 The pre-processing code atmloc specialises the template of the geometry of the atmospheric 

model around the geographical coordinates furnished by the user excluding from the geometry the 

atmospheric regions with a negligible contribution to the local GCR shower.  

 Figure 3.1 reports a schematic view of the final layout obtained at the end of the pre-

processing phase for a location in the northern hemisphere. Three coaxial truncated cones are 

added to the one hundred spherical shells representing the atmosphere layers. Two cones have 

their vertex in the Earth’s centre, the bases are out of the atmosphere, and the heights are in the 

direction of the Earth’s radius, passing through the north pole for a region located in the northern 

hemisphere (to the south pole in the southern hemisphere), the third cone with opposite 

orientation (i.e. with the vertex out in the atmosphere at the same elevation as the base of the other 

two cones) and with the height in a direction passing to the heart diameter at the south pole (north 

pole for the south hemisphere).  

 Operating with the CG on the above-described bodies, spherical crown regions are obtained 

using as boundaries the inner and the outer coaxial cones surfaces spiked at the Earth centre and 

the third cones tangent at the user-defined geographic location for the one thousand spherical 

shells.  
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Figure 3.1  - The geometric layout specialised for the user-defined location on 

Earth’s surface. 

 According to Figure 3.1, the model regions are divided into five sectors by the three cones. 

Sector 3 is between the two coaxial cones and defines the regions of interest to estimate the 

progressive penetration of the GCRs and their secondaries into the Earth’s atmosphere near the 

location of interest.  

 Sectors 2 and 4 define the atmospheric shells between one of the two coaxial cones and the 

cone in the opposite direction. These additional regions are needed to consider the primary and 

secondary particles that reach the region of interest in Sector 3 from side trajectories originating 

from those regions.  

 Consequently, the spherical crown regions of Sectors 1 and 5 have a negligible probability of 

generating particles with trajectories that could reach Sector 3. Thus, the users marked them as 

filled with “black holes” material and recognised by FLUKA as regions where every kind of particle 

will be terminated when entering to avoid wasting computational time following useless particle 

histories.   

 During the pre-processing phase, atmloc also calculates the area associated with the 

spherical boundary surface between layers of Sector 3. Then the areas are used to normalise the 

estimator scores (flux, reaction rates, doses) directly at the user-selected GCR intensity.  

 Figure 3.2 reports geometric cross-sections of the full-scale Earth atmospheric model 

rendered by FLAIR’s graphical processor. Figure 3.2a shows the whole Earth system, previously 

represented in the schematic view of Figure 3.1, in its natural proportion, where the set of primary 

and side atmospheric layers appear as unresolved black regions. In contrast, the space immediately 

above the atmosphere is a white layer. 
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a) 

b) 

Figure 3.2 – Geometric layout of the FLUKA’s atmospheric model: a) A 

cross-section that includes the whole Heart, the atmosphere and the 

boundary with vacuum; b) A magnification of the main atmospheric layers 

near the border with the side atmospheric layers (whose height is 70 km). 

 Figure 3.2b reports the zoom on one of the halves of the main atmospheric layers near the 

boundary with the side layers. The one hundred layers of the atmosphere appear as regions of 

different colours filled with varying compositions of air and density according to the altitude (see 

the Materials paragraph). At this magnification level, the layers’ curvature appears minimal, as in 

flat atmospheric models. However, the distance from the last atmospheric layer (green colour, 

rightmost position in Figure 3.2b) to the black-coloured Earth’s surface is 70 km.  
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Materials 

  Concerning the model materials, the same air composition has been assumed for all the 

atmospheric regions (Nitrogen 75.56 %wt, Oxygen 23.16 wt%, Ar 1.28 wt%) with a layer density 

change calculated according to Table 3.2 specification.  

 

Table 3.2 - Air material specification for the FLUKA atmospheric layer according to U.S. Standard 
Atmosphere depth. 

FLUKA 
region 

km from 
sea level 

US St. Atm. 
Depth [g 
cm-2] 

FLUKA 
region 

km from 
sea level 

US St. Atm. 
Depth [g 
cm-2] 

FLUKA 
region 

km from 
sea level 

US St. Atm. 
Depth [g 
cm-2] 

1 70 0.092 35 31.6 9.367 69 10.7 242.777 

2 68.5 0.108 36 30.8 10.54 70 10.2 260.107 

3 67.1 0.126 37 30 11.849 71 9.8 278.093 

4 65.6 0.146 38 29.2 13.309 72 9.4 296.729 

5 64.2 0.17 39 28.4 14.937 73 8.9 316.007 

6 62.8 0.198 40 27.7 16.748 74 8.5 335.921 

7 61.5 0.23 41 26.9 18.763 75 8.1 356.46 

8 60.1 0.266 42 26.2 21.004 76 7.7 377.615 

9 58.8 0.308 43 25.5 23.492 77 7.3 399.374 

10 57.5 0.356 44 24.8 26.255 78 6.9 421.727 

11 56.2 0.411 45 24.1 29.29 79 6.6 444.661 

12 55 0.474 46 23.4 32.613 80 6.2 468.163 

13 53.8 0.546 47 22.7 36.244 81 5.8 492.219 

14 52.5 0.628 48 22.1 40.205 82 5.5 516.815 

15 51.4 0.722 49 21.4 44.516 83 5.1 541.936 

16 50.2 0.828 50 20.8 49.201 84 4.8 567.566 

17 49.1 0.95 51 20.2 54.283 85 4.4 593.691 

18 47.9 1.088 52 19.6 59.785 86 4.1 620.295 

19 46.8 1.245 53 19 65.733 87 3.8 647.359 

20 45.7 1.423 54 18.4 72.152 88 3.4 674.869 

21 44.7 1.625 55 17.8 79.068 89 3.1 702.807 

22 43.6 1.854 56 17.2 86.506 90 2.8 731.155 

23 42.6 2.112 57 16.7 94.493 91 2.5 759.898 

24 41.6 2.404 58 16.1 103.057 92 2.2 789.016 

25 40.6 2.734 59 15.6 112.224 93 1.9 818.493 

26 39.6 3.106 60 15 122.023 94 1.6 848.311 

27 38.7 3.525 61 14.5 132.482 95 1.3 878.453 

28 37.7 3.996 62 14 143.628 96 1.1 908.9 

29 36.8 4.526 63 13.5 155.489 97 0.8 939.636 

30 35.9 5.121 64 13 168.094 98 0.5 970.643 

31 35 5.789 65 12.5 181.471 99 0.3 1001.903 

32 34.1 6.538 66 12 195.646 100 0 1033.4 

33 33.3 7.378 67 11.6 210.649    

34 32.4 8.317 68 11.1 226.507    
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GCR Source 

 Before we discuss the set-up of the GCR source, it is important to stress that all the input 

directives of FLUKA originate from the FORTRAN fixed format cards. Originally, each card had six 

numerical fields (WHAT) and a character field (SDUM). When a directive requests more than one 

card, the user places the continuation symbol  '&' to continue the data input on a new card—a blank 

WHAT input field often means that the code assumes a default value.  

 Due to the vast transport conditions allowed by FLUKA to speed up the Calculation without 

incurring wrong approximations or missing some crucial settings, the code has several default 

settings that meet the typical simulation requirements called DEFAULT. Thus, we use the DEFAULT 

setting called “Precision”, adding some particular setting for the high-energy ions transport in the 

Calculation executed for this argument.  

 Implementing a complex model by directly editing the FLUKA input file is time-consuming 

and error-prone. Fortunately, the user has the aid of the FLAIR pre-processing code in which the 

users can insert all the directives in free format. After syntax checking, the code writes the final 

input in a fixed format. It also allows the 3D geometry visualisation and the use of geometric sections 

in orthogonal projection to debug the geometry layout.   

 The GCR ions source can be implemented using the GCR-SPE option of the SPECSOUR 

directive. SPECSOUR (SPECial SOURce) is the general card to define sources as colliding beams, 

galactic cosmic rays, solar particle events, synchrotron radiation, and multiple beams using up to 18 

entries (3 consecutive cards).  

 Table 3.3 reports an example of SPECSOUR input defining a CGR source. Figure 3.33  shows 

the FLAIR’s SPECSOUR card entries to call the GCR source,  and Table 3.3 reports the meaning of 

each entry.   

 

 

Figure 3.3 – Definition of the ion’s GCR source at an injection point above 

Houston using the FLAIR processor. 
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Table 3.3 – Definition of all particles flux GCR source using the SPECSOUR card 
  Value  

Card 1 What(1) 28 Definition of the ion composition (What (1)=Zmax + Zmin*100 with 1<Z<28), 

FLUKA reads the spectrum from files with the naming convention 

Z<PhiMV>.spc. For example, 01phi0465.spc is the spectrum for hydrogen ions 

modulated by a Solar Event minimum at 465 MV. Those files are combined to 

produce the overall spectrum between Zmin and Zmax. These spectra do not 

have a geomagnetic cut-off, and FLUKA executes a calculation of rigidity cut-

off according to a user-selected description of the geomagnetic field. 

 What(2) 6.449e8 cm Ion Injection Radius in cm (the earth centre is at the origin of the FLUKA 

reference system); 

 What(3) 0.3 Ion minimum energy (GeV) 

 What(4) 30000.0 Ion maximum energy (GeV) 

 What(5) 1.75 Spectral index for sampling (below transition energy) 

 What(6) 500.0 Transition energy (GeV) for sampling (above it, sample from 1/E) 

 SDUM GCR-IONF Specify that the galactic source is expressed as all particles' flux 

Card 2 What(1) 2 Select geomagnetic cut-off: 

• 0 - no geomagnetic cut-off.  

• 1 – geomagnetic cut-off is requested. 

• 2 – geomagnetic cut-off in what(2) 

 What(2) 1.75 Vertical geomagnetic cut-off at central latitude (GV) for What(1)= 2, no entry 

otherwise 

 What(3)  Number of energy points in the spectra (default 50) 

 What(4)  For testing (> 0 vertical run) 

 What(5)  Unused 

 What(6)  Unused 

 SDUM & ‘&’ this card is a continuation card 

 

 Once defined the GCR by SPECSOUR, the user initialises the local cosmic-ray source using the  

GCR-SPE cards. In this case, we invoke a GCR source at a minimum solar wind yielding a maximum 

intensity of the cosmic rays. Figure 3.4 reports the corresponding input card in FLAIR. 

 

  

Figure 3.4 – Initialisation of the GCR source as constituted by ions emitted at an injection point above 

Houston.  
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The routine starts sampling one GCR ion, first sampling its nucleus (selecting A and Z), their kinetic 

energy from its energy spectrum (modulated at the chosen Solar activity), and finally, their spatial 

positions. Then, the information was passed to the tracking routine that began its transport within 

the Earth's geomagnetic field represented in the dipole approximation. 

Transport options 

 As stated in the previous paragraph, the geomagnetic field is simulated as a dipole and, in 

such a first-order approximation, is tilted to the Earth’s rotation axis by ~11.5 degrees.  

 The geomagnetic field shielding capabilities are more effective in the function of the field 

orientation than the intensity. Consequently, the magnetic polar regions with greater field intensity 

are more poorly shielded than the equatorial.  

 FLUKA modulated the GCR primary spectrum imposing a vertical threshold on the ions' 

magnetic rigidity (see Equation 1.4), also called geomagnetic cut-off. The vertical geomagnetic cut-

off used in the present simulation has been calculated at each location using the online calculator 

[40]. 

The GCR ion, whose energy is above the geomagnetic vertical cut-off, penetrates the atmosphere 

and interacts with its nuclei (O, N, C and Ar in the actual model), generating an elaborate shower of 

particles (up to 180-190 secondaries for each primary particle history – see Figure 3.5) whose energy 

interval ranges from TeV to keV.  

 For this reason, we use the code version in which the relativistic interactions can be 

simulated using the Dual Parton Model  [41],  the relativistic Quantum Molecular Dynamics [42], 

Boltzmann Master Equation [21], and including the effect of the geomagnetic fields up to sea level.  

 Due to the large scale of the model and the complex nuclear reaction sequence, the 

simulation needs a long computational time to obtain a meaningful estimator convergence. 

 Our typical simulation uses 96 CPUs in “embarrassing parallelism modality”(see [31] and 

Chapter 2), each running a sample population of 100000 particles (a total of 9.6e6  primaries) 

following 1.7 billion secondary particles. The typical running time is between 4-7 hours.  
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Figure 3.5: CGR ion’s secondary particle shower in the Earth's 

atmosphere. 

 We reduced the computational by excluding the gamma photons transport and applying a 

biasing scheme for all unstable particles produced in the shower.  

In this scheme, all the unstable particles whose decay length is below a minimum are promoted to 

user-defined mean decay length. At the biased decay length, the code randomly decides whether 

the particle will survive after creating the decay products or not (Russian Roulette). In the case of 

survival, the statistical weight of the decay products is adjusted to balance the weight bias. In this 

way, tracks of unstable particles generate many decay events whose scores are re-normalised at 

their unbiased original probability (see Chapter 2, paragraph on Biasing techniques and [43] for 

details). 

Simulations set 

In the present simulation set, we use the FLUKA atmospheric model to estimate the radiation field 

induced by CGR at the location of three neutron measurement stations: two at sea level (Houston- 

HOU and New York City - NYC) and one at 1950 m of altitude (Mount Wilson – MW). Table 3.2 

reports the geographic coordinates and the local vertical cut-off.   

 Each FLUKA simulation estimates the complete distributions of the primary and secondary 

particles generated in the GCR shower. 
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Table 3.4: The three locations selected for the neutron flux estimations 

Location 
Altitude  

[km from sea level] 
Geographic Coordinate 

Magnetic Cut Off 
[GV] 

NYC 0.000 40N 74W 2.47 
HOU 0.000 30N 95W 4.56  

MW 1.950 44N 74W 1.85 

 

 Table 3.5 resumes the data collected at various altitudes above each of the considered 

location fluxes and their angular dependence at separation surfaces at various altitudes. Table 5 

resumes the estimator used in the present Calculation. 

Table 3.5: List of estimators, binnings and scoring altitudes  

Estimator Type Particles 
Energy 
Binning 

Angular 
binning 

Altitude 

USRDBX 
Flux on a surface 

BEAMPART 

0.3-30000 GeV (20 log-Bins) 40 

0 km, 2 km, 10 km, 70 km 

Proton 

Neutron 

Muon+ 

Muon- 

Pion- 
Pion+ 

Helium-4 

USRTRACK 
Flux averaged on a 

volume 

Hadron flux greater 
than 10 MeV 

(Scales as SEU) 
0.01 - 30000 GeV (40 bins) --- 

 

 Here, we limit comparing the simulation outcomes with experimental data to the neutron 

fluxes. In contrast, we discuss the other secondary particles' simulated data in inner congruency 

checks.  

 As reported in Table 5, we consider the estimation of some more exotic particles as muons 

(µ+ and µ-) and pions (π+ and π-) that are of interest for material radiation damage.  

 Pions are secondary particles that belong to the GCR shower in the atmosphere, and muons 

are their decay product (half-life 26 ns). The name pion is used for any of the three elementary 

particles:  π+, which is charged positively; its anti-particle π-; and the neutral form π0. Because of the 

absence of charge and their short half-life (8.4e-17 s), π0 are challenging to detect. The π consists of 

a quark and an anti-quark and therefore are the lightest mesons. The charged pions have a mass of 

139.6 MeV/c2, and their decay scheme is based on two branches 

1) π+ → µ+ + νµ             Decay in a muon and a muon neutrino (Branching ratio 0.9998) 

π- → µ- + �̅�µ    

 

2) π+ → e+ + νe              Decay in an electron and an electron anti-neutrino (Branching ratio 0.0001) 

π- → e- + �̅�e 

thus, the muons present in the atmospheric GCR shower belong to the decay of pions. µ- are 

similar to electrons but with greater mass and should not have any sub-structure. The half-life is 
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relatively long (2.2 µs) compared with other subatomic particles.   It has an anti-particle denoted 

by the µ+ symbol. The decays scheme is  

μ−  → e−  + �̅�e + νμ 

μ+  → e+ +  νe + �̅�µ 

Because of their greater mass and minor bremsstrahlung compared with electrons of the same 

energy, Muons penetrate deeper into the matter. That is why muons generated at great altitudes 

reach the ground and penetrate deep mines. 

FLUKA’s estimates of  some selected particles in the GCR atmospheric shower  

The following compares the simulated energy differential flux for some primary GCR ions and 

secondary shower products (neutrons, pions and muons) at 0 km, 1.9 km, 10 km and 70 km of 

altitude.  

 Table 3.6: uncollided (BEAMPART generalised particles- see FLUKA manual [43] ) GCR ion flux for the three considered 
locations at various altitudes estimated by FLUKA 

Altitude 0 km 1.9 km 10 km 70 km 

Location 
Ion flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Ion flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Ion flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Ion flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

6.50e-12 99% 2.96e-6 13.0% 3.80-3 0.46% 0.50 0.15% 

New York 
(2.47 GV) 

6.73e-7 49.9% 4.28e-6 19.2% 7.58e-3 0.45% 1.02 0.16% 

Mount 
Washington 

(1.85 GV) 
0.0 0.0 4.45e-6 24.6% 9.69e-3 0.55% 1.36 0.15% 

 

Table 3.6 compares the uncollided primary particle fluxes and the relative error associated with the 

inner MC convergence. The table also shows the vertical cut-off of each location (first column of 

Table 3.6). 

As the CGR ions penetrate deeper into the atmosphere, travelling in air layers of increasing density, 

the interaction probability also increases, causing a progressive extinction of the primary particles. 

This trend fully justifies the significant increases in the relative error at lower altitudes.  

As expected, the ion flux intensity increases with the vertical cut-off decrease. For example, at 70 

km of altitude, moving from Houston to Mount Washington, we observe progressive flux increases 

of factor 2. and 2.7, respectively, for a decrease of the geomagnetic cut-off of 0.54 and 0.41. The 

trend is similar also for the other altitude.  

 The zero scores for the flux at 0 km of altitude at Mount Washington (the location with the 

lowest vertical cut-off) find its explanation in a mixed effect of geomagnetic modulation of the GCR 

spectra and poor statistical sampling. Comparing the energy spectra reported in the series of Figures 

3.13a-3.15a, we can see that the flux increase at Mount Wilson is due to the growth of the low-

energy particle population admitted into the atmosphere by the lower vertical cut-off.  
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 Conversely, the high-energy tails of the spectra remain at almost similar intensities. 

Consequently, in the Mount Wilson simulation, the high-energy particles having a higher probability 

of penetrating the atmosphere are less sampled than the low-energy particles causing an absence 

of score at the altitude of 0 km. In principle, a meaningful score at 0 km of altitude for Mount Wilson 

can be obtained, increasing the sample of primary particles in the simulation. However, the 

simulation of the deep penetration of uncollided GCR ions into the Earth’s atmosphere goes beyond 

the scope of the present thesis and, in any case, could become a very intensive calculation task that 

could be motivated only by a strong interest in the estimations of this data.  

   Table 3.7: Proton flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
flux 

[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

5.56e-4 1.34% 3.01e-3 0.63% 0.15 0.32% 0.51 0.16% 

New York 
(2.47 GV) 

6.11e-4 2.04% 3.41e-3 0.91% 0.21 0.16% 1.02 0.17% 

Mount 
Washington 

(1.85 GV) 

6.15e-4 2.42% 3.42e-3 1.26% 0.23 0.18% 1.36 0.17% 

  

 Table 3.7 compares the proton flux intensities at the considered locations and altitudes. As 

already reported (Figures 6-7), protons are the dominant particles in the CGR population. However, 

despite the progressive attenuation of its primary flux, there are continuously re-created during the 

interaction of the secondary particles with the atmosphere. Consequently, the attenuation of the 

proton flux is less severe (3 orders of magnitude) than the one of the uncollided GCR ions flux (from 

8 to 12 orders of magnitude).  

 The fluxes intensities scale correctly with the vertical cut-off, and the relative error ranges 

from 0.5 to 2.5%, ensuring the statistical congruency of MC results. A hypothesis that explains the 

proton spectral pattern (see Figures 13b, 14b and 15b) is characterised by a broad maximum in the 

energy range from 100 keV to 0.1 GeV followed by a fast decreasing high energy tail (up to 10 TeV), 

is that the substitution of the primary protons with secondary proton sustain the intensity in the 

first energy range. Conversely, the latter energy range, which has a higher probability of containing 

protons of cosmic origin, attenuated more during the penetration into the atmosphere. 

Table 3.8: Neutron flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
flux 

[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

2.18e-2 0.63% 0.12 0.27% 2.67 0.1% 0.75 0.10% 

New York 
(2.47 GV) 

2.57e-2 0.94% 0.14 0.42% 3.85 0.12% 1.27 0.13% 

Mount 
Washington 

(1.85 GV) 
2.61e-2 1.14% 0.15 0.56% 4.25 0.14% 1.52 0.12% 
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 The results reported in Table 8 concern secondary neutrons generated within the 

atmospheric showers at various depths that travel in all directions from their origin. The maximum 

neutron flux intensity is at 10 km of altitude for all the considered locations.  

 To explain this result, we must consider neutrons directed toward higher altitude travel in a 

less dense medium, experimenting with progressively less extinction. Conversely, travelling along 

the opposite path toward the heart surfaces they have a higher capture probability.  

 Furthermore, the secondary particles that could generate neutrons increase the probability 

of undergoing such reaction channels in the densest atmospheric layers located at low altitudes. 

 The combination of this effect maximises the flux of secondary neutrons at altitudes 

between 10 to 70 km. The neutron flux intensities scaling according to the local magnetic cut-off, 

inherited by their parent, is another confirmation of their production as secondary particles in the 

FLUKA model. 

Table 3.9: Alpha (4He) flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
(Mag. cut-

off) 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

3.89e-7 34.8% 3.03e-6 20.6% 9.37e-5 4.41% 6.35e-2 0.41% 

New York 
(2.47 GV) 

6.30e-7 57.7% 4.64e-6 28.02% 1.32e-4 5.47% 0.12 0.35% 

Mount 
Washington 

(1.85 GV) 
4.78e-7 95.2% 8.51e-7 47.7% 1.35e-4 6.86% 0.146 0.29% 

 

 Alpha particles (4He) are included in the primary emission of the GCR ions and, as reported 

in Table 3.9, show their maximum emission at 70 km altitudes for all locations (see also Figures 13d, 

14d, and 15d). The flux intensities agree with the vertical cut-off modulation.  

Table 3.10: π+ flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
(Mag. cut-

off) 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

4.86e-6 13.0% 1.78e-5 4.43% 8.60e-4 0.85% 2.99e-6 18.0% 

New York 
(2.47 GV) 

3.31e-6 13.2% 1.92e-5 7.32% 9.44e-4 1.53% 8.20e-6 27.7% 

Mount 
Washington 

(1.85 GV) 
4.43e-6 16.4% 1.70e-5 7.51% 9.57e-4 1.98% 1.04e-5 57.5% 
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Table 3.11: π- flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
(Mag. cut-

off) 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

4.06e-6 7.47% 2.26e-5 4.35% 8.32e-4 0.83% 2.84e-6 22.3% 

New York 
(2.47 GV) 

3.64e-6 12.7% 2.49e-5 6.84% 9.37e-4 2.02% 7.59e-6 36.7% 

Mount 
Washington 

(1.85 GV) 

6.90e-6 22.9% 2.55e-5 8.59% 9.21e-4 2.14% 1.88e-6 51.3% 

 Tables 3.10-3.11 report the total flux intensities for π- and π+ at the considered locations, 

whereas Figures 3.13 to 3.15 (g and h) report the energy spectra. Pions, like neutrons, are pure 

secondary particles belonging to the GCR atmospheric interactions. Thus, in analogy with neutrons, 

the maximum pion fluxes are at 10 km of altitude. 

 Table 3.12: µ+ flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
(Mag. cut-

off) 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

1.05e-2 0.18% 1.55e-2 0.16% 7.62e-2 0.13% 1.83e-4 7.32% 

New York 
(2.47 GV) 

1.05e-2 0.26% 1.56e-2 0.24% 8.38e-2 0.72% 2.22e-4 7.04% 

Mount 
Washington 

(1.85 GV) 
1.05e-2 0.57% 1.55e-2 0.28% 8.36e-2 0.23% 1.72e-4 7.30% 

 

Table 3.13: µ- flux for the three considered locations at various altitudes estimated by FLUKA 
Altitude 0 km 1.9 km 10 km 70 km 

Location 
(Mag. cut-

off) 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

flux 
[cm-2 s-1] 

% of 
Relative 

Error 

Houston 
(4.56 GV) 

8.67e-3 0.18% 1.30e-2 0.18% 6.73e-2 0.13% 1.24e-4 6.02% 

New York 
(2.47 GV) 

8.65e-3 0.30% 1.30e-2 0.28% 7.27e-2 0.23% 1.81e-4 11.6% 

Mount 
Washington 

(1.85 GV) 

8.67e-3 0.38% 1.31e-2 0.30% 7.30e-2 0.28% 1.27e-4 9.45% 

 

Muons belong to the decays of Pions, and their flux intensities have the same pattern as the 

secondary particles (see Tables 3.12-3.13, Figures 3.13 to 3.15, e-f). A possible explanation for the 

absence of vertical cut-off modulation could be mainly imputed to the fact that, as tertiary particles 

within showers, they lost memory of such modulation.    
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a) b) 

c) d) 

e) f) 

g)  h) 

Figure 3.13 - Estimates of the energy distribution of particle fluxes at 70 

km, 10 km, 1.9 km, 0 km above Houston: a) Primary GCR ions; b)Protons; 

c) neutrons; d) alpha; e) Muon+ ; f) Muons-; g) Pion+; h) Pion-. 
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a) b) 

c) d) 

e)  f) 

g)  h) 

Figure 3.14 - Estimates of the energy distribution of particle fluxes at 70 

km, 10 km, 1.9 km, 0 km above New York: a) Primary GCR ions; b)Protons; 

c) neutrons; d) alpha;  e) Muon+ ; f) Muons-; g) Pion+; h) Pion-. 
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a) b) 

c) d) 

e) f) 

g)  h) 

Figure 3.15 - Estimates of the energy distribution of particle fluxes at 70 

km, 10 km, 1.9 km, 0 km above Mount Washington: a) Primary GCR ions; 

b)Protons; c) neutrons; d) alpha ;  e) Muon+ ; f) Muons-; g) Pion+; h) Pion-

. 
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Single Events Upset estimation 

Table 3.12 reports the estimates of the cumulative hadron flux with energy above 20 MeV. FLUKA 

allows the users to estimate cumulative hadron flux (generalised particle HADGT20M) in user-

selected energy binning using a track-length estimator.       

Table 3.12:  Hadron flux greater than 20 MeV (proportional to Single Event Upset) 
Altitude 0 km 1.9 km 10 km 70 km 

Location HADGT20M 
% of 

Relative 
Error 

HADGT20M 
% of 

Relative 
Error 

HADGT20M 
% of 

Relative 
Error 

HADGT20M 
% of 

Relative 
Error 

Houston 
(4.56 GV) 

0.0077 0.40% 0.034 0.23% 0.776 0.08% 0.913 0.08% 

New York 
(2.47 GV) 

0.0088 0.61% 0.042 0.29% 1.099 0.09% 1.713 0.11% 

Mount 
Washington 

(1.85 GV) 
0.0092 0.73% 0.043 0.35% 1.206 0.12% 2.186 0.10% 

 

This estimator is handy because the hadron fluxes above 20 MeV are proportional to the amount of 

Single Event Upset in the electronic device during irradiation with hadrons. Therefore, knowing the 

SEU cross-section for a given electronic device [44], we can calculate the probability of SEU for a 

given irradiation field.  

 For example, we compare the HADGT20M total flux irradiation of the same material at 70 

km at Houston, New York and Mount Wilson. According to the geomagnetic modulation, the SEU 

probability concerning Houston increases by a factor of 1.87 in New York and 2.39 at Mount 

Washington.  
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Neutron Flux Comparison between FLUKA and BSY model 

 This paragraph compares the FLUKA estimates of the neutron fluxes obtained for the 

Houston, New York and Mount Washington locations with the correspondent experimental 

outcomes elaborated through the Below, Struminsky, and Yanke (BSY) semi-empirical model.       

 

Figure 3.16 - Comparison of neutron energy distribution flux from GCR shower 
at HOUSTON measurement station: FLUKA estimate (Black), Calculation with 
the BSY model (Green), and the experimental reference flux of New York 
measurement station (Red). 

Figure 3-16 compares Houston's neutron flux (green curve) obtained with the BSY model and the 

FLUKA simulation (black curve). The experimental reference flux of New York used in the BSY model 

(red curve) to rescale the data at the local geomagnetic cut-off is also reported. 

  Due to their experimental nature, BSY and reference fluxes cover a narrower energy interval 

(5e-4 - 118 GeV) than the FLUKA estimate (1e-13 – 16.9 TeV). Despite such limitations, the 

agreement between the green and the black curve is satisfactory. 

  However, in the low energy range (5e-14 – 0.6 GeV), FLUKA underestimates the experiments, 

whereas, in the high energy range (0.6 – 118 GeV), FLUKA overestimates it. Such deviations should 

derive from the reconstruction process with the answer function of the Bonner sphere set used for 

the Houston measurements that need to filter away the contributions of down scattered neutrons 

from a higher energy. This hypothesis is reinforced by the systematic lower intensity of Houston’s 

data at higher energy, probably due to the down scattering of a fraction of such neutrons within the 

Bonner Sphere apparatus. Another contribution to the FLUKA overestimation could be imputed at 

the progressive detection efficiency loss with the neutron’s kinetic energy.    
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a) 

 b) 

Figure 3.17 - a) Comparison of  FLUKA estimates and experimental data for the 
neutron spectrum at Mount Washington; b) the same comparison for  New York 
City measurement stations. 

Figures 3.17a compare Mount Washington data with the same FLUKA estimations and show the 

same trends as those obtained for Houston. Figure 3.17b shows the same comparison with the New 

York station.  
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 In both comparisons, the flux overestimation in the high-energy region is slightly more 

significant than in the case of Houston. However, the neutron spectra flux are in good agreement, 

and the difference in intensity should be reduced by refining the FLUKA with the inclusion of the 

ground albedo effect, the modelling of the detector answer function, the fine-tuning of the 

geomagnetic cut-off, and a solar modulation closer to the experimental one.         

a)

 b) 

Figure 3.18 - Comparison of neutron energy distribution flux from GCR shower 
at New York measurement station: a) FLUKA estimate b) Calculated with the 
BSY model. 
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Finally, Figure 3.18 shows the neutron spectra of the New York station at the altitudes of 0, 1.9, 10 

and 70 km as obtained from the FLUKA simulations (Figure 3.18a) and the same spectra from the 

BSY model (Figure 3.18b). In the case of the BSY model, the neutron flux intensity is proportional to 

the altitude and reaches its maximum at 70 km of altitude. Conversely, in the FLUKA simulation, the 

maximum neutron flux intensity is at 10 km and progressively decreases for further altitude 

increases. The FLUKA behaviour is compatible with a neutron source delocalised across the whole 

atmosphere, as in the case of secondary particles generated from a GCR primary during an 

atmospheric shower. The BSY responses are compatible with a neutron source located outside the 

atmosphere with the neutron progressive neutron penetration in the atmospheric layer, and their 

consequent intensity decrease.   

Conclusions 

 We look for simulation tools capable of evaluating the GCR radiation field and its 

transformation during the interaction with Solar activities, the Earth's geomagnetic field and the 

atmosphere. 

 Based on a careful examination of the MCNP license agreement, we discover that the code 

release to foreign institutions is not allowed for aerospace applications.  

 However, FLUKA is best fitted for high-energy simulations and coupling with magnetic fields. 

Its standard package has a built-in model for the simulations of CGR and SE sources, including a 

model of the Earth's atmosphere. According to this fact, choosing FLUKA  for this first round of 

preliminary activities is mandatory. 

 The main objectives of the activities are to learn how to use the GCR tools of FLUKA, acquire 

the skill to critically review some simulation results and compare them with experimental outcomes. 

 For this scope, we selected the measurement of the atmospheric neutron spectra carried 

out in three experimental stations in the USA (Mount Wilson, Houston, and New York).  

 The FLUKA simulation of each experimental station requests the selection of the local 

properties of the geomagnetic field, its interaction with the incoming GCR particles, and the 

progressive penetration of all the particles in the atmospheric layers up to the estimation zones. 

 Finally, the model definition offers the possibility to increase our knowledge of the general 

problem and a deep understating of the actual limit of the model. 

 The resulting simulated spectra are in relatively good agreement with the measurements. 

However, modelling the detector answer function in FLUKA should probably decrease the 

discrepancy.  

 During the simulation, we collected results regarding the secondary particles that belong to 

the high-energy channels of the interaction of the GCR ions with the matter. In many cases, the 

range of inspecting energy is entirely above the limit of the rQMD. Therefore, it needs the DPM 

event generator fully implemented in FLUKA.  
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Chapter 4 - The ground irradiation facilities  
 

Introduction 

 The new generation of electronic components is faster, cheaper, and more versatile than the 

traditional “radiation hardening components” used in aerospace [45]. However, their reduced 

dimensions are more prone to radiation-induced faults and need dedicated qualification tests. 

 Based on what was discussed in the previous chapters, it is clear that the mixed and dynamic 

radiation fields encountered in spatial missions are not fully reproducible in the traditional nuclear 

irradiation facilities (accelerators, research nuclear reactors, radioisotope sources) and dedicated 

new facilities are under design [46]. 

 In the meantime, to overcome the lack of representativity of the actual irradiation facilities, 

testing components and systems is often a matter of cross-checking between results obtained from 

the different types of irradiation facilities  [47]. 

 There are tests carried out to establish the merchandise category of a component, calibrate 

a system, collect failure data for availability assessment, explore the possibility of using a new 

component instead of an old one, and develop sensors for research and exploration. 

 Apart from the problems connected to the representativity of a test relative to a given 

mission, there are also accessibility problems connected with safety and radioprotective concerns. 

For example, tests carried out with neutrons on research nuclear reactors that request one of the 

most strict irradiation protocols among the irradiation facilities need a dedicated feasibility study 

where all the concerns regarding the safety of the reactor operations, the samples' integrity and 

their post-irradiation status, as well as the specific radioprotection measures, must be investigated 

and correctly solved. Furthermore, at the end of the irradiation, the sample is often activated and 

needs a cooling period before it can be manipulated (this is also valid for some accelerator 

irradiation tests) in a laboratory for further tests.   

 Thus, selecting the irradiation facilities for a set of meaningful irradiation tests on systems 

and components for a given mission scenario is based on their representativity, accessibility, safety, 

and economic viability.  

 However, a first performance comparison between facilities based on general metrics can 

be made by modelling the interaction of their source particles in reference material and estimating 

some standard quantities. For example, in the following, using a set of simple FLUKA simulations, 

we estimated the levels of damage in a Silicon slab irradiated with distinct sources of neutrons, 

protons, electrons, 56Fe ions and mixed electrons and γ photons radiation field from the 

spontaneous β- decay of 60Co source.   

 The motivation for the use of pure Silicon is that its damaging radiative mechanism is well 

assessed, allowing the introduction of concepts like the Displacement Per Atom (DPA), 1 MeV 

Neutron Silicon Equivalent (1MEVNSiEQ) fluence that are very useful to compare the damage level 

produced by different kind of radiative sources. Furthermore, Silicon is extensively used in micro-
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electronics, and the radiometric characteristics of semiconductors with alternative compositions 

(such as GaAs [48]) were assessed using similar procedures. 

 Finally, the 60Co source is also used to simulate the calibration of a radFET [49-51], often 

used as an integral dose radiation monitor in aerospace. The quantities obtained in the radFET 

calibration procedure were compared to those obtained using the  Van Allen Belt’s whole 

radiation field. 

The Si slab model definition 

Generalities on solid irradiation 

 During their transport in solids, the nuclear particles interact with the atoms of the crystal 

network and, locally and globally, modify the lattice structure. Those crystalline network 

modifications are generically referred to as “damages”. According to the particles' nature, elastic or 

inelastic interactions produce the recoiling of the atoms, also known as  Primary Knock-on Atoms 

(PKA) [52], that start travelling across the crystal network until the crystalline field dissipates their 

recoil kinetic energy. The PKAs return to rest in positions that are misplaced from the one expected 

for a perfect crystalline network generating defects and accumulating residual energy into the 

crystalline network. 

 Sometimes, the particle's kinetic energy is sufficiently high to activate various nuclear 

reaction channels generating a daughters’ particle shower that induces further defects in the 

material.  

Displacement Per Atom 

 The unit frequently used for measuring radiation damage in materials is the Displacement 

Per Atom (DPA. Displacement damage can be produced by charged particles, neutrons, ions and 

high-energy photons. The DPA quantity is directly related to the total number of induced defects 

according to the relation   

𝐷𝑃𝐴 =  
𝐴

ρ𝑁𝐴
 𝑁𝐹                     Equation 4.1 

Where   

A = Mass Number; 

ρ= bulk density g/cm3; 

𝑁𝐴 = Avogadro Number; 

𝑁𝐹 = number of Frenkel pairs; 

 Starting from the Frenkel pair, we briefly review some concepts at the base of the 

induction of the defects in solids by radiation.  
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Frenkel pair  

 A Frenkel pair is a defect constituted by a vacancy aside from an interstitial atom in a 

crystalline compound [52], defining the Total number of defects as  

𝑁𝐹 =  κ 
ξ(𝑇)𝑇

2 𝐸𝑡ℎ
            Equation 4.2 

κ= displacement efficiency (typical value 0.8); 

T = kinetic energy of the PKA; 

𝐸𝑡ℎ  = is the displacement damage threshold; 

ξ(𝑇)= is the Lindhard partition function; 

The factor 2𝐸𝑡ℎ  is due to the hard-sphere model, which assumes that the energy is equally shared 

between the two atoms on each collision. The threshold displacement energy Eth constitutes the 

minimum energy, averaged in all crystallographic directions, necessary to promote the creation of 

the defects. Its value is tens of eV depending on the material.  

 The displacement efficiency κ = 0.8 compensates for the deviations from the hard-sphere 

model due to the forward scattering in the displacement cascade. It can be considered independent 

of T only in the T ≤ 1−2 keV range, and at higher energies, the development of collision cascades 

results in defect migration and recombination of Frenkel pairs due to overlapping of different 

branches of a cascade which translates into the decay of κ(T). The efficiency in question only slightly 

depends on atomic number Z and the temperature.  

The first model for the calculation of 𝑁𝐹  was developed by Kinchin and Pease, assuming that the 

atom cascade is created by a sequence of two-body elastic collisions between atoms, that becoming 

ions acquire a certain amount of kinetic recoil energy. In such collisions, it is assumed that there is 

no energy transferred to the lattice. When the ion recoil energy is below an ion-specific cut-off 

energy Ec, the electronic stopping force is neglected, and only atomic collisions occur. Above the 

cut-off energy Ec, no additional displacement occurs. The hard-sphere model gives the energy 

transfer cross section. According to the above assumptions, the number of defects ν(T) are 

ν(𝑇) = 0;                   𝑓𝑜𝑟 𝑇  0 < 𝑇  ≤  𝐸𝑡ℎ ; 

ν(𝑇) = 1;                 𝑓𝑜𝑟 𝐸𝑡ℎ < 𝑇  ≤  2𝐸𝑡ℎ : 

ν(𝑇) =  
𝑇

2𝐸𝑡ℎ
;           𝑓𝑜𝑟  2𝐸𝑡ℎ < 𝑇  ≤  𝐸𝑐 ; 

ν(𝑇) =
𝐸𝑐

2𝐸𝑡ℎ
;                         𝑓𝑜𝑟  𝑇 >  𝐸𝑐  ; 

The relation between the displaced atoms and the kinetic energy of the PKA is reported in Figure 

4.1, where collision generating ions recoil below 𝐸𝑡ℎ  do not yield any defect. When the ion recoils 

with kinetic energy  𝐸𝑡ℎ < 𝑇  ≤  2𝐸𝑡ℎ  just one defect per hit is generated. Conversely, when the 

kinetic energy is in the range 2𝐸𝑡ℎ < 𝑇  ≤  𝐸𝑐   the number of defects grows up linearly with T. Above 

Ec, where nuclear collisions dominate, the ions produce a constant number of defects 

independently from the ion kinetic energy, and the curve reaches a new plateau.  
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Figure 4.1 - Number of defects ν(T) vs the recoiling atom kinetic energy T 

modelled by Kinchin and Pease.  

Lindhard Partition Function ξ(T) 

 In the Kinchin and Pease model, the product ξ(T) T is closely related to the so-called non-

ionizing energy loss ( NIEL). The term non-ionizing can be confusing because ion species are, in any 

case, involved in the NIEL interactions. It refers essentially to the interaction between an ion 

“hitting” the nucleus of an atom and recoiling away against the nucleus's electrostatic barrier. In the 

general case, NIEL is determined by the relation: 

𝑁𝐼𝐸𝐿(𝐸) =  
𝑁𝐴

𝐴
  ∫ ξ(𝑇)𝑇 

𝑑σ

𝑑𝑇
𝑑𝑇

γ𝐸

0
     Equation 4.3 

γ𝐸 = 𝑇𝑚𝑎𝑥;   γ =  
4𝑚𝑀

(𝑀+𝑚)2
        

Where E is the projectile's energy, m and M are the masses of the projectile and material atom, 

respectively. The value of ξ(T) gives the fraction of the stopping force S(T) (see below for stopping 

force definition) that goes into NIEL. Therefore ξ(T)=Sn(T)/S(T), with the Sn(T) being the nuclear 

stopping force. Lindhard approximated the value of ξ(T) as 

𝜉(𝑇) =
1

1+ 𝐹𝑙(3.4008 𝜀(𝑇)
1

6⁄ +0.40244 𝜖(𝑇)
3

4⁄ + 𝜖(𝑇) )
 ; 

𝐹𝑙 = 30.724 𝑍1𝑍2 √𝑍1

2
3⁄ + 𝑍2

2
3⁄    ;                      Equations 4.4 



57 
 

𝜖(𝑇) =  
𝑇

0.0793 
𝑍1

2
3⁄  √𝑍2

(𝑍1

2
3⁄ + 𝑍2

2
3⁄ )

3
4⁄  

 
(𝐴1+ 𝐴2)

3
2⁄

𝐴1

2
3⁄  √𝐴2

; 

 Here subscript 1 refers to the projectile, 2 to the target, Z is the charge, and A is the mass 

number. The Lindhard partition function fits quite well with more accurate calculations up to the 

energy of 1 keV. The reason for the deviation mainly resides in the Lindhard assumption that 

electrons do not produce recoil atoms, the atomic binding term is negligible, the energy transfer to 

electrons is small (in a relative measure), and the kinetic energy of the PKA is small compared with 

the projectile kinetic energy; 

 Nuclear Stopping Force  

For the estimation of DPA with the NRT model, Equations 4.2 and  4.3 use the NIEL and the Lindhard 

partition function ξ(T). Both are based on the unrestricted energy nuclear stopping force: 

𝑆𝑛(𝐸) = 𝑁 ∫ 𝑇 
𝑑σ

𝑑𝑇
𝑑𝑇

γ𝐸

0

        𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 4.4 

where N is the atomic density, T is the energy transfer during ion-solid interaction, and dσ/dT is the 

differential scattering cross-section. With the above approach, we are overestimating the DPA since 

we are also summing up all recoils with T that is smaller than the damage threshold Eth.  

 More appropriate estimation of the DPA will imply using the restricted energy nuclear 

stopping force for recoils with energy T above the damage threshold Eth as: 

𝑆𝑛(𝐸, 𝐸𝑡ℎ) = 𝑁 ∫ 𝑇 
𝑑σ

𝑑𝑇

γ𝐸

𝐸𝑡ℎ
 𝑑𝑇               Equation 4.5 

The main feature of this approximation is that it can be employed for any projectile-target 

combination with any charged particle.  

 

Equivalent Damage  

The proportionality of neutron damage to the non-ionizing energy deposition of the PKA (and its 

damage cascade) in silicon has been widely validated. Consequently, the displacement kerma as a 

function of energy is used as a damage function defined as follows 

F̅D =
∫ ϕ(E) FDdE
∞
0

∫ ϕ(E)dE
∞
0

          Equation 4.5 

Where: 

�̅�𝐷= average damage produced per neutron (damage constant); 

ϕ = ∫ ϕ(𝐸)𝑑𝐸
∞

0
 the total neutron fluence; 
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Since �̅�𝐷  ∗  ϕ1 is the total amount of displacement damage, a particle fluence that would produce 

an equivalent amount of displacement damage is  

�̅�𝐷𝐸𝑅𝑒𝑓
  ∗  ϕ𝐸𝑅𝑒𝑓

=  �̅�𝐷  ∗  ϕ1      Equation 4.6 

Where Eref is the reference energy of 1 MeV, and the damage cross-section for Si at 1 MeV is selected  

as a reference  �̅�𝐷,1𝑀𝑒𝑉  = 95 MeV mbarn. 

Consequently, the 1 MeV equivalent fluence [53] for a given particle is  

ϕ1 =  
1

𝐹𝐷,1𝑀𝑒𝑉
  ∫ ϕ(𝐸)𝐹𝐷(𝐸)𝑑𝐸

∞

0
      Equation 4.7 

It is also advantageous to define the “Silicon Hardness parameter” [53] as the averaged damage 

caused by the present spectrum compared to 1 MeV neutron: 

𝐻𝑃𝑆𝑖 =  
∫ ϕ(𝐸)𝐹𝐷(𝐸)𝑑𝐸
∞
0

ϕ(𝐸> 3 𝑀𝑒𝑉) 𝑆𝑃 𝐹𝐷,1𝑀𝑒𝑉 
 =  

∫ ϕ(𝐸)𝐹𝐷(𝐸)𝑑𝐸
∞
0

ϕ 𝐹𝐷,1𝑀𝑒𝑉 
   Equation 4.8 

Where  𝑆𝑃 =  
ϕ

ϕ(𝐸 > 3 𝑀𝑒𝑉)
  is the total particle fluence φ ratio over the fluence above 3 MeV.   

FLUKA simulations tests 
 Concerning the test geometry reported in Fig. 4.1, a Silicon (see Table 4.1 for composition 

and bulk density) slab of 0.2 cm thickness and a surface of 7 x 7 cm2 is considered. The slab is 

irradiated by a spatially homogeneous, ideally-collimated particle field normally impinging on one 

of the large surfaces. This almost unrealistic emission modality simplifies understanding the 

modelling of radiation damage. It also allows a quantitative comparison between interactions with 

the different sources representative of the various irradiation facilities. 

 

Figure 4.2- Side view: The black arrows show the direction of the collimated 
neutrons current emitted from the source: it evenly impinges the 7x7 cm2 surface 
of the Si slab.   
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Table 4.1 -  Silicon Isotopic Composition (Bulk Density = 2.29 g/cm3) 

Isotope ZAID atom fraction 

Si28 14028 0.9223 

Si29 14029 0.0467 

Si30 14030 0.0310 

 

Table 4.2 resumes the FLUKA simulation set and the principal quantity estimated to compare the 

damage induced in the silicon slab with the various simulated source. The 1 MeV neutron source is 

exemplificative of the fission spectrum of the TAPIRO nuclear reactor [32] at the ENEA Casaccia 

research centre, whereas 30  MeV electrons and 70 MeV protons [59] are the maximum energies of 

the beams available at the ENEA Frascati Research centre.  Finally, 56Fe has been selected because 

of its relatively high abundance in GCR (see Chapter 5). 

Table 4.2 - Resume of the FLUKA simulation set 

Source Source description Estimated quantity 

60Co 
Mixed electron (continuous emission up to 1.5 MeV) 
and γ photons (discrete emission with primary peaks 

at 1.17 and 1.33 MeV) from the 60Co decay 

Dose, 1 MeV Si equivalent 
fluence, DPA 

1 MeV neutron 

A collimated beam from a planar source 
30 MeV electron 

70 MeV proton 
56Fe ions 7 

GeV/n 

 

Simulation results  

 Table 4.3 reports the results from the FLUKA simulations normalised for one primary particle. 

As reported in the second column, the deposited energy increases for charged particles with kinetic 

energy, except for the protons. Due to their particular mechanism, protons suddenly concentrate 

the deposited energy at the end of the range (Bragg peak). At 70 MeV of kinetic energy, the proton 

Bragg peak is of the order of centimetres. Consequently, only 5% of the proton energy is deposited 

in the thin Si slab. The 56Fe ion imparts the greatest energy deposition due to its high kinetic energy.  

 Table 4.3 - Resume of the FLUKA simulation set 

Source 

Deposited 
energy 

%Fraction 
of 

absorbed 
energy 

DPA 
1 MeV Si eq. 

Fluence 

[GeV primary-1] % [primary-1] [cm-2 primary-1] 

60Co* 6.84E-5 3% 1.43E-25 4.87E-06 

1 MeV neutron 1.96E-06 0.19% 3.44E-22 2.38E-02 

30 MeV electron 2.20E-02 73% 1.23E-23 1.40E-03 

70MeV proton 3.67E-03 5% 3.33E-22 3.31E-02 

7GeV/nuc.  56Fe 0.484 0.12% 1.15E-20 4.54E-02 

* For 60Co, the results are per decay → Bq-1 
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 Examining the third and fourth columns of Table 4.3, where the fraction of energy deposited 

by each particle in the Si slab and the DPA per primary particle are reported, it is possible to compare 

the radiation damage of each particle.  

 The low 3% amount of energy deposited by 60Co is mainly caused by the less penetrating 

electrons that carry a small amount of energy, according to the β- decay’s energy balance. In 

contrast, the most significant fraction of the decay is carried by γ photons that quickly escape the Si 

slab.  

 The 1 MeV neutrons generate a DPA amount of the same magnitude as 70 MeV protons 

using only 0.19% of the emitted energy versus the proton 5%. The neutrons’ high efficiency in 

generating displacement is due to their electric-neutral nature. Neutrons do not develop an 

electronic stopping force and collide with the nuclei maintaining their original kinetic energy and 

justifying the reported high DPA level for neutrons.   

 30 MeV electrons, in line with their energy deposition modality composed of both electronic 

and nuclear stopping force, realise the second lower score for DPA after the 60Co despite having the 

most significant deposited energy fraction (70%) of all series.  

 Noteworthy, the 56Fe releases only 0.12% of its kinetic energy in the interaction with the 

slab, but, being its total kinetic energy of 392 GeV, it corresponds (see the last row of the second 

column of Table 4.3) to an absolute energy deposition of 484 MeV per primary that induced the 

highest DPA amount. 

 Coming to the 1 MeV Si equivalent fluences (Table 4.3- fifth column), the reported values 

reproduce the findings obtained for DPA values on a different scale. This last consideration deserves 

further studies in perspective using neutrons to accelerate the damage accumulation generated by 

protons and electrons of higher energies.  

The FLUKA simulation of the radFET calibration  

Generalities on radFETs and the VT-02 Varadis radFET  

 The usability of MOSFET, the Metal Oxide Semiconductor Field Effect Transistor, as a 

radiation dosimeter was first introduced by Holmes-Siedle in 1974 [49]. radFET  (Radiation sensing 

Field effect transistor, a p-channel MOSFET) dosimeters are based on a radiation-induced charge 

trapping at the Si/SiO2 interface, causing a variation of the threshold voltage (Vth), measured at a 

constant source-drain current. Vth is then a measure for the dose deposited in the gate oxide.  

 According to Figure 4.3, when the radFET is exposed to ionising radiation, electrons and holes 

are generated in the gate oxide. A fraction of the carriers recombine immediately, and the remaining 

part drifts under the electric field, which is present in the oxide. If a positive bias is applied to the 

gate, the electrons will quickly travel to the gate electrode and leave the oxide. The holes move more 

slowly towards the silicon substrate and accumulate at the SiO2/Si interface, where a certain number 

of them get trapped, causing an increase of positive charges that shift the device flip-on at a higher 

threshold voltage Vth. 
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When a dose-calibrated radFET is mounted on a proper circuit and located in the zone of interest, it 

is possible to measure the time-integrated dose in real time.  

 
Figure 4.3 – Schematic view of irradiation's radFET mechanism of electron and 
hole formation.     

 Consequently, it is interesting to simulate the radFET calibration procedure using FLUKA to 

investigate the individual contribution of primary and secondary particles within the sensitive 

volume of the radFET and then compare such results with the ones obtained with particles and 

energies that cannot be evaluated experimentally, such as the one encountered in the ABCS mission 

orbit (see Chapter 6). 

 Specifically, in the limit of the maximum dose of 100 krad [Si] imparted to the Varadis-Vt02 

radFET (dose rate of 5 krad/h [Si]) during an experimental calibration procedure with a 60Co source 

[54], we define a set of FLUKA simulations to compare the doses delivered to the SiO2 gate and Si 

substrate of the radFET.   

 The VT02 is Varadis 400nm RADFET chip packaged in a height lead ceramic side braze 

package. The part consists of two identical RADFETs, R1 and R2, and a diode (Figure 4.4). The radFETs’ 

gate oxide thickness is 400nm, width =300μm, length = 50μm. The radFETs have individual gate and 

drain terminals, while the source and bulk are common and connected; this is also the diode bulk 

contact. 
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Figure 4.4 – The Varadis VT02 scheme and pins description. 

 

Implementation of the VT-02 radFET geometry in FLUKA 

 Figure 4.5 reports the dimensions of the actual VT02 radFET on the left side of the picture 

when a geometric cross-section of the FLUKA model geometry is reported on the right side. The 

planar source is above the radFET upper surfaces and uniformly irradiates the device. 

 

 

Figure 4.5 – Comparisons of the FLUKA model with the technical drawing of the 
Varadis VT02 radFET.  

Radiation source selected for the simulation    

 As an orbital radiation source, we use the spectra and intensities of some of the radiation 

terms determined by SPENVIS for the ABCS mission (see Chapter 5). The 60Co source intensity has 

been derived from the data reported in [54]. Table 4.4 reports the source intensities for trapped 

particles and some GCR ions used in this simulation. As already said, the orbital source terms will be 

emitted from a planar source in which the particles are ideally collimated to impinge orthogonally 

on the radFET surface. Conversely, the electrons and photons originating from the decay have the 
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direction and energy distributions generated according to the β- decay modality and are not 

collimated as the orbital sources. 

Table 4.4 – Source intensity to normalize the FLUKA results 

Source Source intensity Units 

60Co 4.92E+09 Bq=decay/s 

Trap. Electron 7.48E+06 *p/s 

Trap. Proton 3.93E+06 p/s 

GCR-H 7.0912 p/s 

GCR-He 0.51914 p/s 

GCR-Fe 1.74E-03 p/s 

 *p=particle or ion. 

 The intensity values will be used to normalise the FLUKA results that are given in terms of 

per primary unit. For example, the volume integrated deposited energy estimated in Table 4.3 by 

FLUKA for the irradiation of the Si slab with trapped proton is 6.84e-5 [GeV primary-1]. Using the 

source intensity reported in Table 4.4, we obtain the deposited power P in a steady irradiation state 

according to  

𝑃 =  1.96𝐸 − 6 [ 
𝐺𝑒𝑉

𝑝𝑟𝑖𝑚𝑎𝑟𝑦
]  𝑥  3.93𝐸6 [

𝑃𝑟𝑖𝑚𝑎𝑟𝑦

𝑠
]   =  7.76 [

𝐺𝑒𝑉

𝑠
] ; 

 FLUKA simulations set 

 Table 4.5 reports the simulation set carried out with FLUKA. Due to the challenging task of 

evaluating the total dose deposited in a layer with a thickness ranging from 400 nm to 50μm 

wrapped in materials with relative good shielding properties, we adopted a parallelization strategy 

for the simulations using quantities of CPU ranging from 288 to 432 according to the simulation 

complexity. The calculation time ranges from 5 to 20 hours to achieve a meaningful convergence.

   

Table 4.5 - Resume of the FLUKA simulation set for the radFET model 

SOURCE RADFET Tot Core 
N of Particle Sample 

(NPS) 
excution 

time (hours) 
Estimated 
quantities 

60Co 

VT02 

288 1.44E+11 4.733 

Total  dose in Si 
substrate and SiO2 

layer for the 
contribution of 

primary and 
secondary 
particles 

Trapped proton 432 8.64E+10 6.24 

Trapped electron 288 1.44E+11 6.07 

GCR proton 432 6.48E+10 11.94 

GCR 56Fe 432 4.32E+07 13.99 

GCR 4He 288 1.73E+10 9.68 
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Simulation results 

 Table 4.6 reports estimations of the total ionisation dose (TID) normalised to twenty hours 

of irradiation on the Silicon substrate and SiO2 gate of the radFET. The dose estimate in the two 

target regions was reported in separate contiguous rows. The dose contributions of primary and 

secondary particles are reported separately in columns.   

 Concerning the 60Co source, the emitted electrons and photons primaries generate 

secondary ions or protons below the standard energy cut-off during interacting with the radFET 

structure. Instead, the estimators summed secondary electrons and photons with the primaries. As 

expected, the total ionisation dose is 100 krad for the silicon substrate, confirming the consistency 

of the simulation, and the dose for the SiO2 gate is considerably higher (58%, see first and second 

rows of Table 4.6). 

 Table 4.6 – Results for the Total Ionisation Dose accumulated in 20 hours of irradiation (contributes reported 

in bold/italic are from primary source particles)   

Source RADFET 

Proton Electron Gamma Heavy Ion Neutrons Alpha Total (*) 

TID                
(krad ) 

TID                
(krad) 

TID                
(krad) 

TID                
(krad) 

TID                
(krad) 

TID                
(krad) 

TID                
(krad) 

60Co 
Si  9.99E+01 6.40E-02    1.00E+02 

SiO2  1.58E+02 6.35E-02    1.58E+02 

Trapped 
Electron 

Si  1.23E-02 3.18E-06    1.23E-02 

SiO2  4.80E-02 2.60E-05    4.80E-02 

Trapped 
Proton 

Si 4.58E-02 1.28E-05 3.36E-10 9.28E-07 2.47E-08 4.86E-06 1.66E-01 

SiO2 1.62E-01 9.84E-06    3.07E-06 1.87E-01 

GCR-H 
Si 9.13E-06 1.22E-06 1.99E-11 2.39E-07 1.61E-09 5.00E-07 1.17E-05 

SiO2 9.51E-06 9.88E-07 1.22E-11 2.71E-07 2.55E-09 5.72E-07 1.20E-05 

GCR-Fe 
Si 2.82E-09 2.11E-07 2.64E-12 1.31E-06 5.03E-12 1.02E-09 1.53E-06 

SiO2 1.92E-09 1.75E-07 1.49E-12 1.42E-06 6.04E-13 8.40E-10 1.60E-06 

GCR-He 
Si 1.81E-07 3.51E-07 5.12E-12 3.21E-08 3.91E-10 2.77E-06 3.45E-06 

SiO2 1.50E-07 2.88E-07 1.97E-12 3.46E-08 4.32E-10 2.97E-06 3.54E-06 

 

The doses released by the source orbital radiation terms are all well below the 100 krad radFET 

calibration (see Table 4.6), and all the doses estimated for the orbital condition are well below this 

calibration limit. Considering that the FLUKA simulations were executed in a very conservative 

modality, in which no shielding or structural materials attenuate the radiation fields’ dose delivery, 

the effective dose outcomes in mission conditions could remain within the calibration range of the 

detector.   

 Table 4.7 reports the contributions of each source term to the cumulative orbital dose 

showing that trapped protons are the principal dose contributor, followed by trapped electrons. The 

GCR ions give a minimal contribution to the dose in this orbital condition.   
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 Table 4.7 – Results for the Total Ionisation Dose accumulated in 20 hours of irradiation  

Target Si SiO2 

Source TID Rate (rad/day) % of dose TID Rate (rad/day) % of dose 

Trapped Electron 14.748 6.892% 57.620 20.42% 

Trapped Proton 199.198 93.098% 224.561 79.58% 

GCR-H 1.41E-02 0.0066% 1.44E-02 0.0051% 

GCR-Fe 1.84E-03 0.0009% 1.92E-03 0.0007% 

GCR-He 4.14E-03 0.0019% 4.25E-04 0.0002% 

Total 213.966 282.197 

 Even though GCR contributions are rare, they may promote stochastically single event upset 

(SEU) or single event latch-up (SEL) in the surrounding system.  Figure 4.6 reports the fluxes of the 

primary particles into the Si substrate volume. The trapped particle fluxes show a greater intensity 

characterised by a sharp decrease at increasing energy. Conversely, The GCRs ions show a flat flux 

with a slow increase toward high energies. These results are not surprising, having in mind that the 

track-length algorithm estimates the fluxes from the length of the particles' flight within the volume 

of the selected region: the higher the energy, the higher the probability of a particle track to crossing 

the region with a single straight track with minimum struggling. Therefore, it is important to stress 

that the primary particles interact with the whole radFET structure under the irradiation conditions 

used in the simulations. The secondaries not generated in the target regions may enter inside them 

to further interact.   

 

Figure 4.6 – Comparison of the flux energy distribution within the volume of the 
Si active substrate of the radFET. The energy scale for GCR-Fe is GeV/nucleon.  

 As the first example, figure 4.7 reports the secondary fluxes of the relevant particle shower 

generated by the trapped proton in the silicon substrate. The primary proton flux reported in Figure 

4.6 is above 1E4 cm-2 GeV-1 s-1 in the range of 0.0001 – 0.4 GeV. Conversely, in the same energy 

region, Figure 4.7 shows that secondary neutrons, electrons, and photon fall immediately below 

such an intensity. Neutrons are the secondaries that show a significant intensity up to 0.01 GeV 

indicating that a high fraction of the primary trapped proton has kinetic energy above the threshold 
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for (p,n) reaction. In absolute, their flux does not significantly contribute to the dose delivery but 

can induce SEE in other neighbour electronics.  

 
Figure 4.7 – Comparison of the secondary particles flux energy distributions 
generated within the Si substrate of the radFET by the trapped proton source: 
neutron (black), electron (light green), and photon (red).   

  Coming to the more energetic GCR proton, Figure 4.8 shows a reacher set of secondary 

particles: besides neutron, electron, and photon, there are ions such as 4He (α particles) and heavy 

ions (i.e. nuclei whose Z > 2) that originated from spallation reactions with the nuclei of the whole 

radFET structure.  All the secondary particle spectra have a high-energy tail that candidate them to 

be responsible for SEE.  

 
Figure 4.8 – Comparison of the secondary particles flux energy distributions 
generated within the Si substrate of the radFET by GCR-H source: a) neutron 
(black), α (green), Heavy ion (salmon), photon (red), and electron (light green) in 
the Si substrate.   

The secondary particle fluxes generated by the GCR-HE (Figure 4.9) show a very similar pattern of 

GCR-H but shifted to low intensities.  Figure 4.10 reports the secondary particle fluxes generated 

by the 56Fe, where heavy ions and neutron shows very similar energy distributions above 0.1 GeV 

with a tail up to 100 GeV.   
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Figure 4.9 Comparison of the secondary particles flux energy distributions 
generated within the Si substrate of the radFET by GCR-He source: Secondary 
neutron (black), proton (green), Heavy ion (salmon), photon (red), and electron 
(light green) in the Si substrate.  

 

Figure 4.10 – Comparison of the secondary particles flux energy distributions 
generated within the Si substrate of the radFET by the GCR-56Fe source: neutron 
(black),  proton (salmon), photon (red), and electron (light green) in the Si 
substrate.   

Conclusions 

 The new electronic components must be qualified for the diverse and dynamic radiation 

fields encountered in aerospace activities. However, the existing irradiation facilities individually do 

not cover the whole spatial radiation environment.   

 Expecting the new generation of dedicated irradiation facilities under design, a comparative 

study of the specific features of the irradiation test carried out on existing ground facilities can be 

compared to look at the differences and complementarities.  

 Being the accessibility, safety and security requirements of the irradiation plant 

(accelerators, research nuclear reactors, and decay sources) very different, the first comparison of 
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such facilities has been made using a simple irradiation model of a silicon slab to simulate the 

radiation damage of neutrons, protons, electrons, and 60Co electrons/photons irradiation.   

 The results, in light of a brief review of the radiation-induced damages on solids, show that 

the 1MeV equivalent silicon damage fluence could be an essential quantity to be used to compare 

the level of damage introduced by irradiation tests executed on different facilities to the same 

electronic components. 

 The radFET dosimeter has been adopted as an integral radiation monitor within the payload 

of the ABCS mission (see Chapter 6). Their calibration has been carried out, as usual, with the 60Co 

radiation up to the limit of an integral dose of 100 krad [Si]. In addition, a set of comparative FLUKA 

simulations show that the usual dose delivered during the mission could be within the calibration 

dose range.  

   The simulation outcomes also show that planning accurate irradiation experiences should be 

possible to study the secondary particles' radiation fields to quantify the level of SEE in the electronic 

systems. 
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Chapter 5 – Radiometric Analysis of the ABCS payload  

Introduction 

 AstroBio Cube Sat (ABCS) is a 3U CubeSat [55] designed and developed in partnership 

between INAF, the Italian National Institute of Astrophysics, Sapienza University of Rome, and Alma 

Mater Studiorum University of Bologna, on the Vega C Maiden Flight launch opportunity offered by 

European Space Agency (ESA)  with the support of the Italian Space Agency (ASI) [56]. The project 

aims to test an automated onboard laboratory in space environments based on Lab-on-Chip (LoC) 

technology [57] to provide a highly integrated in-situ multiparameter platform that uses 

immunoassay tests to exploit chemiluminescence detection.  

 In-orbit validation of the proposed technology would represent a significant breakthrough 

for the autonomous execution of bio-analytical experiments in space with potential application in 

planetary exploration for biomarkers detection, astronauts’ healthcare, space stations’ 

environmental monitoring and more (see, for example [58]).  

 The ABCS will be deployed within the inner Van Allen belt (5830 km altitude). At this altitude, 

ABCS will experience radiation dose orders greater than Low Earth Orbit, where CubeSats usually 

operate. According to the calculation carried out with SPENVIS [3], the total flux intensity in the 

mission orbit is 1.41E+07 particles/cm2/s. Trapped particles (electron and proton) are the main 

component of the total flux that also comprises GCR  ions and occasionally SEP. As already seen, the 

interaction of each source particle with the satellite structure generates a cascade of secondary with 

lower kinetic energy and a higher probability of interacting further within the satellite interior, 

releasing dose, causing damage to the material, and potentially altering the subsystem’s 

functionality. 

 This work reports the preliminary modelling activity performed with the FLUKA Monte Carlo 

code to estimate the Total Ionising Dose (TID) and the 1 MeV neutron Silicon equivalent damages 

(SI1MEVNE) fluence on some components of the ABCS payload and the external Solar Panels (SPs) 

delivered by the mission orbital source terms. We also estimate the effectiveness of a shielding 

solution for the payload designed within the mass mission budget. 

  Finally, we started a preliminary comparison of the orbital simulation results with the one 

obtained from a full-scale simulation of an ABCS neutron irradiation within the Thermal Column 

Cavity (TCC) of the TAPIRO nuclear reactor facility at ENEA-CASACCIA Research Centre that is 

included in the ASIF initiative between ASI, ENEA, and INFN [7-9] for the qualification of electronics 

components and system for aerospace application.  

 These results will constitute the basis for defining an experimental setup within the TCC of 

the TAPIRO to test some LoC functionality during neutron irradiation. Also, comparing the 

simulation results with the data collected during the ABCS mission will allow a quantitative tuning 

of the modelling tools.   
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Calculation Assumption and Model definitions 

Implementation of the ABCS layout’s relevant features in the FLUKA and MCNP models 

 

Figure 5.1 - Comparison of the satellite’s exploded view (1) with the layout’s 
sections obtained by FLAIR (FLUKA Advanced Interface) in the FLUKA model. The 
model layout retains only the geometrical features and the materials necessary 
for particle transport and shielding considerations. In particular, section (2) 
shows the pressurized primary payload, the ancillary radiation dose sensors box, 
and the upper and lower support plate. Section (3) shows the position of the 
Attitude Control System (ACS) magnetic cylinders.  

 As reported in the exploded view of Fig. 1, we can distinguish the satellite skeleton made in 

aluminium Al5046 alloy constituted by four side panels, a top and bottom lids, all mounted on four 

rails. On the external surface of each side, there is a solar panel. The pressurized primary payload  

(the ABCS payload in the following) is contained in an Al5046 box, in which is located an LoC with its 

readout board, the interface board with pumps and drivers for fluid injection, radFETs for radiation 

dose measurements, a pack of rechargeable batteries, and a heater coupled with a passive multi-

layer insulation system ensures payload temperature control.  

 The primary payload aims to perform immunoassays using light detection of immobilized 

target molecules within the chip, exploiting chemiluminescence reaction at controlled temperature 

and pressure. 

 As a secondary payload, the satellite interior hosts an AL5046 aluminium alloy box containing 

the ancillary radiation sensor system to monitor the orbital radiation dose levels.  

 Due to the mass budget restriction, the implemented Attitude Controller System (ACS) is 

based on hysteresis rods and permanent magnets passive system that should ensure an orthogonal 

orientation relative to the Earth’s magnetic field lines after the satellite deployment. The magnetic 

cylinders are located between the bottom lid and the support plate (see section AA’ in Fig. 1). In 

contrast, the hysteresis rods are inserted in each side panel of the satellite structure.  

 Our simulation goals are preliminarily limited to estimating shielding solution effectiveness 

in the ABCS payload and the design of irradiation experiments with fission neutrons, so we simplify 

the layout as reported limiting the number of components to the elements that act as primary 
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shielding materials for the ABCS payload, also simplifying the interpretation of the secondary 

particles showers generated during the simulations. Furthermore, the design of the neutron 

irradiation requires a future study of the level of activation of the materials to avoid long cooling 

periods that prejudicated the execution of post-irradiation tests in external laboratories.       

 Figure 5.2 shows plant and side cross-sections obtained by FLAIR [25] on the model 

implemented for the particle transport simulation. The components implemented in the FLUKA 

model are the skeleton structure of the satellite, the solar panels, the ABCS and secondary payload 

boxes, the support plates, the magnetic cylinders, the connector plugs on the top of the ABCS 

payloads and four Print Circuit Board (PCB) and the air volume contained within it.  Comparing 

the model layout with the exploded view of fig. 1, we realize that the estimation of the dose rates 

or the equivalent damages, due to the absence of the excluded components shielding contribute, 

overestimates the quantities experimented in the complete satellite layout.  

 In the future, we will model the complete ABCS layout to compare the estimated dose 

response with the data obtained from the mission telemetry. Finally, we will perform a complete 

radiometric study.     

 

Figure 5.2 - On the left, the image reports the magnification of the external layers 
structure of the solar panel and the shielding solution, corresponding to the ones 
illustrated in Table 1. The central cross-section, from which the magnification 
belongs, is taken along the B-B’ direction located at the height of the ABCS 
payload, as shown in the rightmost part of the figure. The two sections help to 
clarify further the simplified mass distribution assumed in the FLUKA model.   

 Figure 5.2 also shows a magnification of the structure of one of the ABCS long sides 

constituted by a sequence of layers, from out to in, representing the materials of the solar cell, the 

PCB Stack-Up, and the aluminium panel constituting the innermost boundary.  

 Due to the satellite mass budget limit, we limit the shielding to an area (6.7 cm x 15.05 cm) 

to protect further the ABCS payload around the four side panels' borders. In such an area, we 

remove from the external the aluminium for a total thickness of 0.2 cm, substituting it with a first 

tungsten layer (thickness = 0.06 cm) to stop charged particles, followed by a second layer of epoxy 

resin (thickness = 0.1 cm) that stops secondary charged particles, maintaining a residual aluminium 

thickness of 0.04 cm.  
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 This solution, whose materials layer sequence has been optimized in preliminary simulations 

of a simple slab model, takes into account the alternation of high Z materials that stop charged 

particles with light nuclei material able to slow down secondary neutrons, increases the total ABCS 

total mass of 300 g remaining within the mass mission budget. Table 5.1 resumes the layers 

sequence, material compositions for the solar cell, and the adopted shielding solution. 

Table 5.1 - Materials used for each FLUKA region constituting Solar cell and further shielding layers 

Component *Layer Material 

Solar panel 

Anti-Reflex SiO2 

Top Cell InGaP (N/P 

Middle Cell GaAs (N/P) 

Bottom Cell Ge 

Substrate Ge (P) 

Contact layer Ag 

Shielding Solution 

1st layer Metallic Tungsten 

2nd layer Epoxy 

3rd layer Aluminium 
*All layers are listed going from the outside to the inside of the structure. 

 To simulate the ABCS’s neutron irradiation in the TCC position of the TAPIRO, we export the 

ABCS geometry definition contained in the FLUKA input to the MCNP formalism using a utility 

contained in the FLAIR package. As reported in Figure 5.3, we insert the ABCS geometry into the 

TAPIRO’s MCNP input deck, locating it inside the TCC irradiation position.  

 

Figure 5.3 - Geometric cross-section obtained with the MCNP plotter shows the 
ABCS geometry’s integration into the TAPIRO’s MCNP model. The TCC hosts the 
whole satellite on the outermost reflector surface. The RC1 (Radial Channel 1) 
irradiation position is also visible on the opposite side of the core. The iconic 
representations of the ABCS on the left side of the image describe two alternative 
static orientations considered for irradiation in the preliminary calculations (see 
text).  

  In some preliminary simulations, we consider three different irradiation layouts to evaluate 

the differences in the responses due to the ABCS orientations within the TCC (see Figure 5.3) in the 

MCNP simulations. First, we locate one of the  ABCS sides in the proximity of the external reflector 

(side irradiation). In the second, we place the ABCS to position the bottom lid near the reflector 
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(bottom lid irradiation). Finally, we locate the top lid near the reflector (top lid irradiation). 

 Comparing the intensities of the SI1MEVNE fluxes (see Chapter 4) to card four in preliminary 

MCNP simulations, we find that the side irradiation maximizes the equivalent flux. In contrast, the 

equivalent fluxes of the bottom and top lid irradiation positions have 63% and 30% of the side 

positions.  

 Having this figure in mind, we decided to perform the simulations using the side irradiation 

position, reserving, for future study, the search for an optimized irradiation geometry. 

Orbital source term definitions 

The Van Allen radiation source includes trapped particles (protons and electrons), GCR, and SEP 

ions. As already seen, the SW cyclic emission has, on average, an energy distribution less energetic 

than the GCR’one that reaches ultra-relativistic kinetic energies. Therefore, to define the whole 

orbital radiation source, we implement in SPENVIS the ABCS mission at the altitude of 5830 km on 

a circular orbit.  

The quantification of the trapped particles’ source term deserves some clarification based on 

the information reported in the online manual of the SPENVIS code.  

For example, in SPENVIS, the standard package to evaluate the trapped protons and electron 

source terms uses the A8 model based on the data collected from a series of satellites up to 1970. 

 SPENVIS software is black-boxed, as often happens for engineered codes, and the A8 system 

is called, requesting an alternative evaluation at maximum or minimum generic solar activity.  

Despite the modification of the geomagnetic field and the new data collected during recent 

years assigning the AP8/AE8 estimation a factor two of uncertainty, it remains the reference for the 

satellite design.  

For this reason, the AP9/AE9 models have been introduced into a separate module that the 

users can invoke for the sole evaluation purpose. Based on a statistical foundation, the A9 infers the 

trapped particles' source terms from more recent data and updates geomagnetic field models 

considering the solar activity of the specific mission period. 

In order to quantify the possible response differences in the simulation due to the trapped 

particle source terms, we calculate the intensity and the energy spectra of the trapped particles 

using the AP8/AE8 models at both solar minimum and maximum and also using the AP9/AE9 

models.  

Figure 5.4 reports the considered ABCS’ s orbital trajectory and the trapped proton’s total flux 

intensity along the track, comparing the AP8 maximum and minimum responses. According to 

SPENVIS AP8 calculation, trapped protons are the most effective radiative component, and the ABCS 

is subjected to maximum irradiation for a significant part of its orbit. This situation can be worst if a 

SEF takes place during the mission.  

It is also apparent that the flux intensity level reported in the chromatic scale for solar minimum 

and maximum are very close. Therefore, to remain conservative, we always rescale all the presented 
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simulation results to the total intensity averaged on the mission time using A8 for the trapped 

particles and the condition of solar minimum for GCR. Finally, we considered the averaged flux 

intensity during the week of maximum activity within the mission period concerning SEP emissions.  

 

Figure 5.4 - ABCS ground track on a world map: The proton flux intensity along 
the ABCS orbit, estimated by the AP8 models, is reported for solar minimum (a) 
and maximum (b) on the side logarithm chromatic scales. In both cases, ABCS is 
subjected to the maximum flux intensity for a significant part of its orbit. 

 Figure 5.5a compares the trapped electron energy distribution for the averaged mission 

fluxes obtained with the AE8 and AE9 models. The AE8 results yield identical spectra and almost the 

same total flux intensity at solar minimum and maximum (see Table 2). In contrast, the AE9 model 

foresees a lowering of the electron population in the energy range from 0.001 to 0.005 GeV and a 

higher total flux intensity (Table 5.2).  

 Figure 5.5b and Table 5.2 report the same comparisons for trapped protons. The AP8 energy 

spectra are coincident for solar maximum (total flux intensity 5.08E+06 cm-2 s-1 ) and minimum (total 

flux intensity 5.02e+06 cm-2 s-1 ).  

 The AP9 model shows a more marked spectral difference for trapped protons relative to 

AP8: the flux intensity from 1E-04 to 1E-03 GeV is higher than in AP8. Conversely, for energy greater 

than 1e-03 GeV, up to 0.2 GeV, the AP9 flux intensity is systematically lower than AP8 one. The AP9 

total flux intensity is 7.95E6 cm-2 s-1).    

 Although it goes beyond the scope of the present work, a possible explanation of the 

closeness of the spectral properties of trapped particles at solar minimum and maximum could be 

attributed to the altitude of the ABCS, where, according to the SPENVIS manual, the model becomes 

inaccurate.    
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Figure 5.5 - Comparison of the energy distributions of the trapped electron (a) 
and proton (b) fluxes at the ABCS orbit according to AE8/AP8 (at solar maximum 
and minimum) and the AP9/AE9. 

 In light of the data outcomes, we decided to carry out the FLUKA simulations using trapped particle 

source terms obtained from AP9/AE9 and AP8/AE8 models and discuss the differences in the simulation 

results.  

 The complete SPENVIS output generates information for GCR and SEP ions emission with atomic 

numbers between hydrogen and uranium (Z=1-92). We use pre-processing software to separate the 

SPENVIS ion data into individual files with a format accepted by FLUKA. Figure 5.6 compares the total 

emission intensities for GCR and SEP ions in a limited range of the atomic number Z from 1 to 30 (from 

hydrogen to zinc)  foreseen by SPENVIS in the ABCS orbit. 

 

Figure 5.6 - Comparison of the flux intensity (logarithm scale) for ions emission 
from GCR and SEP (Ions Atomic Number range Z= 1 -30).  
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 Table 5.2  shows the selected particle contributions based on their intensity and transport 

characteristics: trapped electrons and protons, protons, and helium from GCR and SEP. Despite their 

weak intensity, we also selected GCR iron and SEP oxygen because their transport involves high-

energy nucleus-nucleus collisions between nuclei heavier than helium and yield peculiar particle 

shower patterns that we want to investigate. Trapped proton and electron worth 99.99% of the 

total flux. The GCR accounts for only 0.001-0.003%, and the SEP ions represent 0.0033-0.0016 % of 

the total emission.   

Table 5.2 - Total flux intensities of the orbital source components from SPENVIS  

Source Term 

AP8/AE8 min 

Total Flux 

[cm-2 s-1] 

AP9/AE9 

Total Flux 

[cm-2 s-1] 

 Trapped 

Proton 
5.02E+06 (35.67%) 7.95E+06 (28.54%) 

Trapped 

Electron 
9.05E+6 (64.32%) 1.99E+07 (71.45%) 

Source Term 
Total Flux 

[cm-2 s-1] 

H Flux 

[cm-2 s-1] 

4He 

[cm-2 s-1] 

ion representative of 

Z > 2 

[cm-2 s-1] 

GCR 9.78  (0.0001%)* 9.05 (92.53%}** 0.663 {6.77%} 0.00222 {0.02%}; 58Fe 

SEP 457 (0.0033%) 450 {98.31%} 7.33 {1.68%} 0.182 {0.04%}; 16O 
*% fraction of the total flux is between brackets; **% fraction of the total flux in the specific source term is between 
curly brackets. 

 Figure 5.7 compares the energy spectra used in the FLUKA simulation for electrons and ions 

reported in Table 2. The most intense emission is for the trapped electron, showing the lowest 

maximum kinetic energy compared with the other components. Trapped proton and SEP emissions 

show their maximum energy emission at 0.1 GeV/nucleon. In contrast, GCR emissions reach the 100 

GeV/nucleon that, for example, sets the maximum total kinetic energy of 56Fe to 5.6 TeV. 

Consequently, we used the FLUKA version that includes the DPM (Dual Parton Model DPM)  [12] 

module to simulate the nucleus-nucleus collision in this energy regime. 

 
Figure 5.7 - Comparison of the energy differential fluxes of the source terms used in the 
FLUKA simulations. 
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The data furnished by SPENVIS belongs to the solution of the dynamic interaction of the 

geomagnetic field with the plasma of charged particle distribution on a large spatial scale. The ACS 

control allows pointing the Z axes (i.e. the axis normal to the bottom and the top lids - see Figure 

5.1) of the ABCS parallel to the Earth magnetic vector after a short period of rotational kinetic 

dissipated thermal energy. Several ACS analysis was performed to assess ABCS pointing 

performance, assuming different starting angular velocities after the deployment. Regardless of the 

initial condition, the results indicate that ABCS reached the desired attitude reported in Table 5.3 

within one day after the deployment. 

Table 5.3 - ABCS target orbit 

Mean orbit 

Semi-major axis 12218.209 km 

Inclination 70.1432 degree 

Height of the perigee 5830 km 

Height of the apogee 5849 km 

True anomaly 3.38 degree 

Mean anomaly 3.37 degree 

 

 To define the emission source to be used for the FLUKA simulations on the ABCS space 

scale, we consider the following: 

1. From some preliminary FLUKA simulations tests carried out with protons on the ABCS 

geometry, we test several irradiation geometries, similar to the ones reported in Fig. 3 for 

the neutron irradiation in TAPIRO, realizing doses rate in the ABCS payload ranging from 4% 

to 50% of the doses imparted from isotropic particles emission on a spherical surface having 

the satellite in its centre that is very similar to assume a random satellite rotation. 

Consequently, the most severe irradiation geometry encountered by the satellite should be 

in the period in which the ACS control has not yet stabilized the satellite in the target orbit.  

2. On the local satellite scale, ions and electrons have a negligible probability of mutual 

interaction, allowing the source’s decomposition in additive non-interacting terms.  

3. The GCR and SEP radiation terms have weaker intensity than trapped particles. Light ions 

(proton and α) dominate the heavier ions.  

 Consequently, we defined a spherical surface (radius 20 cm) with the satellite in its centre. 

The emission points are randomly sampled on the sphere surfaces and inward-directed with a 

uniform distribution within the admitted angular range.  

 This spatial distribution ensures an isotropic particle flux in the interior sphere space that 

maximizes the fraction of the particles impinging the satellite body and corresponds to a 

conservative irradiation geometry against which evaluates the shielding solution. As stated at point 

2, we split the whole source into many sources, one for each kind of particle, to run in separate 

simulations. We sum up the individual source contributions to obtain the overall values of each 

estimated quantity.  
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 Finally, we simplify the GCR and SEP radiation terms, considering the proton and alpha 

primary emission and neglecting, according to point 3, the contribution of all the heavy ions except 
56Fe for GCR and 16O for SEP. 

The source term for simulation with MCNP in the TAPIRO reactor 

 The TAPIRO reactor, located in the ENEA-Casaccia Research Centre of Rome-Italy, is a fast 

neutron spectrum irradiation facility. Since 1971, TAPIRO has been used to design shielding 

solutions for fast nuclear reactors, test radiation damage for electronic components, and do 

dosimetry studies. TAPIRO's nominal power is 5  kW. The Helium-cooled core is a cylinder of 

Uranium-Molybdenum alloy surrounded by a Copper reflector.  

 The control rod system, housed in the copper reflector, comprises five movable cylindrical 

sectors that regulate the reactor power by increasing or reducing the neutrons’ escape from the 

core. A complete MCNP [32] model of the facility has been developed and validated over the years 

(see, for example, [33]) and continuously upgraded to perform the design of neutron irradiation 

experiments. 

 

Figure 5.8 - Geometric cross-section of TAPIRO reactor MCNP model showing the TCC and 
the Radial Channel 1 irradiation position: the area near the external reflector is the region 
in which ABCS will be located (see also Figure 5.3). 

 

 Figure 5.8 shows the irradiation position selected for the comparative simulation tests. The 

Radial Channel 1 (RC1) irradiates a relatively small sample, and its energy neutron spectrum is stable 

and has been experimentally measured [33].  

 As confirmation of the goodness of the TAPIRO model, a comparison of the measured and 

simulated neutron spectra in the RC1 channel is reported in Figure 5.9 (blue and black curve, 

respectively), showing a good agreement between the two curves. The simulated spectrum has the 

maximum relative error of 1% in the energy range from 0.1 eV to 20 MeV. The experimental 

spectrum has been measured using the unfolding method based on the activation of metallic foils 

and the measurements of the activation rate by γ-spectrometry: in this case, the error is 4%. 
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   Due to its significant volume, which can host the whole ABCS satellite, the thermal column 

has a  neutron flux and energetic distribution that could change according to the experiment layout, 

and it needs, each time, a dedicated qualification. For this reason, figure 5.9 also reports the 

simulated spectrum in an air-filled volume of the TCC that will host the ABCS layout (blue curve). 

 

Figure 5.9 - Comparisons of the neutron energy distribution obtained in RC1. The black 
curve is obtained from experimental measurements, and the red from the TAPIRO MCNP 
model: the two curves are in good agreement. An MCNP estimate of the neutron flux in 
the  TCC is also reported (blue curve) for the discussion on the design of the ABCS 
irradiation experiment. 

 As expected, RC1 has a more intense neutron flux because it is closer to the core, and its 

energy distribution retains the characteristics of a pure fission spectrum. Conversely, the neutrons 

arriving in TCC from the core must escape from the reflector and slow down in the reactor structure. 

Consequently, they show a lower flux intensity and a low-energy distribution with a broad maximum 

in the epithermal neutron energy range (1-100 keV). However, since those features are entirely 

congruent with the expected neutron transport pattern for the TAPIRO and considering the 

agreement between experimental and simulated results in RC1, the model appears adequate to 

simulate the ABCS neutron irradiation in the TCC.        

Consequently, we run an MCNP simulation in the KCODE [26] modality that generates the fission 

distributions of the reactor core using an iterative fission scheme and transports the generated 

fission neutrons through the system. The MCNP iteration scheme refines the fission distributions 

until it becomes compatible with the reactor configuration and the fission chain reaction’s self-

sustain condition. Thus, the model approaches a steady state that could be rescaled to a user’s 

defined fission power. In a previous work [32], the MCNP model reproduces the experimental 

TAPIRO critical configuration.  

Description of the MCNP and FLUKA Simulation Sets 

 To investigate the shielding solution effectiveness, we need to run two simulations for each 

source term, respectively, with the unshielded and shielded layout, for a total of sixteen simulations. 
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 Table 5.4 reports the parameters adopted to minimize the relative error, within a sustainable 

simulation time, for each source term used on the configurations with the shielding protection of 

the satellite structure (“No Further Shielding” – NFS) and the one with further shielding (“Further 

Shielding” – FS) due to the layered shield solution (see paragraph 2.5). 

  A detailed analysis of the optimization of the estimator’s relative error goes beyond the 

scope of the present paper. For example, the relative errors reported in the last columns of Table 

5.4 deal with the absorbed doses in the ABCS payload. Their values are below the 2% of relative 

error except for trapped electrons that, due to their low mean emission energy, were severely 

attenuated by the satellite structure and the shielding materials yielding more dispersed values of 

the mean TID rate with a relative error ranging from 6% to 10% that is still acceptable for this type 

of simulation.    

Table 5.4 Resumes of the simulations executed in the present work and performance on CRESCO 

Source Term Case 

number of 

particles per 

CPU (p) 

Number 

of CPU per 

simulation 

(N) 

Overall 

number of 

particles per 

simulation (P) 

CPU time per 

particle 

(seconds) 

Simulation 

execution 

time 

(hours) 

Relative error 

(𝐸𝑟 =
𝜇

𝜎
) x 100 

Trapped 

Proton 

NFS+ 4.00E+08 64 2.56E+10 5.43E-05 6.0 1.47% 

FS++ 4.00E+08 64 2.56E+10 4.94E-05 5.5 1.88% 

Trapped 

Electron  

NFS 4.00E+08 64 2.56E+10 5.03E-05 5.6 6.24% 

NFS 4.00E+08 64 2.56E+10 4.94E-05 5.5 9.89% 

GCR Proton 
FS 1.00E+07 64 6.40E+08 8.27E-04 2.3 1.14% 

NFS 1.00E+07 64 6.40E+08 8.27E-04 2.3 1.07% 

GCR α (4He) 
FS 5.00E+06 64 3.20E+08 1.76E-03 2.4 1.26% 

NFS 5.00E+06 64 3.20E+08 2.17E-03 3.0 1.27% 

GCR 56Fe 
NFS 1.00E+05 192 1.92E+07 2.76E-01 7.7 1.21% 

FS 1.00E+05 192 1.92E+07 3.24E-01 9.0 1.13% 

SW Proton 
NFS 1.00E+08 64 6.40E+09 1.81E-04 5.0 1.18% 

FS 1.00E+08 64 6.40E+09 1.81E-04 5.0 1.17% 

SW α (4He) 
NFS 1.00E+08 64 6.40E+09 1.64E-04 4.6 1.52% 

FS 1.00E+08 64 6.40E+09 1.62E-04 4.5 1.55% 

SW 16O 
NFS 1.00E+08 64 6.40E+09 2.75E-04 7.6 1.18% 

FS 1.00E+08 64 6.40E+09 2.81E-04 7.8 1.16% 
*NFS= “No Further Shielding” configuration; **FS= “ Further Shielding” configuration; (see paragraph 2.5, Eqs 5 and 5b 

for details);  

 Also, in the case of the TAPIRO MCNP model, we performed the first simulation test with the 

NFS and FS layouts. Next, we use an MCNP 6.2 parallel version compiled and linked with the 

OPENMPI library (Open Message Passing Interface) on the CRESCO computational facility. The 

simulations run on 288 CPUs for five hours, obtaining a relative error Er of approximately 1% for all 

the estimators. 

Estimation of the TID and SI1MEVNE in selected satellite components 

 It is convenient to recall that a user-defined region is a space volume filled with a single 

homogeneous material in the Monte Carlo transport jargon. During the implementation of the 

geometry, we defined the components of the satellite as regions on which we requested the 

estimation of the quantities of interest for ABCS are: 
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1. All the regions define the SP components (see Table 5.1); 

2. All the regions define the four cards and the filling air of the ABCS payload interior 

(see Figure 5.2); 

We refer to those components as “target components” in the following.  

 Table 5.5 reports the list of estimators used in the present work with a brief recall of their 

main characteristics and scope. The 3rd column of Table 5.5 specifies which satellite components we 

choose to apply the estimators. For example, a track-length-based estimator [18] evaluates particle 

flux or flux-derived quantities (nuclear reaction rates, equivalent damages) averaged on one region 

volume. We also use a variant of the track length estimator to estimate the same quantity in a user-

defined spatial mesh (see, for example, Figure 5.9) or in a matrix of user-defined geometrical 

regions.    

Table 5.5 – list of the estimators used in the FLUKA simulations related to the present work 

Estimator Scored Quantity Regions to score Comment 

Track length 

 

SI1MEVNE 

Silicon 1 MeV Neutron 

Equivalent damage  fluence 

(p/cm2/primary) 

Card 1 to 4 in ABCS 

payload and all the SP 

layers. 

1 MeV Si equivalent damage fluence 

considers the equivalent damages induced 

in the material by each primary particle 

and their secondaries (See Chapter 4). 

Mesh track 

length 

TID on a user-defined spatial 

mesh (Gy/primary) 
Whole satellite body 

This modality allows the spatial 

visualization of the scored quantity (see 

Fig. 9), defining a spatial mesh 

independent of the geometry 

TID deposited in the region 

volume 
(Gy/primary) 

All layers of the solar 

cell. 
Air and Card 1 to 4 in 

ABCS Payload 

Primary particles and their secondaries 

deposit the dose score in each region's 
volume. 

 

In column two of Table 5.5, the SI1MEVNE fluence and TID estimates have the units of particles/cm2 

and Gy per primary source particles, respectively. Consequently, we must rescale each response to 

its source’s intensities reported in Table 5.2, obtaining a dose rate (Gy/s) for TID and flux 

(particles/cm2/s) for  SI1MEVNE. The overall estimated response R was finally obtained, summing 

up all the individual source term responses (𝑅 = ∑ 𝑅𝑖𝑖 ) of the selected estimator.         

We use TID and SI1MEVNE fluence estimates to evaluate the relative effectiveness of the shielding 

solution. Defining the shielding effectiveness 𝜂 as  

𝜂 =  
(𝑅2−𝑅1)

𝑅1
∗ 100;         Equation 5.1 

R2 is the overall estimator’s response after adopting the additive shielding solution, and R1 is the 

overall estimator’s response to the configuration without such a shielding solution. Therefore, 𝜂 

quantifies the shielding effectiveness of configuration 2 relative to configuration 1. Negative values 

of the 𝜂 indicate an increase in the shielding effectiveness; conversely, positive values indicate a 

decrease in the shielding effectiveness. Table 5.6 reports some TID rate estimations from  FLUKA 

simulations with a trapped proton source term to clarify this point. Figure 5.10 can also help visualize 

the spatial distribution of the TID rates of the three considered configurations.  
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Table 5.6 – Estimated TID rate for card 4 in the progressive construction of the ABCS layout around the target 

components  

Void configuration NFS configuration FS configuration 

7.43E-04 Gy/s 1.02E-06 Gy/s 7.98E-07 Gy/s 

Shielding effectiveness 𝜂 relative to Void configuration -99.86% -99.89% 

Shielding effectiveness 𝜂 relative to the NFS configuration -21.50% 

 The “Void” configuration is set to vacuum all the materials in the satellite model except for 

the ABCS payload air volume and the four cards. The “No-Further Shield” (NFS) configuration refers 

to the satellite layout without the additive shielding solution adopted to protect the primary payload 

further. Finally, the “Further Shield” (FS) configuration comprises the additive protection for the 

primary payload.  

 The TID rate data reported in the second row of Table 6 show a significant decrease in passing 

from the VOID to the NFS configuration. In contrast, the transition from NFS to the FS configuration 

decreases the TID rate slightly.  

 According to Equation 5, the third row of Table 6 reports the values of η for the NFS and FS 

configurations relative to the Void configuration: the satellite’s structure (NFS configuration) is 

responsible for the decreases in the TID rate of η = -99.86%, whereas the FS configuration adds just 

a 0.03% of the TID rate decrease. 

 Since we are focused on the shielding effectiveness of the FS configuration, we decided to 

calculate its η relative to the NFS configuration, obtaining η = -21.50%. Consequently, we adopt the 

NFS as a reference configuration for the calculation of η, having the advantage of starting from a 

more realistic configuration than the Void.  

 In the following, we compare the contributions to the overall TID and SI1MEVNE responses 

from the different source terms (see Tables 5.8, 5.10, 5.12). To avoid confusion, we use the shielding 

effectiveness in a different relation  

𝜂∗ = 
(𝑅𝐹𝑆𝑖−𝑅𝑁𝐹𝑆𝑖)

𝑅𝑁𝐹𝑆
∗ 100;         Equation 5.2 

where 𝑅𝑁𝐹𝑆 = ∑ 𝑅𝑁𝐹𝑆𝑖𝑖  is the overall response of the estimator obtained as the sum of each 

considered source term for the NFS configuration and 𝜂∗ is the shielding effectiveness due to the 

single source term relative to an overall response. Finally, we obtain the total shielding effectiveness 

as 𝜂=∑ 𝜂𝑖
∗

𝑖 .  

Results and discussion 

TID rate estimation in ABCS Payload 

 Table 5.7 compares the overall TID rate and the shielding effectiveness 𝜂 (see Equation 5.2) 

in the target components of the ABCS payload. Due to the source isotropy, both in the absence and 

in the presence of further shielding, the four Cards show very close dose rates. 
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 The lower TID rates of the innermost Cards (2 and 3) are due to the shielding effects of Cards 

(1 and 4)  in extreme positions. In all the considered cases, the η value is from -18% to -19.9% with 

AP8/AE8 dataset, and it decreases for the AP9/AE9 dataset in a range of values from -14.6% to 

18.7%. In terms of absolute values, we observe that, on average, the AP9/AE9 dataset leads to a 

decrease of factor 3.4 in the dose rate. 

Table 5.7 - Comparison of TID rates deposited in Air and PCB cards into the ABCS payload. 
 Overall Dose Rate with AP8/AE8 Overall Dose Rate with AP9/AE9 

Payload 

NFS 

configuration 

FS 

configuration 𝜂 

NFS 

configuration 

FS 

configuration 𝜂 

Gy/s Gy/s Gy/s Gy/s 

Air 1.44E-06 1.16E-06 -19.7% 4.03E-07 3.31E-07 -18.0% 

CARD1 1.34E-06 1.10E-06 -17.7% 3.90E-07 3.28E-07 -15.9% 

CARD2 1.25E-06 1.03E-06 -17.9% 3.77E-07 3.20E-07 -15.1% 

CARD3 1.24E-06 1.02E-06 -17.7% 3.72E-07 3.17E-07 -14.6% 

CARD4 1.35E-06 1.08E-06 -19.7% 3.90E-07 3.28E-07 -15.7% 

 

 Table 5.8 shows how the different evaluations of the trapped proton source term obtained 

from the AP8 and AP9 models change the repartition of the contribution to the overall TID rate of 

card 4. According to Figure 5.5b, AP8 foresee a  more energetic spectrum than AP9 with total flux 

intensities of the same order of magnitude, resulting in a  TID rate that is a factor 24-25 higher than 

one obtained from AP9. Consequently, the trapped proton delivered the most significant dose 

fraction when AP8 data were used in the simulation, followed by the SEP protons. Conversely, SEP 

protons are the dominant source term in the AP9 simulation. Concerning the trapped electron, 

examining the energetic spectra reported in Figure 5.5a, we found that the AE8 and AE9 differences 

are less than in the case of the trapped proton. Consequently, the higher TID rate observed with 

AP9 depends on higher total flux intensity than the spectral changes.  

Table 5.8 - Comparison of the contribution to the TID rate in PCB Card 4. 

Particle

s 

AP8/AE8 AP9/AE9 

NFS 

configuration 

FS 

configuration 

𝜂* 

NFS 

Configuration 

FS 

configuration 

𝜂* 
TID Rate 

(Gy/s]  

Fraction 

of the 

total TID 

rate 

TID Rate 

(Gy/s)  

Fraction 

of the 

total 

TID rate 

TID Rate 

(Gy/s] 

No 

shield 

Fraction 

of the 

total TID 

rate 

TID Rate 

(Gy/s) 

Shield 

Fraction 

of the 

total TID 

rate 

Trap H 1.02E-06 75.60% 7.98E-07 73.80% -16.47% 4.07E-08 10.45% 3.32E-08 10.10% -1.92% 

Trap E 3.19E-08 2.37% 1.69E-08 1.60% -1.11% 5.30E-08 13.60% 2.85E-08 8.70% -6.28% 

GCR H 1.94E-08 1.44% 2.03E-08 1.90% 0.067% 1.94E-08 4.98% 2.03E-08 6.20% 0.23% 

GCR He 5.34E-09 0.40% 5.50E-09 0.50% 0.012% 5.34E-09 1.37% 5.50E-09 1.70% 0.04% 

CGR Fe 1.75E-09 0.13% 1.73E-09 0.20% -0.001% 1.75E-09 0.45% 1.73E-09 0.50% -0.01% 

SEP H 2.68E-07 19.95% 2.38E-07 22.03% -2.226% 2.68E-07 68.79% 2.38E-07 72.50% -7.69% 

SEP He 1.30E-09 0.10% 1.10E-09 0.10% -0.015% 1.30E-09 0.33% 1.10E-09 0.34% -0.05% 

SEP O 7.54E-11 0.01% 6.25E-11 0.01% -0.001% 7.54E-11 0.02% 6.25E-11 0.02% -0.003% 

Total 1.35E-06 100% 1.08E-06 100% -19.75% 3.90E-07 100.00% 3.28E-07 100.00% -15.69% 

𝜂* is calculated according to Equation 5.2 
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 GCR Hydrogen and Helium are the sole ions in Table 5.8 that cause an increase in their dose 

rate contributions in the presence of shielding. A possible explanation is the interaction of the high 

energy tails of the GCR ions with the shielding layers generating less energetic secondary particles 

having a higher probability of depositing energy into the payload target components. However, their 

contributions are too little to revert the overall shielding effectiveness in absolute terms.   

Conversely, the 56Fe ion contribution to the TID rate decreases when the shielding is present, 

suggesting that the secondaries born from the interactions with the shielding layers could have an 

asymmetric kinetic energy distribution: some still have enough energy to pass through the ABCS 

payload without interacting within its boundary, other exits from the fragmentation reaction with 

kinetic energy sufficiently lower to stop into the shielding layer. This mechanism will be clarified, 

addressing further work on simulations with higher statistics and event-by-event analysis. 

SEP ions were shielded more efficiently than GCR because of their lower energy distributions. 

As in the case of GCR ions, SW ions of increasing Z were progressively shielded better: 16O, the SEP 

heaviest ion considered in the simulation, has the more significant TID rate decrease in Card 4. 

The examination of the bi-dimensional mapping of the dose rate spatial distribution 

obtained, superimposing their meshed responses to an x-y cross-section of the satellite’s geometry 

(see Table 5.3, 2nd row), confirms the dose decreases quantified using the parameter 𝜂. Figure 5.10 

shows that the dose decreases (𝜂 = -19.52%)  for trapped protons are apparent comparing the 

reported images.  

 

Figure 5.10 - The comparison of the trapped proton dose rate as obtained using AP8 data 
integrated along the Z-axis of the FLUKA reference system and reported on an X-Y cross-
section of the satellite geometry: a) making void all the satellite components except the 
cards and the air in the payload; b) in the absence of the shielding; c) in the presence of 
the shielding. In adding the shielding (cases b to c), the TID rate decrease agrees with the 
target components’ shielding effectiveness (η = -19.52%). 

Figure 5.11 compares the dose rate spatial distribution for the GCR proton (η = +4.88% ) with and 

without shielding. The images confirm that the dose increase when the shielding is present.   
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Figure 5.11: The comparison of the  GCR proton dose rate integrated along the Z-axis of 
the FLUKA reference system and reported on an X-Y cross-section of the satellite 
geometry: a) in the absence of the shielding; b) in the presence of the shielding. The TID 
rate increase agrees with the target components’ shielding effectiveness (η = +4.88%). 

The dose rate decreases for the 56Fe ions contribution  (η =-1.30%)  is confirmed by the dose 

rate mapping comparisons reported in Figure 5.12.  

 
Figure 5.12 - The comparison of the  GCR 56Fe dose rate integrated along the Z-axis of the 
FLUKA reference system and reported on an X-Y cross-section of the satellite geometry: 
a) in the absence of the shielding; b) in the presence of the shielding. The TID rate decrease 
agrees with the target components’ shielding effectiveness (η=-1.30%). 

 Also, Figure 5.13, which compares the simulated dose rate spatial distributions for SEP 

protons, agrees with the decrease quantified by η = -11.15%. The images also show anisotropies in 

the dose distribution induced by the four cards whose mutual shielding breaks the irradiation 

spherical symmetry, causing localized dose increases to each image’s “left” and “right” sides.   

 
Figure 5.13 - The comparison of the SEP proton dose rate integrated along the Z-axis of 
the FLUKA reference system and reported on an X-Y cross-section of the satellite 
geometry: a) in the absence of the shielding; b) in the presence of the shielding. The dose 
rate decrease agrees with the target components’ shielding effectiveness (η = -11.15%).  
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TID rate and shielding effectiveness estimations in the Solar Panels  

 It is apparent that the SPs are the outermost components of the satellite and have a direct 

and unshielded exposition to the orbital radiation source. As expected,  the data reported in Table 

5.9 shows that the FS configuration has no impact on the TID rate on SP components. Due to the 

progressively increasing shielding offered by the outer layers to the inner ones, a monotonic TID 

rate decrease is always present in NFS and FS configurations. In agreement with the null values of η 

reported in Table 5.9, the dose rate distribution in SPs (Figures 5.10 to 5.13) remains unaltered.  

Table 5.9  -  TID rate deposited into the solar cell components. 

Solar Cell component 

TID Dose Rate (AP8/AE8) TID Dose Rate (AP9/AE9) 

NFS FS 
𝜂 

NFS FS 
𝜂 

Gy/s Gy/s Gy/s Gy/s 

Anti-Reflex, SiO2 3.79E-01 3.79E-01 0.0% 6.76E-01 6.76E-01 0.0% 

Top Cell, In Ga P (N/P) 1.71E-02 1.71E-02 0.0% 1.62E-02 1.62E-02 0.0% 

Middle Cell, GaAs(N/P) 4.51E-03 4.51E-03 0.0% 3.42E-03 3.42E-03 0.0% 

Bottom Cell, Ge 2.34E-03 2.34E-03 0.0% 1.64E-03 1.64E-03 0.0% 

Substrate, Ge(P) 1.09E-03 1.09E-03 0.0% 7.73E-04 7.73E-04 0.0% 

Contact Layer, Ag 3.85E-04 3.85E-04 0.0% 3.21E-04 3.21E-04 0.0% 

 Table 5.10 shows the contribution of each source term to the TID rate in the SP’s Middle Cell. 

The FS solution does not affect the trapped particles ( η=0.00%) and increases the dose rate from 

SEP 16O (  η= 0.57%), GCR He  (η= 2.80%), and GCR H (η= 4.88%). Also, it causes minor dose rate 

decreases of the other SEP and GCR ions. Again, those dose rate contributions are negligible 

compared to one of the trapped particles, leaving the TID rate unaltered. Furthermore, the limited 

shielding offered from the outermost layers of the SP to the Middle cell does not enhance the 

spectral differences between the A8 and A9 models for the trapped particles maintaining their 

contributions to the overall TID rate dominant on the other ions. 

Table 5.10 - Comparison of the contribution of each source term to the TID rate in the Middle Cell, GaAs(N/P) 

Particles 

 TID Dose Rate (AP8/AE8)  TID Dose Rate (AP9/AE9) 

Flux 

(Gy/s] 

NFS 

Fraction 

of the 

total 

TID rate 

Flux 

(Gy/s) 

FS 

Fraction 

of the 

total TID 

rate 

𝜂 ∗ 

Flux 

(Gy/s] 

NFS 

Fraction 

of the 

total 

TID rate 

Flux 

(Gy/s] 

FS 

Fraction 

of the 

total 

TID rate 

𝜂 ∗ 

Trap H 2.88E-03 63.89% 2.88E-03 63.90% 0.00% 7.78E-04 22.73% 7.78E-04 22.73% 0.00% 

Trap E 1.63E-03 36.04% 1.63E-03 36.04% 0.00% 2.64E-03 77.19% 2.64E-03 77.19% 0.00% 

GCR H 1.94E-08 0.00% 2.03E-08 0.00% 2E-05% 1.94E-08 0.00% 2.03E-08 0.00% 3E-05% 

GCR He 3.67E-09 0.00% 3.78E-09 0.00% 2E-06% 3.67E-09 0.00% 3.78E-09 0.00% 3E-06% 

CGR Fe 1.38E-09 0.00% 1.37E-09 0.00% -2E-07% 1.38E-09 0.00% 1.37E-09 0.00% -3E-07% 

SEP H 2.70E-06 0.06% 2.70E-06 0.06% 0.00% 2.70E-06 0.06% 2.70E-06 0.08% 0.00% 

SEP He 1.41E-07 0.00% 1.41E-07 0.00% 0.00% 1.41E-07 0.00% 1.41E-07 0.00% 0.00% 

SEP O 1.74E-08 0.00% 1.74E-08 0.00% 0.00% 1.74E-08 0.00% 1.74E-08 0.00% 0.00% 

Total 4.51E-03 100% 4.51E-03 100% 0.00% 3.42E-03 100% 3.42E-03 100% 0.00% 

𝜂* is calculated according to Equation 5.2 
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The Silicon 1 MeV neutron equivalent fluxes in the ABCS target components  

The SI1MEVNE flux is a quantity that allows the comparison of the damages induced during 

irradiation by different kinds of particles. In the present paper, we use this quantity to estimate the 

damage level in the ABCS target component in the irradiation orbital condition and compare the 

responses from simulated neutron irradiation of the whole satellite within the TCC of the TAPIRO 

reactor. In the following discussion, we refer to the simulations carried out with the orbital source 

as ABCS simulations and name the others as TAPIRO simulations. 

Table 5.11 compares the SI1MEVNE fluxes estimations of Card 4 in the ABCS simulation with 

those obtained in the TAPIRO’s simulations. Using the A8 data for trapped particles leads to 

equivalent flux damage higher of factor 2.8 - 3.1 than the one obtained with A9 with a decrease of 

the shielding effectiveness -15.66% to -6.86%. This finding is aligned with the already discussed 

spectral change for the trapped particles introduced by the A8/A9 models.  

Because of the poor shielding effectiveness against neutrons (𝜂 = -3.36%) penetrating more 

in the shielding designed for the charged particles, the predicted TAPIRO SI1MEVNE flux 

outperforms the flux of the orbital ABCS simulations. We observe that, according to the AP8/AE8 

models, the equivalent fluence received by Card 4 in a two-year exposition to the orbital source is 

realized in a 47 minutes neutron irradiation in the TCC using a nuclear power of just 50 W (the 1% 

of the  5kW maximum nuclear power of TAPIRO).  

Table 5.11 – Comparison of the SI1MEVNE fluxes in Card 4  

TAPIRO Simulation ABCS Simulation (AP8/AE8) ABCS Simulation (AP9/AE9) 

NFS 

(n/cm2/s/kW) 

FS 

(n/cm2/s/Kw) 
𝜼  

FS  

(p/cm2/s) 

FS 

(p/cm2/s) 
𝜼  

NFS 

(p/cm2/s) 

FS 

(p/cm2/s) 

𝜼 

4.05E+08 3.89E+08 -3.36% 1.05E+03 9.02E+02 -14.05% 3.09E+02 2.87E+02 -6.85% 

Table 5.12 reports the contribution of each orbital source term to the overall SI1MEVNE flux, 

showing a trend like the one obtained for the TID rate (See Table 5.8). With AP8, the trapped protons 

are responsible for the more significant fraction of silicon equivalent damages, followed by SEP and 

GCR proton. The A9 model shows the more significant contribution is from the SEP proton followed 

by trapped and GCR proton. The shielding effectiveness is higher for trapped particles causing a 

decrease in their equivalent damages, whereas GCR ions show a positive shielding effect increasing 

their contribution. The trend is more marked for the A9 data, where the contribution of the trapped 

proton to the equivalent damage is reduced.   
Table 5.12 - Contribution of each source term to SI1MEVNE flux in card 4 of the ABCS payload  

Particles 

 ABCS Simulation (AP8/AE8)  ABCS Simulation (AP9/AE9) 

Flux  
(p/cm2/s] 

NFS 

Worth 
% 

Flux  
(p/cm2/s)  

FS 

Worth 
% 

𝜼 * 
Flux  

(p/cm2/s] 
 FS 

Worth 
% 

Flux  
(p/cm2/s)  

FS 

Worth 
% 

𝜼*  

Trap H 7.77E+02 74.17% 6.44E+02 71.03% -12.67% 3.50E+01 11.34% 2.83E+01 9.85% -2.168% 

Trap E 2.18E-01 0.02% 7.89E-02 0.01% -0.01% 3.04E-01 0.10% 1.00E-01 0.03% -0.066% 

GCR H 3.37E+01 3.17% 3.85E+01 4.31% 0.46% 3.36E+01 10.89% 3.85E+01 13.40% 1.586% 

GCR He 4.27E+00 0.40% 5.11E+00 0.57% 0.08% 4.27E+00 1.38% 5.11E+00 1.78% 0.272% 

CGR Fe 1.08E-01 0.01% 1.29E-01 0.01% 0.002% 1.08E-01 0.04% 1.30E-01 0.05% 0.007% 

SEP  H 2.35E+02 22.20% 2.15E+02 24.05% -1.90% 2.35E+02 76.20% 2.15E+02 74.82% -6.472% 

SEP He 2.38E-01 0.02% 2.25E-01 0.03% -0.00124% 2.40E-01 0.10% 2.26E-01 0.08% -0.005% 

SEP O 3.66E-03 0.00% 3.82E-03 0.00% 0.00002% 3.86E-03 0.00% 3.84E-03 0.00% -1E-05% 

Total  1.05E+03 100% 9.02E+02 100% -14.05% 3.09E+02 100% 2.87E+02 100% -6.85% 

𝜂* is calculated according to Equation 5.2 
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Table 5.13 reports the SI1MEVNE fluxes in SP’s regions for both ABCS and TAPIRO 

simulations. In the orbital irradiation condition, being SPs located in the outermost positions outside 

the shielding protection, the SI1MEVNE fluxes remain practically unchanged with and without 

shielding. In addition, we observe a progressive decrease in flux intensity from the outermost to the 

innermost solar panel regions by three orders of magnitude. Both A8 and A9 data confirm this trend. 

However, according to their spectral and intensity differences, the starting equivalent flux in the 

Anti-Reflex layer for the A9  is 1.5 higher than in the A8. Accordingly, the A9 equivalent fluxes in the 

subsequent layers decrease more rapidly than in the A8 series. Conversely, the SI1MEVNE fluxes 

estimates for the TAPIRO simulations show an almost constant damage flux that can be ascribed to 

the different mechanisms of transport and interaction of neutrons in the matter to one of the 

charged particles.    

Table 5.13  – Comparison of the SI1MEVNE fluxes in Solar Panel obtained with the orbital source term and with the 
neutron spectrum of the TAPIRO’s irradiation position RC1 channel and thermal column 

Regions 

TAPIRO Simulation ABCS Simulation (AP8/AE8) ABCS Simulation (AP9/AE9) 

NFS 
(n/cm2/s/kW) 

FS 
(n/cm2/s/kW) 

𝜼 
NFS 

(p/cm2/s) 
FS 

(p/cm2/s) 
𝜼 

NFS 
(p/cm2/s) 

FS 
(p/cm2/s) 

η 

Anti-Reflex, SiO2 5.75E+08 5.73E+08 -0.31% 1.47E+08 1.47E+08 0.0% 2.17E+08 2.17E+08 0.0% 

Top Cell, In Ga P (N/P) 5.75E+08 5.74E+08 -0.11% 1.57E+07 1.57E+07 0.0% 9.92E+06 9.92E+06 0.0% 

Middle Cell, GaAs(N/P) 5.74E+08 5.76E+08 0.30% 3.65E+06 3.65E+06 0.0% 1.01E+06 1.01E+06 0.0% 

Bottom Cell, Ge 5.74E+08 5.73E+08 -0.24% 1.97E+06 1.97E+06 0.0% 4.58E+05 4.59E+05 0.0% 

Substrate, Ge(P) 5.75E+08 5.72E+08 -0.48% 9.37E+05 9.37E+05 0.0% 1.91E+05 1.91E+05 0.0% 

contact Layer, Ag 5.73E+08 5.71E+08 -0.27% 5.25E+05 5.25E+05 0.0% 9.82E+04 9.83E+04 0.0% 

From Table 5.13, a TAPIRO irradiation of  1.5 hours in TCC at the power of 5 kW corresponds 

to 30 hours of exposure of the anti-reflex layer (the outermost SPs component) to the orbital source. 

In the same condition, the SP contact layer (the innermost SP component) receives a fluence 

equivalent to 8429 hours of exposure to the orbital source.   
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Comparisons of the FLUKA estimates of the dose rate with the ABCS onboard radFET reading  

 
Figure 5.13 – A 3D view of the ABCS payload shows the location of batteries and radFET.  

 A new set of simulations to estimate the dose-response has been carried out one month 

before the launch of the satellite in July 2022. As reported in Figure 5.14, the upgraded ABCS 

geometry in which a six-battery pack and a radFET dose monitor have been added. The motivation 

for the battery pack implementation is that we are looking for absolute results to compare with 

experimentally measured quantities in the present simulation set. Whereas in the previous 

simulations, we estimate the effectiveness of the proposed shielding solution relative to a reference 

orbital irradiation condition.  As shown in Table 5.6, the shielding solution and the then 

implemented structural materials shield 99.88% of the external radiation, which was quite enough 

to design a reliable and conservative solution. Furthermore, at the design time, we did not have any 

specifications about the battery pack composition, so we renounced to implement it.  

 Table 5.14  – Resume of the simulation present set on radFET dose in the ABCS payload 

SOURCE Tot Core NPS per core NPS calculation time 
(hours) 

Trapped proton 432 5.00E+08 2.16E+11 9.43 

Trapped electron 288 7.00E+08 2.02E+11 9.00 

GCR H 288 5.00E+07 1.44E+10 12.72 

GCR 4He 288 1.50E+07 4.32E+09 11.04 

GCR 56Fe 432 1.00E+05 4.32E+07 12.40 

SEF-H 288 2.00E+08 5.76E+10 10.65 

 

 The simulations have been carried out using the previously employed AE8/AP8-derived 

source terms to test the radiation shielding effectiveness. The scored quantities are TIDs in the 
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batteries, Card 4, Si substrate of the radFET from the particle fluxes of primary and secondary 

particles (Proton, Heavy Ion, Electron, γ photon, Helium-4 (α), neutrons). 

 As reported in Table 5.14, to achieve a meaningful score, the struggling step size of the 

charged particles has been reduced to correctly evaluate the energy deposited into the Si 

substrate of the radFET, and the number of the total sample particles significantly increased, 

resulting in computing times that range between 9-13 hours.  

 Examining the TID rate of Table 5.15, we found that card 4  is re-estimated to 4.66 rad/day 

with a decrease of 48% compared to the previously reported value of  7.02 rad/day (Table 5.7, 

AP8/AE8, FS configuration). The decrease is due to the additive shielding of the battery pack. The 

dose rate for one battery is 0.41 rad/day. Finally, the radFET Si substrate's dose rate is 1.59 rad/day 

without SEP. An eventual SEP emission leads to a dose rate increase between 22% – 32%, depending 

on the considered region. 

Table 5.15  – TID rate obtained in the ABCS payload 

Radiation 
Source 
term 

TID in Card 4 TID in Battery 1 TID in Si 0 

(rad/day) % % with SEP (rad/day) % % with SEP (rad/day) % 
% with 

SEP 

Trapped 
proton 

3.44E+00 94.97% 73.80% 3.21E-01 77.68% 56.87% 1.43 90.10% 67.72% 

Trapped 
Electron 

7.63E-02 2.11% 1.64% 4.47E-02 10.82% 7.92% 0.06 3.96% 3.90% 

GCR-H 9.78E-02 2.70% 2.10% 3.65E-02 8.83% 6.47% 0.07 4.49% 4.43% 

GCR-He 2.62E-05 0.0007% 0.0006% 9.02E-03 2.18% 1.60% 0.02 1.15% 1.13% 

GCR-Fe 7.88E-03 0.22% 0.17% 1.98E-03 0.48% 0.35% 0.00 0.31% 0.31% 

SEP-H 1.04E+00 22.29% 1.51E-01 26.79% 0.53 32.59% 

Total 3.62E+00 4.13E-01 1.59 

Total 
with SEP 

4.66E+00 5.64E-01 2.11 

 The VT-02 radFET has two active volumes that produce distinct Vth readouts.  Onboard the 

satellite, the Vth measurements should be performed by supplying a drain current of   20 µA to the 

circuit. This drain current value ensured a negligible temperature effect. It guaranteed the stability 

Vth a monotonic increase proportional to the integral dose progressively delivered by the radiation 

field within the payload.  

 Figure 5.14a reports the measured doses registered in the function of the mission elapsed 

times. Figure 5.14b reports the same plot for the temperature sensor reading located in the 

proximity of the radFET. Examining the telemetric data of the first week of the ABCS mission, it is 

possible to monitor the integrated dose accumulation with time registered by the onboard radFET, 

and temperatures within the payload were transmitted to ground controls three times a day. 

 Observing the Vth trend in both signals of Figure 5.14a, the expected overall dose increases 

with time are verified. However, after the first six hours (the data enclosed within circles in Figure 

5.14a), we observe a sudden decrease in the Vth values of both radFETs. Then there was a reprise of 

the integrated dose increases for the whole elapsed time, ending in a maximum value higher than 

the first reading. 
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  Finally, observing Figure 5.14.b, which reports the temperature within the payload in a point 

close to the radFET, it is apparent that both the first voltage drop at six hours and the subsequent 

short time scale oscillations seems to be correlated with temperature changes. Such Vth time 

behaviour could indicate a decrease of the drain current from its ideal value of 20 µA, leaving the 

Vth values sensitive to temperature change. Investigations are in progress to ascertain the possible 

causes of the drain current decrease after the mission's first six hours.     

a) 

b) 

Figure 5.14 – a) Time series of the Vth during the first seven days of the mission. The black circles show the Vths decrease 
after six hours from the mission beginning; b) the temperature time series shows the correlation with the sudden Vth 
decrease at six hours and the subsequent correlation with the Vth oscillations in the remaining part of the plot. The 
possible explanation for the initial drop and subsequent Vth oscillations is a drain current decrease that makes the Vth 
readout more sensitive to temperature change (see text).  
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 The dose rate increase derived from the raw data is of  3.20 and 3.06 rad/day, respectively, 

for radFET1 and radFET2, which are higher than the simulations result (Table 5.15) of 1.59 rad/day 

and 2.11 rad/day (in the presence of SEP) but not entirely in disagreement. 

 Being the ABCS launch executed during a year of intense solar activity in which the trapped 

particles' source intensity substantially deviated from the one inferred by the SPENVIS model, the 

comparison must be considered preliminary since the post-mission analysis is underway, and a new 

temperature-corrected dataset will be furnished to allow further comparison and eventually re-

calibrate the MC simulations.  
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 Conclusion and Future work. 

 Using the SPENVIS and FLUKA codes is possible to model the satellite’s layout and estimate 

the quantities relevant for the analysis of the radiometric behaviour of the various satellite 

components with acceptable computational time, encouraging us to develop a modelling 

methodology that can be included in the concurrent design of future missions. 

 The separation strategy in different source terms of the Van Allen radiation environment 

adopted in the present work simplifies the TID and SI1MEVNE estimations. According to the A8 

model, the subsequent analysis of each source term shows the trapped particles’ prominent role in 

delivering dose and damages. In contrast, the data from the A9 mitigates the effect of the trapped 

particles, reducing the overall radiometric impact and increasing the relative role of  SEP and GCR. 

 However, to remain conservative, we decided to adopt the worst scenario furnished by the 

A8 model for our critical mission review.    

 Considering the mission’s mass budget, a shielding solution of the weight of 300 g 

constituted by subsequent layers of tungsten, resins, and aluminium located in an area to protect 

the primary payload (FS configuration) decreases the 20% overall dose rate to the target 

components in relative to the NFS configuration. Therefore, we renounce the search for a more 

effective shielding layout because preliminary simulations show us that a decrease of  50%-60% of 

the dose rate could be attained only by increasing the shield weight to 1 kg, which is entirely 

unacceptable.     

 The FS solution is effective for trapped and SEP particles but not for GCR particles whose 

higher emission energy could still induce Single Event Effects (SEE) to the onboard electronics. 

 Due to their external position, the SPs are exposed to irradiation without any possibility of 

the shield receiving an overall dose rate of 2 to 5 orders of magnitude higher than those 

experimented with within the ABCS payload.  

  The calculation methodology could be easily extended in the future to other quantities, such 

as Displacement Per Atoms (DPA), Non-Ionizing Energy Losses (NIEL), and SEE [44], allowing, a more 

specific implementation of the onboard electronic components, the correlation between irradiation 

and components availability during missions.  

 The roadmap to validate the methodology requires a comparison of the simulation outcomes 

with new experiments carried out at least with protons of relatively high energy (30-70 MeV) and 

electrons from the accelerator’s beams. 

  The comparisons of the simulation results between the TAPIRO-TCC and orbital irradiations 

show that TAPIRO outperforms the orbital source in the Silicon 1 MeV equivalent damage flux. This 

finding is supported by the agreement between the measured neutron energy spectrum in TAPIRO’s 

RC1 and the simulated one.  

 Obviously, to ascertain the goodness of the simulation results and the facility 

representativeness limits, careful comparison with the radiometric data obtained during the mission 

will be mandatory.  
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 The presented results demonstrated how the simulations skills in the radiation transport are central 

for the aerospatial mission design for the near-heart mission, like ABCS, dedicated to exploring zones with 

relatively high radioactive levels, like the Van Allen Belts.  

 Future works on the topics will focus on carefully revising the data obtained during the ABCS mission 

and probably the execution of a new set of simulations with a radiative source close to the orbital condition 

of the period. 

 Future work will be addressed in designing an experimental campaign conducted in the 

TAPIRO’s TCC, where it is possible to irradiate CubeSat units while in operation. The first set of parallel 

irradiation tests to be executed on the TAPIRO reactor and the TOP-INPLART [59] proton accelerator, 

respectively located in the ENEA research centres of Casaccia and Frascati, are under design. The experiments 

foresee the irradiation of 1 CubeSat dummy unit with neutrons and protons to verify the damage induced at 

the same level of Silicon 1 MeV equivalent fluence according to the simulation findings reported in Chapter 

5.  

 Another exciting project could be the launch of a feasibility study to realise a heavy ion accelerator 

that regionally could integrate the ASIF network for the irradiation test. ENEA and Sapienza University could 

entirely manage this activity in its initial stage.    

 The present application has been limited to CubeSat, a small and cheap satellite class used 

for concept demonstration, personnel training, and scientific application. However, it can be 

extended to more ambitious scientific or commercial projects integrating several kinds of resources 

whose discussion is beyond the scope of this thesis.      
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