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Abstract
Software-defined networking (SDN) is a paradigm that provides flexibility and programmability to computer networks. By 
introducing SDN nodes in a legacy IP network topology, network operators can benefit on higher control over the infrastruc-
ture. However, this migration is not a fast or straightforward process. Furthermore, to provide an adequate quality of service 
in hybrid IP/SDN networks, the coordination of both IP and SDN paradigm is fundamental. In this paper, this coordination 
is used to solve two optimization problems that are typically solved separately: (i) traffic load balancing and (ii) power 
consumption minimization. Each of these problems has opposing objectives, and thus, their joint consideration implies 
striking a balance between them. Therefore, this paper proposes the Hybrid Spreading Load Algorithm (HSLA) heuristic 
that jointly faces the problems of balancing traffic by minimizing link utilization and network’s power consumption in a 
hybrid IP/SDN network. HSLA is evaluated over differently sized topologies using different methods to select which nodes 
are migrated from IP to SDN. These evaluations reveal that alternative approaches that only address one of the objectives 
are outperformed by HSLA.

Keywords Hybrid IP/SDN · Load balancing · Energy efficiency · Traffic engineering · Heuristic

1 Introduction

The internet has drastically changed how our society cre-
ates, shares, and consumes information. As a consequence, 
the volume of traffic flowing through the internet increases 
exponentially over time, as the number of users continues 
rising from 3.9 billion in 2018 to the predicted 5.3 billion 

by 2023 [1], generating an estimate of 2.6 Exabytes of traf-
fic daily [2].

It is because of this growth in traffic demand that, to 
address peak traffic loads, as well as to react to events that 
degrade network performance, such as link failures [3] or 
router malfunctions [4], internet service providers (ISPs) 
need to reinforce the existing network infrastructure. Such 
an objective can be obtained by overprovisioning existing 
resources or by providing additional network redundancy. 
However, the use of such techniques leads to high energy 
consumption within normal network operations because all 
the network equipment is powered on, regardless of the traf-
fic flowing through it [5].

Nonetheless, the flexibility and the programmability pro-
vided by the software-defined networking (SDN) paradigm, 
through the global network knowledge obtained by the con-
troller, enable the proposal of solutions that optimize the 
amount of network equipment (e.g., links and nodes) that 
need to be powered on to successfully fulfill the quality of 
service (QoS) requirements [6–8]. These solutions adapt the 
network configuration to the traffic demand and improve 
the network’s energy efficiency [9]. Furthermore, the use 
of SDN allows for the application of additional solutions, 
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such as traffic engineering (TE) techniques. SDN enables the 
network to design optimal policies for routing and, therefore, 
flow forwarding, thus performing traffic load balancing at 
the network level [10–12].

To make use of the SDN paradigm in a network infra-
structure, the network equipment needs to be replaced with 
SDN-compatible nodes. However, such migration is not 
a straightforward or fast process, and it is not feasible to 
migrate large network topologies in the short term (e.g., 
labeling a flag day to migrate from IP to SDN), especially 
due to the economic costs of the replacement and the lack 
of provision of service-level agreement (SLA)–included ser-
vices to the ISP’s customers during the migration. A solution 
to this problem, commonly used by ISPs due to its cost-
effectiveness, is to migrate incrementally, replacing only a 
subset of network elements and evaluating their practicality 
after a certain period of time [13]. Such partial migrations 
lead to hybrid IP/SDN networks, where both legacy IP nodes 
and SDN nodes coexist. In this type of network, both kinds 
of equipment need to be coordinated, as well as the protocols 
used for routing (i.e., OSPF and OpenFlow) [14, 15].

The problem of energy efficiency has been studied in 
related literature. In [16], an optimal, linear program-
ming–based solution that optimizes the energy efficiency 
of an SDN network, along with a greedy heuristic for its 
application in large networks, is proposed. These solutions 
consider the possibly limited number of OpenFlow rules that 
can be installed in each SDN switch and provide up to 18.2% 
energy savings w.r.t. no energy efficiency solutions. How-
ever, this proposal is designed for pure SDN networks and 
is, thus, unsuitable for hybrid IP/SDN networks. Wang et al. 
extended the problem to hybrid IP/SDN networks in [17]. 
This work demonstrated the NP-hardness of the energy effi-
ciency optimization problem in hybrid IP/SDN networks and 
proposed a heuristic algorithm to solve the problem based on 
spanning tree algorithms. The impact of traffic load, network 
size, and SDN nodes’ number on the achieved energy sav-
ings was also analyzed.

A different approach for energy efficiency optimization 
is described in [18], which optimizes the energy efficiency 
of a hybrid IP/SDN network by proposing the SENAtoR 
algorithm. SENAtoR employs a smooth power-off technique 
where SDN switches stop sending control traffic to legacy 
IP equipment before being powered off, giving the IP part 
of the infrastructure time to adapt. SENAtoR is shown to 
have near-optimal performance and takes only milliseconds 
to execute. Finally,  [19] presented Hybrid Energy-Aware 
Traffic Engineering (HEATE). In contrast to the previous 
approaches, which focused on optimizing energy efficiency 
on SDN devices and allowing the solution to be interoper-
able with IP equipment, HEATE actively optimized energy 
efficiency in both kinds of equipment for hybrid IP/SDN 
networks. To do so, HEATE found the optimal setting of 

the OSPF link weight and the split ratio on SDN nodes. 
In particular, HEATE considered that IP routers performed 
shortest path routing by optimizing OSPF link weights, 
while SDN nodes satisfied multipath routing with traffic flow 
splitting through the action rules defined by the controller. 
HEATE is shown to provide better performance than flow 
allocation–based and OSPF-based energy efficiency algo-
rithms in multiple network topologies. However, all these 
approaches are fundamentally different from the proposal of 
this work, as they exclusively focus on energy consumption, 
while other crucial aspects (e.g., QoS metrics, link perfor-
mance) are not considered [20].

The consequence of single-objective energy efficiency 
optimization is that load balancing is not performed. Load 
balancing is a key TE technique in hybrid IP/SDN net-
works, normally performed by minimizing the maximum 
link utilization (MLU) through an equal spreading of the 
traffic load among links (ECMP protocol) [21]. Load bal-
ancing allows for a reduction of the OPEX in networks, as 
well as for a growth of the user base due to the low average 
link utilization derived from its usage [22, 23]. In hybrid 
IP/SDN networks, this kind of optimization was introduced 
in [24]. This proposal separated flows into two categories: 
uncontrollable flows, i.e., flows that were routed by legacy 
IP equipment, and thus, could not be controlled, and control-
lable flows, which could be controlled because they made 
use of SDN switches. This work formulated the problem 
of MLU minimization in hybrid IP/SDN networks by using 
ECMP techniques in controllable flows. Furthermore, a fully 
polynomial time approximation scheme (FPTAS) was also 
proposed. In [25], Ren et al. achieved a near-optimal TE in 
hybrid IP/SDN networks in polynomial time by proposing 
a distributed algorithm named TEDR. TEDR relaxed and 
decomposed the original problem, which was formulated 
using linear programming, into multiple subproblems related 
to each of the SDN switches. A small TEDR controller asso-
ciated with each SDN switch then solved the subproblem 
assigned to the switch and broadcasted this local solution 
to the whole network. Finally, local solutions are compared 
to find a globally near-optimal solution. TEDR achieved a 
substantial MLU reduction in hybrid IP/SDN networks with 
at least a 30% SDN deployment rate.

One of the latest related works on the subject is [26]. 
In this paper, Guo et al. presented HybridFlow, a load bal-
ancing solution centered on scalability. HybridFlow made 
use of the hybrid mode presented in some SDN switches 
that allowed them to route most flows using OSPF without 
involving the SDN controller to reduce the overhead. To do 
so, HybridFlow detected crucial flows: flows that carried a 
high traffic load and that would be directly routed through 
critical links using OSPF. These crucial links were detected 
using a Variation Slope, a metric also proposed by this work 
to identify the links carrying the highest set of flows with 
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higher traffic loads. Crucial flows are then rerouted to per-
form load balancing using OpenFlow. While HybridFlow 
enabled near-optimal load balancing with minimal overhead, 
it also required a fully deployed SDN topology rather than a 
hybrid IP/SDN topology. Finally, in [27], the NP-hardness of 
the traffic engineering problem in hybrid IP/SDN networks 
was proven, and an algorithm named SDN/OSPF Traffic 
Engineering (SOTE) was proposed to solve it. The main 
purpose of SOTE was to minimize the MLU of a hybrid IP/
SDN network by jointly optimizing the OSPF weight setting 
of the entire network in order to balance outgoing flows at 
IP nodes, as well as the traffic splitting ratio of flows that 
aggregated SDN nodes. SOTE was shown to achieve nearly 
optimal results in realistic topology, even with only a 10% 
SDN deployment rate. However, none of these works con-
sidered the effects of load balancing on energy consumption, 
as rerouting and the use of the ECMP protocol make use of 
more links, which in turn requires more links to be powered 
on, increasing the network’s overall energy consumption.

Although both the energy consumption problem and the 
traffic load balancing problem have been studied separately 
in hybrid IP/SDN networks, studying them as a joint prob-
lem, considering the trade-off between the optimization 
of routing to maximize energy efficiency and its optimi-
zation for MLU minimization, has not been addressed in 
prior works. Thus, to solve this joint problem and provide 
a guaranteed QoS, this paper proposes a multi-objective 
optimization problem, including both its definition and 
formalization. In particular, two metrics are considered 
as the minimization objectives: the power consumption 
of the network and the MLU. This work extends our pre-
vious work already published in [28] by performing an 
evaluation of the impact that SDN nodes have on the flows 
number and on the amount of traffic that can be controlled, 
analyzing the impact of the initial weight setting of SDN 
links on the obtained results and proposing an additional 
genetic algorithm (GA)–based approach for the power 
saving phase. Moreover, for this solution to be able to 
scale, and thus, for it to become practically solvable in 
large topologies, we also present the Hybrid Spreading 
Load Algorithm (HSLA), a heuristic solution for this joint 
problem. Concretely, the main contributions of this work 
are as follows:

• The consideration of the trade-off between energy con-
sumption and load balancing during the migration from 
legacy IP to SDN-enabled networks.

• The definition of the joint, multi-objective energy effi-
ciency, and the load balancing problem in hybrid IP/SDN 
networks that fairly pursues both goals.

• The evaluation of the impact of different SDN selection 
methods on flows number and on the amount of traffic 
that can be controlled.

• The evaluation of the impact of the initial weight set-
ting of SDN links on the aforementioned metrics.

• The proposal of the HSLA heuristic algorithm, includ-
ing a GA-based approach for the link switch off pro-
cess, which enables the practical and timely solution of 
the problem in large topologies.

• The comparison of HSLA with existing solutions from 
both the energy efficiency and the load balancing state-
of-the-art within realistic conditions.

The rest of this paper is organized as follows. Section 2 
describes and defines the problem. The HSLA algorithm 
is described in Section 3. Section 4 reports experimen-
tal results and their analysis. Ultimately, Section 5 draws 
some conclusions and future works.

2  Problem definition

We consider a hybrid IP/SDN network modeled as a 
directed network graph Gℑ⇐N⇔L⇒ , where N  is the 
nodes set and L is the directed links set. The set of nodes N  
is further divided in two subsets: SDN nodes, NSDN ∈ N  , 
or IP nodes, NIP ∈ N  , where NSDN ∪NIP = N  . With 
respect to the set of links, each link li,j ∈ L connecting 
node i ∈ N  to node j ∈ N  has a capacity of Ci,j units to 
accommodate traffic flows, and a power consumption 
referred to as Pi,j.

Traffic matrix T  models the traffic and is composed of 
a set of demands �s,d ∈ T  from each source node s ∈ N  
to each destination node d ∈ N  in the network. In other 
words, �s,d ∈ T  refers to the traffic demand entering the 
network from node s and leaving it through node d.

The goal of the problem is to find an optimal network 
configuration that jointly minimizes the maximum link 
utilization and the network power consumption.

Moreover, to define the mixed integer linear program-
ming (MILP) formulation aimed at solving the multi-objec-
tive and the multi-commodity-flow (MO-MCF) optimization 
problem, the following set of variables is required:

• yi,j is a binary variable that represents the operational 
mode of link li,j . Its value is yi,j = 1 if the link is active. 
Otherwise, if yi,j = 0 , the link is turned off;

• f
s,d

i,j  is an integer variable that represents the amount of 
traffic demand �s,d ∈ T  that is routed on link li,j;

• nd
i,j is a binary variable indicating whether node i uses 

node j as the next hop in its forwarding table to reach 
destination node d;

• cd
i
 is an integer variable representing the cost of the 

path to go from node i to node d;
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• hi,j is an integer variable indicating the interior gateway 
protocol (IGP) weight of link i, j, which is considered by 
the IP routers to determine the shortest path routing;

• U is a real variable indicating the maximum link utilization 
(MLU) in the network.

• N+
i  and N−

i
 are subsets of N  that contain the nodes to 

which node i has incoming and outgoing links, respectively.

Considering the variables just described, the optimization 
problem has as goal the jointly minimization of the network 
power consumption , as well as its maximum link utilization 
(MLU). For this purpose, two objective functions are needed 
to solve the multi-objective optimization problem, that are 
defined in Eqs. (1–2) as follows:

The minimization of the global network power consump-
tion is represented by Eq. 1, while the objective pursued by 
Eq. 2 minimizes the MLU. Therefore, the MO-MCF prob-
lem is defined by the joint optimization of both functions 
as follows:

subject to:

(1)F1 = min
∑
li,j∈L

yi,j ⋅ Pi,j

(2)F2 = min U

(3)min
[
F1;F2

]

(4)

�
j∈N−

i

f
s,d

i,j
−

�
j∈N+

i

f
s,d

j,i
=

⎧
⎪⎨⎪⎩

�s,d if i = s

−�s,d if i = d

0 if i ≠ s, d

∀i, s, d ∈ N, �s,d ∈ T

(5)
∑
�s,d∈T

f
s,d

i,j
≤ yi,j ⋅ Ci,j ∀i, j ∈ L

(6)
1

Ci,j

∑
�s,d∈T

f
s,d

i,j
≤ U ∀i, j ∈ L

(7)f
s,d

i,j
≤ nd

i,j
⋅ �s,d ∀i, j ∈ L ∶ i ∈ NIP, �s,d ∈ T

(8)
∑
j∈N−

i

nd
i,j
= 1 ∀i, d ∈ N ∶ i ≠ d

(9)0 ≤ cd
j
+ hi,j − cd

i
≤ (1 − nd

i,j
) ⋅M ∀i, j ∈ L, d ∈ N

(10)1 − nd
i,j
≤ cd

j
+ hi,j − cd

i
∀i, j ∈ L, d ∈ N

Classical flow conservation constraints are described in 
Eq. 4, whereas the capacity constraint on links is represented 
by Eq. 5, where the available capacity upper binds the total 
traffic routed on a link. Specifically, if the link is in on status 
( yi,j = 1 ), all of its capacity can be employed to transport the 
traffic; otherwise, its capacity is equal to 0 and the link can-
not be used. Equation 6 leads the variable � to be equal to or 
greater than the MLU in the network. In the presented 
model, IP routers are constrained to use a single and shortest 
path routing and to forward traffic according to the destina-
tion. These aspects are involved in the problem formulation 
through the constraints reported in Eqs. 7–11. Especially, 
Eq. 7 models destination-based forwarding by allowing the 
IP router i to send traffic destined to node d over link i, j only 
if node j is the next hop for the destination ( nd

i,j
= 1 ). Equa-

tion 8 imposes the single path routing for IP routers, and 
specifically it forces node i to choose only one next hop to 
reach destination node d. It is worth mentioning that, in spite 
of the fact that SDN nodes can forward traffic over multiple 
paths, it is important to impose Eq. 8 to all the nodes (not 
limited only to IP routers). In this way, IP routers are forced 
to consider only single and shortest paths to forward the 
traffic, which are calculated according to the weight varia-
bles ( hi,j ). Anyway, SDN nodes are able to override these 
rules since the next hop variables for these types of nodes 
are not logically bound to the traffic forwarding (Eq. 7 is 
imposed only on IP routers). Finally, 9–11 enforce the short-
est path policy. They impose that if nd

i,j
= 1 , then the cost of 

the path between the nodes i and d must be equal to the 
weight of the arc connecting it with its neighbor, j, ( hi,j ) 
including the cost of the path between j and d.

Since the presented problem formulation is NP-hard [29], 
next, a heuristic approach is presented to solve it in polyno-
mial time.

3  HSLA

The proposed algorithm, named Hybrid Spreading Load 
Algorithm (HSLA), which aims at solving the MILP prob-
lem defined in Section 2, is described in next subsections by 
pointing out algorithmic aspects and architectural details.

3.1  Exploiting SDN nodes for traffic splitting

The HSLA concept is to take advantage by using the gen-
eralized forwarding of the SDN paradigm to split the traffic 
entering the set of SDN nodes to balance the traffic load. 
Therefore, an SDN node can split a reaching flow over the 
rest of the outgoing ports to ensure that the traffic is balanced 

(11)1 ≤ hi,j ≤ hmax ∀i, j ∈ L
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toward the next hop. The main benefits of doing this accord-
ing to the generalized forwarding and the SDN control plane 
are (i) the traffic can be accurately divided over several out-
going paths and (ii) the considered paths do not need to 
be the shortest ones. These two points can be summarized 
according to the concept of multipath routing (MPR). In 
contrast, traditional IP routers, which work according to des-
tination-based forwarding and rely on shortest path routing 
protocols (e.g., OSPF [10]), can split traffic over equal cost 
multipaths (ECMPs, [21]), but this operation has several 
limitations. Firstly, traffic splitting is based on flow hashing 
methods that allow to balance only in terms of flow number 
(not considering the actual traffic volume) and to lead to 
low accuracy. Furthermore, only the shortest paths can be 
considered, thus, reducing the load balancing opportunities. 
Finally, all these decisions are delegated to the local control 
plane agent with logic that cannot be centrally controlled to 
achieve a global objective. For this reason, in this paper, we 
decide not to rely on the ECMP mechanism of the IP rout-
ers, allowing traffic splitting only at SDN nodes, where this 
process is effective and flexible as a result of the availability 
of the routing mechanism of group tables or using specific 
flow rules. In particular, we assume that the capabilities of 
SDN switches are exploited to perform accurate traffic flow 
over multiple shortest paths.

The idea behind the proposed routing scheme is repre-
sented through Figs. 1, 2, and 3, where an 8-node hybrid IP/
SDN network is reported. We are interested to the path that 
is evaluated to route the flow traffic from node A to node 
H. In Fig. 1, the resulting path for the case where all the 
nodes are legacy IP nodes ( PA,H = {A − C − F − H} ) is rep-
resented by the blue line. For the sake of simplicity, all the 
weights for links are here set to 1. In this case, destination-
based forwarding is applied, such as in traditional routing 
protocols, e.g., OSPF [10].

Figure 2 represents the scenario where a traditional IP 
node is replaced by an SDN node at a particular stage in 
the transition from IP to SDN and the selection method for 
such replacement indicates that the upgraded node must 
be C. In this case, the links associated with the SDN node 

are weighted by decreasing their values from hi,j = 1 (ini-

tial setting) to hi,j =
h−
i,j

ki
=

1

4
 , where the weight of link li,j 

before the update is represented by h−
i,j

 and ki is a metric 
that purposes to attract the flows to node i, e.g., its degree. 
The decreasing of the link weights related to SDN nodes 
is done to force the flows to pass through them, leading to 
balance the traffic among different links exploiting the 
ECMP protocol [21]. Despite this, in the reported exam-
ple, although link weights are modified, the single SDN 
node replacement does not affect the path followed by flow 
A − H (blue line) with respect to the case of Fig. 1.

By upgrading a second node to SDN, e.g., G, the 
flow arriving at node C is equally divided among the 
set of shortest paths from it toward the destination (see 
Fig. 3). In the example, two shortest paths with the same 
cost exist from C to H: P1

C,H
= {C − D − G − H} and 

P2
C,H

= {C − F − G − H} , which are represented by green 
lines. Thus, the traffic volume represented by the blue line 
is split by two and steered through the aforementioned 
(green) paths. With this traffic division, the proposed solu-
tion targets the traffic load to be balanced and the MLU 
to be reduced through the use of the ICMP protocol at the 
SDN nodes.

Fig. 1  A to H path in a legacy IP network

Fig. 2  A to H path in a hybrid IP/SDN network considering C as SDN 
node

Fig. 3  A to H path in a hybrid IP/SDN network considering C and G 
as SDN nodes
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3.2  HSLA description

Next, we present the proposed solution, which is composed of 
2 algorithms. The former aims at spreading the traffic through 
the subset of SDN nodes as a result of using the ECMP proto-
col (pseudo-code reported in Algorithm 1). Once the traffic is 

handled, the second algorithm tries to save energy by switch-
ing off links. In addition, for the link switch off (LSO) pro-
cess, two solutions have been considered: the Less Loaded 
Links Algorithm (L3A), which iteratively removes the less 
loaded link in the network (see Algorithm 2) and repeats 
and the Genetic Algorithm–based LSO (GA-LSO), which 

Algorithm 1  Pseudo code of the proposed Hybrid Spreading Load Algorithm (HSLA). 
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exploits the use of GAs to power off links and steer the traffic 
among the remaining subset of links (Algorithm 3).

Starting with the HSLA, whose goal is the minimization 
of the MLU, 2 parameters are required as input. The first 
parameter is the network graph G = (N,L) , with NIP ∈ N  as 
the set of legacy IP nodes, NSDN ∈ N  composed of the set of 
SDN nodes, and NSDN ∪NIP = N  . The second parameter is 
the traffic matrix T  to be satisfied. First, an initialization phase 
for setting the link weights is performed in lines ( 1 − 9 ). As 
introduced in Section 3.1, hi,j = 1 is set for the weight for links 
connecting two IP nodes, whereas they are decreased to 
hi,j =

1

ki
 when they connect an SDN node i, with ki as the 

related metric representing the node importance.
Once the initial weight setting is performed, the objective 

of the HSLA is to provide for all the traffic demands contained 
in the traffic matrix T  passed as input, i.e., to find a feasible 
routing matrix R for T  that minimizes the MLU. For this aim, 
each traffic demand (s, d) is iteratively handled. First, the k 
shortest paths are evaluated from source node s to destination 
d according to destination-based forwarding (line 13).

Then, each path in the reported set is verified to check if 
it is a noncontrollable path (all the nodes are IPs) or a con-
trollable path (at least one node is an SDN). In the former 
case (lines 15 − 23 ), a classic destination-based forwarding 
is employed to steer the traffic, checking that link constraints 
are satisfied and no loops are formed (line 16). If the SDN 
nodes are found in the evaluated path (it is a controllable 
path), the heuristic verifies each node in the path from s to 
d to discern whether they are SDN or IP nodes (lines 
24 − 49 ). If the checked node i is an SDN, the k shortest path 
procedure is executed again (line 27) to get the subset of u 
paths with the same cost from the SDN node i to the destina-
tion d. Then, the traffic demand (s, d) arriving at i is equally 
divided among the subset of u paths with an equal cost to d 
and a volume of (s, d)

u
 (lines 29 − 37 ). For each evaluated 

path, link constraints and the presence of loops are also 
checked (line 28). If the evaluated node i is an IP, the traffic 
demand is fully routed over the outgoing link without per-
forming traffic splitting (lines 39 − 47 ). This process is 
repeated until all the nodes in the path from s to d are evalu-
ated and the traffic is successfully steered, satisfying link 
constraints throughout of the path and the avoidance of loops. 
Finally, the output reports a feasible routing matrix R.

3.3  Less Loaded Links Algorithm

Once Algorithm 1 evaluates a routing solution where the traf-
fic load is balanced and thus the MLU is minimized, a feasible 
network configuration that minimizes the required power con-
sumption is found by a second algorithm. Algorithm 2 reports 
the pseudo code of the L3A. It takes as input the routing matrix 
outputted by the HSLA, R , as well as the network graph and the 
traffic matrix to be served. Initially, the set of links are sorted 
according to their load in ascending order (line 4). Then, each 
link is removed (turned off) from the network topology, and the 
HSLA is executed again to find feasible routing (if possible). If 
there is no feasible routing, the link is returned to the topology 
(switched on), and the next link is considered. This process is 
repeated until all the network links are evaluated. Ultimately, 
a feasible routing matrix, R′ , is reported, which (i) balances 
the link load and (ii) reduces the network power consumption.

3.4  Genetic algorithm‑based link switch off

The second algorithm that is proposed for the power saving 
procedure is based on GAs, a type of heuristic based on the 
mechanisms of natural evolution where individuals reproduce 
and the more skilled ones survive [30].

To solve the problem, a chromosome representing a solu-
tion must be defined. In our case, a chromosome c represents 
a network configuration in terms of link activity (Eq. 12). In 

Algorithm 2  Pseudo code of the proposed Less Loaded Links Algorithm (L3A). 
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particular, each gene, gk , of chromosome c is a binary value 
representing the operational mode of the k-th link. If link k is 
powered on, then gk = 1 . Otherwise, if the link is powered off, 
then gk = 0 . This representation fits with the philosophy of 
canonic GAs, which use binary strings to represent individuals.

Each potential solution represented by a chromosome must 
be evaluated to obtain its suitability to the problem, i.e., its 
goodness, according to a fitness function. In this problem, 
the fitness function must check if the network configuration 
mapped by the chromosome ensures that the routing con-
straints (link capacities) and whether all the traffic demands 
are satisfied. If the feasibility check is correct, then the 
resulting fitness value is the number of powered links. The 
goal of the GA-LSO is, therefore, to minimize this number 
to ensure that the power savings are increased.

In the following, the description of the proposed GA-based 
LSO algorithm is provided, including the operators and functions 
used to carry out the evolutionary process. It takes six parameters 
as input: (i) the network graph, G = (N,L) ; (ii) the routing matrix 
obtained by HLSA, R ; (iii) a traffic matrix, T  ; (iv) the population 
size, � ; (v) the mutation rate, mr ; and (vi) the maximum genera-
tions number that compose the evolutionary process, �.

At the beginning, four variables are initialized: gen as an 
indicator of the current generation, Pgen as the population 

(12)c = {g1, g2, ..., gL}, gk ∈ {0;1}

of individuals to be evaluated (initially empty), and the two 
variables that will be returned as output: solbest as the best 
solution found and fvalbest as the numerical goodness of such 
a solution. The latter variable is initialized to a large value 
to be minimized during the execution of the GA-based LSO.

In the first step, the GA creates the initial population, 
Pgen , of size � with the set of individuals to be evaluated by 
the fitness function. Next, each individual c ∈ Pgen is evalu-
ated by applying the fitness function previously described, 
and the best solution found is iteratively updated (lines 
3 − 9 ). The evolutionary process starts at line 10 with the 
selection of the individuals that will be part of the next 
generation. In particular, crossover and mutation processes 
are applied to the current population, Pgen , to create off-
spring (children) that will be evaluated in the following gen-
erations. Specifically, single-point crossover and uniform 
mutation are applied. The mutated children∗ obtained after 
applying the genetic operations are evaluated by the fitness 
function, and the best solution found is again iteratively 
updated (lines 15 − 21 ). The process ends after the execu-
tion of � iterations, i.e., the maximum generations number 
passed as input. The algorithm returns the best solution 
found, solbest , and its associated fitness value, fvalbest . The 
best solution represents the best network configuration in 
terms of power savings (least number of active links), which 
respects the routing and capacity constraints.

Algorithm 3  Pseudo code of the proposed GA-based LSO algorithm. 
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4  Experimental results

In this section, we provide an experimental evaluation 
of the proposed solution. Firstly, the simulation environ-
ment is reported. Next, an analysis is provided to evalu-
ate different methods for the selection of the nodes to be 
migrated from IP to SDN, both in terms of controllable 
flows and the amount of controllable traffic. We adopt the 
definition given in  [24] to refer to controllable flows. A 
controllable flow is a flow that is routed by SDN equip-
ment. In contrast, an uncontrollable flow is a flow that 
is completely routed by legacy IP equipment, and thus, 
cannot be controlled. Therefore, controllable traffic is the 
amount of traffic associated with the set of controllable 
flows. Moreover, the impact of the weight setting of links 
connecting SDN nodes is also evaluated by considering 
different approaches. To analyze the benefits of applying 
the HSLA over topologies of different sizes and traffic 
loads, a thorough performance analysis is carried out. 
Metrics, such as MLU and power savings, are evaluated. 
Finally, a comparison with two representative state-of-the-
art solutions that separately address the load balancing 
and the energy consumption problem in hybrid IP/SDN 
networks is also performed.

4.1  Simulation setup

In the simulations, we consider three network topologies of 
different sizes: Nobel (17 nodes, 52 links), Geant (22 nodes, 
72 links), and Germany (50 nodes, 176 links). To evaluate 
the variability of the daily traffic patterns in each network, a 
set of traffic matrices are retrieved from [31]. In particular, 
5 TMs are considered for the analyses by scaling down the 
peak TM in the data set by a factor of 0.4, 0.5, 0.7, and 0.9, 
respectively.

Link capacities are set as follows. First, we select the peak 
TM, and we route it over a set of shortest paths derived after 
applying the Dijkstra algorithm on the network graph. After 
this step, each link li,j carries an amount of traffic ti,j . Then, 
we assume that the capacity of each link can be upgraded by 
installing a set of line cards. A line card has a capacity of ΔC 
equal to 0.5max

li,j

(ti,j) , i.e., half of the traffic carried by the 

link with the highest link utilization. Finally, we consider 
installing the minimum line cards number that is needed by 
each link to make their utilization less than 100%.

In our analysis, we assume that all the network links have 
the same power consumption when they are active ( Pi,j = 1 ). 
The transition from the IP to SDN networks is performed 
step-by-step, i.e., by upgrading one IP legacy node to SDN at 
a time. At each stage, one node is selected as the most suit-
able to be upgraded to the SDN. For the selection process, 
four methods are considered: (i) highest degree first (HDF), 

which sorts the set of potential nodes (remaining IP nodes) 
according to their degree, i.e., the number of incoming and 
outgoing links; (ii) highest closeness centrality (HCC), to 
select the node having the shortest distance to the rest of 
the nodes; (iii) highest betweenness centrality (HBC), with 
the aim of obtaining the node that is involved in most of 
the shortest paths among the nodes in the network; and (iv) 
random.

The motivation for the choice of the aforementioned 
selection methods is explained next. If the upgrade of 
IP nodes to the SDN is performed according to the HDF 
method, it means that, after each stage, the controller will 
have the largest possible amount of information under con-
trol compared with the case where other potential nodes 
would be selected. Thus, the node with the highest degree 
is chosen so that the controller will be able to control 
the highest number of ports through, e.g., the use of the 
OFPMP_PORT_STATS messages. If HCC is the method for 
the SDN nodes selection, the focus is placed on the distance 
of a node to the rest of the nodes. This situation is interesting 
for detecting nodes that are able to spread information very 
efficiently throughout the network. If a node is selected as 
an SDN using HCC, it means that the destination node (as 
well as the source node) is close; thus, the path is shorter 
with regard to other potential nodes, and improvements in 
the energy efficiency can be experienced. Ultimately, we 
evaluate the importance of a node with HBC. In this case, 
the node with HBC is involved in most of the shortest paths 
for each source-destination pair. Since the HSLA is based on 
the computation of the shortest paths both from the source 
node and from each SDN node (if any) to the destination, 
the HBC seems to be an interesting option to be exploited 
in the SDN node selection process. Finally, randomness is 
also considered to show the benefits of using methods that 
are based on the features of the network graph.

4.2  Evaluation of the SDN nodes selection method

The first analysis that is proposed aims at evaluating the 
controllable flows number and the amount of controllable 
traffic that results after the migration of legacy IP nodes to 
SDN ones. In particular, Fig. 4 reports the controllable flows 
number as a function of the SDN nodes number for the 
Nobel, Geant, and Germany topologies. Four different meth-
ods for the selection of the SDN nodes are considered: HDF, 
HCC, HBC, and random. Simulations were run 25 times, 
and confidence intervals are shown in the figure. Since the 
initial link weight setting is important for evaluating the 
effectiveness of the proposal, the link weight setting of the 
SDN nodes in this evaluation is set according to their degree, 
wi,j =

1

ki
 , with i as the SDN node and ki as its degree. In the 

case of links connecting only IP nodes, their weight is set to 
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wi,j = 1 . Looking at Fig. 4, it can be seen that the three meth-
ods that are based on network features (HDF, HCC, and 
HBC) present similar results for small networks (Nobel and 
Geant), overcoming the one exploiting randomness. In the 
case of the Germany network (see Fig. 4c), larger differences 
can be found within the range [0, 20] of SDN nodes: (i) lines 
for HCC and HBC are close for a small SDN nodes number 
[1 − 5] with a slightly better performance with regard to 
HDF; and (ii) the performance of HCC decreases in the 
range [5 − 20] compared to HDF and HBC, which maintains 
the best results for all the problem instances. Thus, in gen-
eral, the HBC selection method is the one that presents the 
best performance in terms of controllable flows during the 
transition from IP to SDN.

To verify the previous outcomes, Fig.  5 reports the 
amount of controllable traffic as a function of the SDN nodes 
number for the four selection methods and the three topolo-
gies. In this case, it can be remarked that HDF struggles 
with respect to HCC and HBC for a small SDN node num-
ber, especially in the case of large networks (see Fig. 5c), 
where its performance is similar to that of the worst selec-
tion method, i.e., random. Thus, from these analyses, we can 
state that HBC is the selection method that is able to control 
the highest number of flows and the largest amount of traffic 
when migrating an IP network to an SDN network.

4.3  Evaluation of the link weight setting method

In this section, a discussion of the importance of selecting 
an appropriate link weight setting is provided. In particu-
lar, we focus on tuning the weights of the links connecting 
the SDN nodes. For the remaining links uniquely con-
necting legacy IP nodes, their weight is set to 1, as in the 
OSPF protocol. This choice derives from the control a 
network admin is able to carry out on the traffic traversing 
SDN nodes. As a result, if the definition of the SDN link 
weights is set according to metrics related to the network 
structure and the flows number (and traffic) to be handled 
by the SDN nodes is increased, our proposed algorithm 
handles a thinner granularity on the traffic.

Three methods for setting the link weights are evalu-
ated: (i) LWS: the degree where the weights of the SDN 
links are inversely set according to their degree (as in the 
evaluations of Section 4.2 and the description of Fig. 3); 
(ii) LWS: the closeness where the node closeness cen-
trality is considered for the link weights; and (iii) LWS: 
the betweenness where the metric used to assess the link 
weights is the betweenness centrality of the nodes. In all 
the cases, links attached to an SDN node are assigned a 
weight that is inversely proportional to the considered met-
ric (degree, closeness or betweenness).

Fig. 4  Number of controllable 
flows as a function of the SDN 
nodes number for Nobel (a), 
Geant (b), and Germany (c). 
The link weight setting for the 
SDN nodes is set according to 
their degree, wi,j =

1

ki
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Figure 6 shows the number of controllable flows as a 
function of the SDN nodes number for Nobel, Geant, and 
Germany considering the three methods described above. 
Moreover, the case where all the links in the network have 
the same weight, i.e., wi,j = 1 regardless of whether they are 
IP or SDN links, is also reported with the legend “No LWS.” 
In the figures, it can be seen that the link weight setting 
based on either node degree or node betweenness centrality 
represents the best choice to increase the number of control-
lable flows for all the network topologies. The worst-case 
scenario is reported for the closeness centrality method, 
which is even worse than the case where no differences are 
adopted for SDN links and regular IP links, i.e., when no 
considerations for the link weights are assumed.

These results can be confirmed when looking at Fig. 7, 
where the amount of controllable traffic is shown as a func-
tion of the SDN nodes number. In this case, although the 
benefits of using a method to set the weights of the SDN 
links are slightly reduced compared to the number of con-
trollable flows (especially for small networks, see Fig. 7a and 
b), the metrics based on the node degree and the between-
ness centrality clearly outperform the rest. In conclusion, 
we can state that the impact of selecting an appropriate 
method for the link weight setting is very important for the 

controllability of the flows, and hence, the amount of traffic 
that can be managed in the hybrid IP/SDN network. Thus, 
for the evaluation of the proposed solution, we consider the 
link weight setting based on the SDN node degree.

4.4  HSLA performance evaluation

The goal of the first analysis is to evaluate the effectiveness 
of the proposed solution considering the joint optimization 
of energy efficiency and load balancing during the transition 
from IP to SDN nodes. Figure 8 shows the MLU obtained 
by the HSLA as a function of the SDN deployment rate for 
the Nobel topology. Specifically, the results for each of the 5 
TMs are accounted for the three SDN node selection meth-
ods (HDF, HCC, and HBC). Note that TM 5 is the peak TM 
in the data set and TM 1 is the non-peak TM.

Figure 8 shows a general trend. The MLU decreases with 
the SDN deployment rate for a small percentage of migrated 
SDN nodes. This MLU reduction is different depending on 
the considered selection method, with an early impact for 
HDF and HCC and a more progressive impact for HBC. 
After that, the MLU is stabilized, and adding SDN nodes 
does not impact the resulting MLU. Clearly, there is an 
existing direct proportional relationship between the overall 

Fig. 5  Amount of controllable 
traffic as a function of the SDN 
nodes number for Nobel (a), 
Geant (b), and Germany (c). 
The link weight setting for SDN 
nodes is set according to their 
degree, wi,j =

1

ki
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traffic load that is injected into the network and the obtained 
MLU. TM 5 represents the worst-case scenario and TM 1 
represents the case for non-peak traffic, where more energy 
saving opportunities can be found.

A considerable decrease in the obtained MLU is tested 
every time an IP node is replaced by an SDN node when the 
SDN deployment rate is below 40% both for HDF (Fig. 8a) 
and HCC (Fig. 8b). After such a percentage, the achieved 
MLU is approximately constant up to reaching the full 
SDN scenario (deployment rate of 100% ). In other words, 
the highest impact during the transition from IP to SDN in 
terms of MLU is found in the range (0, 40)% of the deploy-
ment rate. It is in Fig. 8c where the MLU behavior is step-
wise. In this case, the benefits of adding a new SDN node 
are not as high as in the case of HDF or HCC, regardless of 
the transition stage.

Once the evaluation of the obtained MLU has been carried 
out, we move our attention to the power savings achieved 
by the HSLA throughout of the IP/SDN transition process. 
In Fig. 9, the power savings obtained by L3A are reported 
for the 5 TMs and the three selection methods, considering 
different percentages of the SDN deployment rate. Consid-
ering the three subfigures, HDF is clearly the method that 
outperforms the other ones, reaching a power saving peak 
of approximately 50% when half of the network nodes are 
upgraded to SDN. In this case, the obtained trend is different 

from the one experienced when evaluating the MLU in 
Fig. 8: the power savings are increased with the SDN deploy-
ment rate up to reaching a threshold that slightly exceeds the 
half of the nodes considered as SDN. After such a value, 
the power savings sharply decrease, and no substantial dif-
ferences can be found among traffic matrices and with the 
increase in the deployment rate. Although the HCC method 
slightly improves the power savings outcomes with regard to 
HDF for a deployment rate of 30% and low traffic scenarios 
(see Fig. 9b), it struggles when the traffic load is increased. 
Finally, HBC has been found to be the worst selection method 
for the power savings objective. In summary, the SDN selec-
tion method that presents the best results, both for the min-
imization of the MLU and the minimization of the power 
consumption, is HDF. An explanation for this outcome is 
derived by the fact that such a method aims at selecting the 
node with the highest degree, hence involving the maximum 
number of links and controllable paths.

4.5  Performance analysis over larger networks

The aim of the next analysis is to evaluate the results of 
the proposed solution over topologies with different sizes. 
Specifically, in Fig. 10, the MLU is reported as a function 
of the traffic scaling factor for the three topologies under 
test: Nobel, Geant, and Germany50. For each topology, 4 

Fig. 6  Number of controlla-
ble flows as a function of the 
SDN nodes number for Nobel 
(a), Geant (b), and Germany 
(c). The SDN node selection 
method is HBC
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deployment rate percentages ( � ) have been considered, 
approximating 25% , 50% , 75% , and 100% of the nodes in the 
network. HDF is adopted as the node selection method. In 
the figures, it can be seen that the MLU increases with traffic, 
as previously discussed when analyzing Fig. 8 for the three 
topologies. It is worth to note that the best outcomes for the 
medium and large topologies are not obtained in the full SDN 
scenario ( � = 100% ) except for when half of the nodes are 
replaced (see Fig. 10b and c). In the Nobel case, the minimal 
MLU is experienced when � = 75% . Regardless, the differ-
ence with the half hybrid IP/SDN network is negligible.

Figure 11 reports power savings outcomes as a function of 
the traffic load for the three considered topologies and the dif-
ferent values of � . By analyzing Fig. 11, there are differences 
between the results obtained for small and large topologies. 
Indeed, in the latter case (Geant and Germany50), a decreasing 
behavior in the power savings can be taken out with the increase 
in the traffic scaling factor. Therefore, a higher value of � is gen-
erally associated with power saving gains, especially for Geant. 
It is in the Nobel case (Fig. 11a) where the behavior is the 
opposite. The best results of power savings are obtained when 
� ≤ 50% , as previously discussed when analyzing Fig. 9a. Once 
this threshold is overtaken, the power savings are considerably 
decreased, regardless of the network traffic load.

The explanation for the obtained power saving results is 
as follows. The proposed algorithm aims at either balancing 
the traffic load or reducing the network power consump-
tion. In the first stage, for the HSLA, the link weights are 
adjusted to create a large portion of the controllable traffic. 
As a consequence, the main role of the SDN nodes is to 
balance the traffic and not to reduce the power consumption 
(aim of the second stage, L3A). At the same time, the weight 
selection logic becomes less effective when the deployment 
ratio increases (approaching a full SDN network) since the 
amount of controllable traffic is already high. Thus, the pro-
posed algorithm accomplishes its performance peak when 
the network is half IP-half SDN.

In the following, the other power saving approach that 
has been defined, namely, GA-LSO, is analyzed. Figure 12 
shows the power savings achieved by GA-LSO as a function 
of the traffic scaling factor for the three considered topolo-
gies. In general, GA-LSO obtains better results than L3A, 
especially for small networks (see Figs. 11a and 12a for 
Nobel). The expected decreasing tendency of the power 
savings with the increase in the traffic load is confirmed for 
all cases, and the average power saving gain is 4.7% for a 
50 − 50% hybrid IP/SDN network ( � = 0.5 ), increasing up 
to 7.1% in the case of a full SDN migration ( � = 1 ). In the 

Fig. 7  Amount of controlla-
ble traffic as a function of the 
SDN node number for Nobel 
(a), Geant (b), and Germany 
(c). The SDN node selection 
method is HBC
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Fig. 8  MLU value with respect 
to the percentage of SDN nodes 
for Nobel topology considering 
HDF (a), HCC (b) and HBC (c) 
selection methods

Fig. 9  Percentage of power 
savings obtained by L3A with 
respect to the percentage of 
SDN nodes for Nobel topol-
ogy considering HDF (a), HCC 
(b) and HBC (c) selection 
methods
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Fig. 10  MLU value with respect 
to the traffic load for Nobel (a), 
Geant (b), and Germany50 (c) 
topologies considering HDF 
method

Fig. 11  Percentage of power 
savings obtained by L3A with 
respect to the traffic load for 
Nobel (a), Geant (b), and Ger-
many50 (c) topologies consider-
ing HDF method
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case of the Germany network, GA-LSO slightly struggles 
with regard to L3A for a small percentage of SDN nodes 
( � = 0.25 ) and a low traffic load. This may be caused by the 
large size of the chromosomes in large networks (each link 
is represented by a gene) and the flexibility for the routing 
given by the low traffic flowing throughout the network.

4.6  Comparison with other solutions

In this subsection, we first introduce two benchmark solu-
tions and then we compare their results with those obtained 
by the proposed heuristic. Finally, the results of the proposed 

solution are shown by means of a conducted performance 
analysis.

The first algorithm we focus on to highlight the benefit 
allowed by using HLSA is SOTE [27]. SOTE tries to min-
imize the MLU of the hybrid IP/SDN network by jointly 
optimizing OSPF’s weight settings for the whole network, 
thus balancing outgoing flows for IP equipment, as well as 
optimizing the traffic splitting ratio of flows aggregated at 
SDN nodes. However, SOTE does not consider energy effi-
ciency optimization.

The second algorithm that is considered is HEATE [19]. 
HEATE’s focus is the minimization of the power 

Fig. 12  Percentage of power 
savings obtained by GA-LSO 
with respect to the traffic load 
for Nobel (a), Geant (b), and 
Germany50 (c) topologies

Fig. 13  Cumulative distribu-
tion function curves of link 
utilization for HSLA, SOTE 
and OSPF over Nobel topology 
considering TM 1 (a) and TM 
5 (b)
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consumption of the hybrid IP/SDN network. Such a task 
is performed, similar to SOTE, by optimizing OSPF’s link 
weight settings and SDN nodes’ splitting ratio. However, 
HEATE does not consider the effects on the MLU caused 
by the minimization of energy consumption.

These two algorithms have been selected for comparison with 
the HSLA since they are both representative when facing the 
load balancing problem [27] and the energy consumption prob-
lem [19] in hybrid networks. Although works, such as [2] and 
[32], consider the joint problem of load balancing and energy 
efficiency in these scenarios, both of them are survey papers 
that review a set of works coping each type of problem ([2] 
considering also machine learning aspects), not the combined 
one. However, no proposals to compare with are provided.

Figure 13 reports the results for the first analysis, where 
the cumulative distribution function (CDF) curves of MLU 
are drawn for HSLA, SOTE, and OSPF. The deployment 
ratio is set to � = 50% , i.e., a half hybrid IP/SDN network, 
and two scenarios with the nonpeak TM (TM 1, Fig. 13a) 
and the peak TM (TM 5, Fig. 13b) are considered. As 
shown in both figures, the HSLA achieves the lowest MLU 
compared with the rest of the solutions. SOTE, which 
is specifically designed to minimize the MLU, presents 
slightly worse results for the case of low traffic (Fig. 13a), 
with an average of a 1% difference in the MLU with regard 
to HSLA in approximately 80% of the links. In the case of 
a scenario with high traffic (see Fig. 13b), the outcomes 
obtained by HSLA are better than those reported by SOTE, 
with an average MLU reduction of approximately 5% (note 
the difference in the x-axis between Fig. 13a and b). In 
general, the difference is that the HSLA allows for better 
load balancing in the less congested links with respect to 
SOTE for low traffic loads, while the gap is maintained 

throughout all the links in cases of high traffic loads. Fur-
thermore, the OSPF protocol presents worse results than 
the HSLA and SOTE protocols because its objective is not 
to minimize the MLU, but to find the shortest path among 
each source-destination pair.

To compare the power saving gains among GA-LSO, 
L3A, and HEATE, Fig. 14 shows the obtained results as 
a function of the SDN deployment rate for Geant topol-
ogy. Two lines are reported for each solution for the peak 
and nonpeak TMs (TM 5 and TM 1). The figure shows 
that GA-LSO outperforms L3A and HEATE in all cases, 
with an average power saving gain of 7.7% with respect to 
HEATE and 4.2% when compared to L3A. In summary, the 
GA-based proposed solution presents better results than 
the ones obtained by ad hoc solutions that specifically 
cope a single objective.

5  Conclusion

The problems of load balancing and energy efficiency in 
hybrid IP/SDN networks are regarded by the state of the art 
as very relevant. However, the related literature treats them 
as completely separate problems, without considering the 
effects of powering off links on the MLU and vice versa. In 
this paper, we analyze the tradeoff between both problems. 
Starting from the opposite nature of the two optimization 
problems, a heuristic is proposed to jointly minimize the 
MLU and the network power consumption during the tran-
sition from IP to SDN networks. Through simulations on 
realistic network topologies, HSLA is compared with other 
state-of-the-art solutions, such as SOTE, which is intended 
only to minimize the MLU, while L3A and GA-LSO are 
compared to HEATE, which is aimed at solely minimizing 
the power consumption. Our proposed solution is shown to 
save more power than HEATE and outperforms SOTE in 
terms of link utilization. Moreover, it can provide up to 50% 
of MLU reduction and up to 60% of power savings. In the 
future, we plan to install the HSLA in a real SDN controller, 
such as Ryu or Faucet, to evaluate its impact on the network 
performance in a working test-bed.
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