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20 Abstract
21
22 Residential buildings are designed to withstand earthquake damage because it causes the buildings to be inhabitable for a 

23 period of time, called the downtime. This paper introduces a method to predict the downtime of buildings using a Fuzzy 

24 logic hierarchical scheme. Downtime is divided into three components: downtime due to the actual damage (DT1); 

25 downtime due to irrational delays (DT2); and downtime due to utilities disruption (DT3). DT1 is evaluated by relating 

26 the damageability of the building’s components to pre-defined repair times. A rapid visual screening is proposed to 

27 acquire information about the analyzed building. This information is used through a hierarchical scheme to evaluate the 

28 building vulnerability, which is combined with a given earthquake intensity to obtain the building damageability. DT2 

29 and DT3 are estimated using the REDiTM Guidelines. DT2 considers irrational components through a specific sequence, 

30 which defines the order of components repair, while DT3 depends on the site seismic hazard and on the infrastructure 

31 vulnerability.  The proposed method allows to estimate downtime combining the three components above, identifying 

32 three recovery states:  re-occupancy; functional recovery; and full recovery.  A case study illustrating the applicability of 

33 the methodology is provided in the paper. The downtime analysis is applied to buildings with low and medium damage 

34 levels. Results from the case study show that total repair time is higher in the medium damage case, as it is expected. In 

35 both evaluations, the downtime is influenced more by irrational components and it is different in the three recovery 

36 states. 

37
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39
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42 1. Introduction

43 The engineering community is continuously developing new methodologies to quantify the impact of natural and man-

44 made disasters on buildings and infrastructures [1; 2]. Over the years, however, the focus has been shifting to managing 

45 and minimising the natural disasters risk, as it is prohibitively expensive (often impossible) to prevent it. In engineering, 

46 the concept of resilience has several definitions [3-5]. Bruneau et al. [6] defined seismic resilience as “the ability of both 

47 physical and social systems to reduce the change of a shock, to absorb such a shock if it occurs and to quickly re-stablish 

48 normal performance”. Cimellaro et al. [7] introduced the concept of functionality recovery and suggested that resilience 

49 is “the ability of social units (e.g. organizations, communities) to mitigate hazards, contain the effects of disasters when 

50 they occur, and carry out recovery activities in ways to minimize social disruption and mitigate the effects of further 

51 earthquakes”. Wagner and Breil [8] define resilience as the ability to “withstand stress, survive, adapt, and bounce back 

52 from a crisis or a disaster and rapidly move on”.  

53 The resilience of a system depends on its performance, which can range between 0 and 100%, where 0 means no service 

54 is available and 100 indicates a full level of service. Bruneau et al. [6] suggest that the loss of resilience is the service 

55 drop of the system over the total restoration period, which starts after the hazard event and finishes when the 

56 serviceability returns to its initial state. Mathematically, the loss of resilience can be defined as follows:

57 (1)1

0

t

t
LOR [100 Q( t )]dt 

58 where LOR is loss in resilience, t0 is the time at which a disastrous event occurs, t1 is the time at which the serviceability 

59 of the system is 100%, Q(t) is the serviceability of the system at a given time t. 

60 Several resilience frameworks can be found in literature. Some tackled the engineering resilience on the country level [9; 

61 10] and some on the local and community levels [11-14]. Liu et al. [15] proposed a framework that combines dynamic 

62 modelling with resilience analysis. Two interconnected critical infrastructures have been analysed using the framework 

63 by performing a numerical calculation of the resilience conditions in terms of design, operation, and control parameter 

64 values for given failure scenarios. A quantitative method to evaluate the resilience at the state level was introduced in [9]. 

65 In their approach, the data provided by the Hyogo Framework for Action (HFA) [16], which is a work developed by the 

66 United Nations (UN), is used in the analysis. Another quantitative framework for evaluating community resilience is the 

67 PEOPLES framework [5]. PEOPLES is an expansion of the resilience research at the Multidisciplinary Center of 

68 Earthquake Engineering Research (MCEER). PEOPLES framework involves seven dimensions: Population, 

69 Environment, Organized government services, Physical infrastructures, Lifestyle, Economic, and Social capital [17].

70 The absence of a concise approach makes resilience difficult to determine, especially because the concept of 

71 resilience involves different aspects, such as seismic prediction, vulnerability assessment, coupling effects, 
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72 interdependencies and downtime estimation [18-22]. In the context of seismic risk assessment, quantifying downtime is 

73 of importance to decision makers and owners [23]. 

74 In the seismic resilience evaluation, downtime is “the time necessary to plan, finance, and complete repair 

75 facilities damaged by earthquakes or other disasters and is composed by rational and irrational components” [24]. The 

76 “rational” components are predictable and easily quantifiable, such as construction costs and the time needed to repair 

77 damaged facilities. The “irrational” components, on the other hand, consider the time needed to mobilize for repairs 

78 (financing, workforce availability and, regulatory and economic uncertainty). 

79 Several studies focusing on developing earthquake loss estimation techniques have been performed by The Federal 

80 Emergency Management Agency (FEMA). These studies have resulted in the development of a loss estimation software 

81 “HAZUS” [25]. HAZUS 97 was the first edition of the risk assessment software, built using GIS technology. HAZUS, in 

82 which downtime is derived from the structural and nonstructural damage probabilities, provides an estimate for the 

83 damage caused by extreme events. Porter et al. [26] introduced Assembly-Based Vulnerability (ABV) framework that 

84 extends the School and Kustu approach for developing theoretical damage relationships. In the ABV, seismic 

85 vulnerability functions were created for each building component using the related structural response and damage state 

86 to estimate earthquake losses. Moreover, FEMA recently released the Performance Assessment Calculation Tool 

87 (PACT), which is an electronic tool for performing probabilistic computation and accumulation of losses for individual 

88 buildings [27]. It includes several utilities used to specify the building properties and it uses a methodology to assess the 

89 seismic performance of individual buildings accounting for uncertainty in the building response. The methodology is 

90 related to the damage that a building may experience and to the consequences of such damage. Later on, Almufti and 

91 Willford [28] presented the Resilience-based Earthquake Design Initiative (REDiTM), which is a tool developed by Arup 

92 in 2013 based on the result obtained from PACT. It aims to provide owners, architects, and engineers a framework for 

93 implementing resilience-based earthquake design and for achieving much higher performance. 

94 The methodologies described above mainly consider probabilistic type uncertainty. However, the decision making 

95 framework is complex and it is subject to ignorance, imprecision and vagueness type uncertainties [29]. Using such 

96 methodologies, the quantification of downtime, and therefore resilience, uses historical data and resources that are 

97 usually not readily available. Furthermore, such parameters lead to complex mathematical formulation, and consequently, 

98 existing methodologies are inappropriate for cases with high-uncertainty. Therefore, it is crucial to have a simple method 

99 for predicting the downtime for building structures. This paper proposes a new methodology to evaluate the downtime 

100 for three recovery states (e.g. re-occupancy, functional and full recovery) of building structures after earthquakes. The 

101 methodology permits a fast and economical estimation of downtime parameters that involve uncertainties using the 

102 Fuzzy Logic hierarchical scheme [30] in which information of damaged buildings is combined. Such information is 
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103 obtained from a Rapid Visual Screening, which is a questionnaire carried out by a screener to identify the design and the 

104 components of the damaged buildings. Moreover, the use of a fuzzy inference system allows the estimation of building 

105 damageability, which is the main parameter to quantify downtime. The methodology can be used by owners, engineers, 

106 architects, and decision makers for managing earthquakes consequences, minimizing the impacts of the earthquakes, and 

107 allowing the damaged buildings to recover as soon as possible. 

108 2. Fuzzy logic

109 Zadeh [31] introduced the concept of fuzzy set and the theory behind it, which comes with the idea that complex 

110 systems can’t be studied through classical mathematics as they are not “expressive” to characterize input-output relations 

111 in a situation of imprecision and uncertainty. While in the classical binary logic a statement can be valued by an integer 

112 number, zero or one corresponding to true or false, in the fuzzy logic a variable x can be a member of several classes 

113 (fuzzy sets) with different membership grades (µ) ranging between 0 (x does not belong to the fuzzy set) and 1 (x 

114 completely belongs to the fuzzy set) [32]. Later on, fuzzy sets were implemented to new approaches in which linguistic 

115 variables were used instead or in addition to numerical variables [33]. Fuzzy logic became a key factor in several fields 

116 such as Machine Intelligence Quotient (MIQ) to mimic the ability of human, industrial applications, and earthquake 

117 engineering. As shown in Fig. 1, the fuzzy logic consists of three main steps: 1) Fuzzification; 2) Fuzzy inference system; 

118 and 3) Defuzzification.

119                        

120
121 Fig. 1. Fuzzy Inference System

122 2.1. Fuzzification

123 Every basic input parameters have a range of values that can be clustered into linguistic quantifiers, for instance, very 

124 low (VL), low (L), medium (M), high (H) and very high (VH). The process of assigning linguistic values is a form of 

125 data compression called granulation. The fuzzification step converts the input values into a homogeneous scale by 

126 assigning corresponding membership functions with respect to their specified granularities [32]. 
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127 A membership function defines how input point is represented by a membership value between 0 and 1, and it is used 

128 to quantify a linguistic term. There are different forms of membership functions but the most common types are the 

129 triangular, trapezoidal, and Gaussian shapes. The type of the membership function can be context dependent and it is 

130 generally chosen according to the user experience [34]. 

131 2.2. Fuzzy Rules

132    The fuzzy rule base (FRB) is derived from fuzzy knowledge base, which is based on expert knowledge and/or 

133 historical data, to define the relationships between inputs and outputs. The fuzzy rule base consists of statements called 

134 rules that express the decision maker’s opinion or judgment about an uncertain situation. The most common type is the 

135 Mamdani type [35], which is a simple IF-THEN rule with a condition and a conclusion. For instance, considering two 

136 inputs x1 and x2, the  rule Ri has the following formulation:𝑖𝑡ℎ

137 (2)i 1 i1 2 i2 i ,R : IF x is A AND x is A THEN y is B i 1,...,n

138 where x1 and x2 are the input linguistic variables (antecedent), Ai1 and Ai2 are the input sets, n is the total number of rules, 

139 y is the output linguistic variable (consequent), Bi is the consequent fuzzy set. The IF-THEN rule involves both the 

140 evaluation of the antecedents (x1 and x2) by fuzzifying the input and applying the fuzzy logic operator (AND), and the 

141 application of this result to the consequent, known as implication. 

142 An optimal strategy to select fuzzy rules of the FLC system has been recently proposed in [36; 37]. In their work, a 

143 binary coded GA is used to realize an adaptive method in order to employ and optimize the fuzzy rule base through a 

144 fitness function.

145 In this paper, the fuzzy rules are defined using a proposed weighted average method to systematize the process. A 

146 weighting factor W, for instance 1 or 2, is assigned to each input. The weighting factor is usually defined using expert’s 

147 judgement. This value represents the impact of the input towards the output (e.g. a weighting factor 2 signifies a higher 

148 impact of the input towards the output). The output can be identified by considering the weights of the inputs. This is 

149 mathematically represented in Equation 3, where Lout refers to the level of the output (low, medium or high, which can be 

150 substituted by 1, 2, and 3 respectively), Linp,i is the level of input i, Winp,i is the weight of input i.

151 Consider the following example of a fuzzy rule base: IF input x1 is Low (Linp,1 = 1) AND input x2 is Medium (Linp,2=2) 

152 and the corresponding weights are Winp,1 = 1 and Winp,2 = 2 respectively THEN the output y is Lout=1.67 (using Equation 3) 

153 which can be rounded to 2. Therefore, the level of the output y is medium (i.e., 2 corresponds to medium). 

154 Once Fuzzy rules are obtained, they are assigned to each parameter required for the downtime assessment.
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156 2.3. Fuzzy Inference System (FIS)

157 The results of the rules are combined to obtain a final output through a process called inference. The evaluations of the 

158 fuzzy rules and the combination of the results of the individual rules are performed using fuzzy set operations to describe 

159 the behavior of a complex system for all values of the inputs. Different aggregation procedures are available: intersection, 

160 minimum, product, union, maximum, and summation [38]. For example, Mamdani’s inference system consists of three 

161 connectives: the aggregation of antecedents in each rule (AND connectives), implication (IF-THEN connectives), and 

162 aggregation of the rules (ALSO connectives). 

163 2.4. Defuzzification

164 Defuzzification represents the inverse of the fuzzification process. It is performed according to the membership 

165 function of the output variable. The purpose of the defuzzifier component of a fuzzy logic system (FLS) is to defuzzify 

166 the fuzzy output and obtain a final crisp output. Many different techniques to perform defuzzification are available in the 

167 literature, such as: center of the area, center of gravity, bisector of area, etc.

168

169 3. Methodology to quantify downtime

170 The Downtime assessment can be performed following five steps, which are:

171  Step 1: Performance of a Rapid Visual Screening (RVS) of the potentially damaged buildings;

172  Step 2: Creation of a hierarchical scheme, in which information obtained from the RVS is used as input;

173  Step 3: Translation of the RVS results into numerical data through the use of Fuzzy system. The numerical data 

174 is used to define the Building Damageability membership (BD) following the defined hierarchical scheme;

175  Step 4: Evaluation of the repairs (rational components), delays (irrational components), and utilities disruption 

176 considering the damage memberships that are greater than zero;

177  Step 5: Defuzzification of the downtimes obtained from the analysis to quantify the total repair time.

178 In the following, each step will be expounded.
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179 The evaluation of the downtime can be handled through a comprehensive hierarchical structure, which follows a 

180 logical path combining the parameters that contribute in the downtime analysis. The methodology starts with a Rapid 

181 Visual Screening procedure (RVS) of the potentially damaged buildings based on a sidewalk survey and a Data 

182 Collection form performed by an expert evaluator. The RVS aims to analyze the building and to collect information on 

183 the building design characteristics and on the building’s components that are subject to damage after an earthquake. The 

184 Data Collection form includes building identification information, its use and size, photograph and/or sketches of the 

185 building, and data related to its seismic performance [39] (see Fig. 2).

186

187 Fig. 2 Rapid Visual Screening form

188
189 This process is affected by subjective and qualitative judgments [40], which can be handle through the fuzzy set 

190 theory. A Fuzzy system is implemented in the procedure to translate the RVS results from linguistic terms into numerical 

191 data. Building information from the RVS is incorporated through a hierarchical structure, which follows a logical order 
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192 for combining specific contributors (e.g. site seismic hazard and building vulnerability modules) to estimate the building 

193 damage [30]. The building damageability is carried out as five-tuple membership values (µVL
BD, µL

BD, µM
BD, µH

BD, 

194 µVH
BD) and each membership value is associated with five damage states, very low (VL), low (L), medium (M), high (H), 

195 and very high (VH). The building membership can be considered as the limit state in which the structure may be for a 

196 given site seismic hazard and building vulnerability. For this reason, the downtime analysis is carried out for the degrees 

197 of damage membership that are greater than zero, which represents the possibility of the building being in a limit state. 

198 For instance, if the damage membership is (µVL
BD, µL

BD, µM
BD, µH

BD, µVH
BD) = (0, 0, 0.37, 0.63, 0), the downtime is 

199 quantified for damage = Medium (0.37) and damage = High (0.63) [41]. 

200 These fuzzy numbers describe the damage expected as a result of a given earthquake and are used to calculate the 

201 repairs, delays, and utilities disruption. To estimate the downtime due to repairs, it is necessary to define the repair time 

202 for each component of the analyzed building and the number of workers assigned for the repair. 

203 Downtime due to delays is based on irrational components. The irrational components considered in the paper are a 

204 selection from the components introduced in REDITM: post-earthquake inspection, engineering mobilization, financing, 

205 contractor’s mobilization, and permitting. [24]. 

206 Downtime due to utilities depends on the infrastructure systems that are likely to be disrupted after an earthquake (e.g. 

207 electricity, water, gas, etc.). The evaluation of utilities disruption is necessary since functional and full recovery of the 

208 building cannot be reached while utilities are disrupted. 

209 Finally, once the rational components, the irrational components, and the utilities disruption are known, the total repair 

210 can be estimated. A downtime value is computed for each damage membership as follows:

211 (4)DT  DTi  i
i 1

n



212 where DTi is the downtime for a certain granulation, i is the granulation assigned to the damage membership, µi is the 

213 damage membership degree of granulation i. The hierarchical downtime structure is illustrated in Fig. 3. 
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215

216 Fig. 3. Hierarchical downtime assessment of buildings

217

218 3.1. Building damage estimation

219 The building damage is estimated through a hierarchical scheme that includes all variables contributing to the building 

220 damage (Fig. 3). The proposed hierarchical scheme for the building damageability is an adaptation from Tesfamariam 

221 and Saatcioglu [32], in which aggregation of the variables is done through the fuzzy model introduced before, and the 

222 granularity assigned to the fuzzification is associated with the level of damage state. Furthermore, a heuristic model to 

223 assign membership values starting from linguistic information is employed in this paper. This model can generate 

224 membership functions using human intelligence and understanding. The membership functions considered in the 

225 methodology are those introduced by Tesfamariam and Saatcioglu [32], which are based on triangular fuzzy numbers 

226 (TFNs) and range between 0 and 1. Triangular fuzzy memberships present overlapping areas and ranges that are 

227 calibrated and adjusted to reflect a prevalent condition. That is, in this work, after testing input data, they are calibrated in 
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228 order to have a low and medium Building Damage. Further information is provided in [42]. The weighting method 

229 introduced before is used to define the fuzzy rules and to connect the inputs and the outputs of the system. Finally, at 

230 each level of the hierarchical scheme, the weighted average method is used for the defuzzification to obtain an index I, as 

231 follows:

,
1

*
n

i R i
i

I q 


  (5)

232 where qi is the quality-ordered weights, µR,i is the degree of membership, i is the tuple fuzzy set. The quality-ordered 

233 weights used in the methodology are established through calibration based on the 1991 Northridge Earthquake observed 

234 damages [32]. In the weighted average method, each membership function is weighted with respect to its maximum 

235 membership value. It is used in this work because it is the most accurate method for symmetrical membership functions.

236 For the Building Damageability, defuzzification is not required. Each damage membership grade that is greater than 

237 zero is used independently in the downtime analysis. The resulting downtimes corresponding to the different 

238 memberships are combined to obtain a final downtime value, as described before. According to the logical path proposed 

239 in the hierarchical scheme, the Building Damageability index (IBD) is computed by integrating Site Seismic Hazard 

240 (SSH) and Building Vulnerability (BV). Building Vulnerability index (IBV) is obtained through the integration of the two 

241 components: Structural Deficiency (SD) and Structural System (SS). On the other hand, the Site Seismic Hazard index 

242 (ISH) is computed by combining the earthquake source conditions, source-to-site transmission path properties, and site 

243 conditions. ISH is expressed in terms of building response acceleration, which can be obtained as a function of the 

244 building fundamental period (T).

245 Structural Deficiency can be divided into two categories [43]: factors contributing to an increase in seismic demand 

246 (Decrease in Demand) and factors contributing to a reduction in ductility and energy absorption (Decrease in Resistance). 

247 Parameters that contribute to the decrease in resistance are Construction Quality (CQ) and Year of Construction (YC). In 

248 general, the year of construction can be classified into three distinct states [44]: low code (YC ≤ 1941), moderate code 

249 (1941 ≤ YC ≥ 1975), and high code (YC ≥ 1975). These threshold values are derived from the North America practice. 

250 On the other hand, parameters that contribute to the increase in seismic demand are Vertical Irregularity (VI) and Plan 

251 Irregularities (PI).

252 Three reinforced concrete building types are identified for the evaluation of the Structural System component (SS): 

253 moment resisting frames (C1), moment resisting frames with infill masonry walls (C2) and shear wall (C3). The 

254 granulation assigned to each parameter is shown in Fig. 4. The Fuzzy rules assigned to each parameter are listed in Table 

255 1, Table 2, Table 3, Table 4, and Table 5. 
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257

258 Fig. 4. Membership functions and granulation for: a) Building Damageability; b) Building Vulnerability; c) Structural 
259 Deficiency; d) Vertical Irregularity; e) Plan Irregularity; f) Increase in Demand; g) Year of Construction; h) Construction 
260 Quality; i) Decrease in Resistance; j) Structural System; k) Site Seismic Hazard

261
Table 1. Fuzzy rules for Building Damageabilty 

Rule SSH
W=2

BV
W=1 BD

1 VL VL VL

2 VL L VL

3 VL M L

4 VL H L

5 VL VH L

6 L VL L

7 L L L

8 L M L

9 L H M

10 L VH M

11 M VL L

12 M L M

13 M M M

14 M H M

15 M VH H
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16 H VL M

17 H L M

18 H M H

19 H H H

20 H VH H

21 VH VL H

22 VH L H

23 VH M H

24 VH H VH

25 VH VH VH

Table 2. Fuzzy rules for Building Vulnerability

Rule SD
W=2

SS
W=1 BV

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

                   9 H H H
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Table 3. Fuzzy rule for Increase in Demand  

Rule VI
W=2

PI
W=1 ID

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

9 H H H
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319 3.2. Downtime due to repairs

320 In general, the Downtime (DT) is the combination of the time required for repairs (DT repairs, rational components), 

321 delays (DT delays, irrational components), and the time of utilities disruption, as follows: 

322

                                                                                                                  DT=max((DT repairs+DT delays);DT utilities)
(6)

323

324 The combination of the three components depends on the chosen recovery state (i.e. re-occupancy recovery, functional 

325 recovery, and full recovery) [45]. For example, in the re-occupancy recovery state, consideration of utilities disruption is 

326 not required, thus the downtime is the result of the time required for repairs and delays only.

327 Downtime due to repairs depends on the state of the damaged components as well as on the number of workers 

328 assigned. These are the rational parameters contributing in the downtime evaluation.

Table 4. Fuzzy rules for Decrease in Resistance

Rule CQ
W=2

YC
W=1 DR

1 L L L

2 L M L

3 L H M

4 M L M

5 M M M

6 M H M

7 H L M

8 H M H

9 H H H

Table 5. Fuzzy rules for Structural Deficiency

Rule ID
W=1

DR
W=2 SD

1 L L L

2 L M M

3 L H M

4 M L L

5 M M M

6 M H H

7 H L M

8 H M M

9 H H H
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329 3.3. State of Components

330 Component repair times are obtained from PACT, an electronic calculation tool released by FEMA [46], which 

331 evaluates the repair times from consequence functions that indicate the distribution of losses as a function of damage 

332 state. The distribution (and dispersion) of the potential repair time is derived from data representing the 10th, 50th, and 

333 90th percentile estimates of labor effort. In this work, only data representing the 50th and 90th percentile has been used 

334 as the 10th percentile is not desirable for downtime assessment. Once component repair times for each damage state are 

335 known, the values can be used to compute the total component repair time. This is done by defuzzifying the component 

336 repair times using the corresponding membership values, as follows:

,
1

: *
n

i R i
i

RT rt 



(7)

337

338 where RT is the component total repair time, rti is the repair time of the component considered, i is the damage state 

339 level, µR,i represents the damage membership value considered in the analysis. In this methodology, the repairs sequences 

340 presented in REDITM [28], which defines the order of repairs (Fig. 5), is used to quantify the repair time. The repairs 

341 sequences depend on the building damage state. That is, if the building damage state is classified as Medium, structural 

342 components can be repaired simultaneously (in parallel); if the building damage state is classified as High or Very High, 

343 structural repairs are done for one floor at a time (in series). The difference in repair time estimates for a parallel vs. 

344 series assumption can be significant. For instance, the parallel scheme estimates may be in the order of months, and the 

345 series repair scheme estimates may be in the order of years, depending on the number of floors in the building. 

346

347 Fig. 5. Repair sequence from REDiTM
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348 3.4. Number of workers

349 Depending on the crew number, repairs can be carried faster or slower. FEMA P-58 indicates that the maximum 

350 number of workers per sq. ft. ranges from 1 worker per 250 sq. ft. to 1 worker per 2000 sq. ft. [27]. Following the 

351 REDITM instructions, repairs for structural components have a labor allocation limitation of 1 worker per 500 sq. ft per 

352 floor. For non-structural repairs, REDITM recommends using 1 worker per 1000 sq. ft. 

353  Equation (7) computes the maximum number of workers for structural repairs in a building for a gross area:

N max  2.5x10-4 Atot 10 (8)

354

355 where Nmax is the maximum number of workers on site, Atot is the total floor area of the building (sq. ft.).

356 3.5. Downtime due to delays

357 There are several causes of delay that can increase the time required to achieve a recovery state. Downtime due to 

358 delays is derived from irrational components introduced by Comerio [24] (Fig. 3). The irrational components used in the 

359 methodology are a selection from the components presented in REDITM: Financing, Post-earthquake inspection, Engineer 

360 mobilization, Contractor mobilization, and Permitting.

361 Downtime due to delays is largely based on the building damage. For instance, in buildings where the expected 

362 damage state is Low, less downtime due to delays is likely to occur. In the following, irrational components are 

363 examined.

364 3.5.1. Financing

365 The time required to obtain financing is considered as a significant delay in the recovery process. The degree of delay 

366 due to financing depends on the financing method: private loans, Small Business Administration (SBA), insurance, or 

367 pre-arranged credit line. Delays due to financing need to be considered in case the building damage state is greater than 

368 or equal to High.

369 3.5.2. Post-earthquake inspection

370 After an earthquake event, official inspectors are often required to inspect the potentially damaged buildings. Delays 

371 due to post-earthquake inspection depend basically on the building use. For instance, if the building is an essential 

372 facility, inspectors are expected to arrive earlier due to the importance of the building in the community. In addition, it is 

373 possible to sign up for programs such as the Building Occupancy Resumption Program (BORP) [47], which can reduce 
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374 downtime significantly. Delays due to post-earthquake inspection are considered for every recovery state if the building 

375 damage state is higher than Medium. Otherwise they are not included as there would be no structural damage.

376 3.5.3. Engineer mobilization

377 Delay due to engineer mobilization is mostly the time required for finding engineers plus the time needed to carry out 

378 engineering review and/or re-design. Such delay is considered in the analysis if the building damage state is Medium or 

379 High.

380 3.5.4. Contractor mobilization

381 Delays due to contractor mobilization are obtained from FEMA. Their consideration depends on the building damage 

382 state in each recovery state: High in re-occupancy, Medium in functional recovery, and Low in full recovery state.

383 3.5.5. Permitting

384 Delays due to permitting consider the time needed for the local building jurisdiction to review and approve the 

385 proposed repairs. It is necessary to include delays due to permitting if the building damage state is High and/or Medium.

386 3.6. Downtime due to utilities disruption

387 Utilities are likely to be disrupted after an earthquake event of certain intensity. Since utility service is required for 

388 functional and full recovery, delays due to utility disruption need to be considered for those recovery states.

389 There are several challenges that make the prediction of utilities downtime difficult to achieve. For example, the 

390 utility systems are widely distributed geographically, so the systems endure a wide range of seismic intensities and local 

391 site effects. Utilities disruption times are defined from data about past earthquakes. Restoration fragility curves developed 

392 by Kammouh and Cimellaro [48] can be used to determine the restoration time for the different utilities. In their work, 

393 they have introduced an empirical probabilistic model to estimate the downtime of the lifelines following an earthquake 

394 [48; 49] Different restoration functions were derived for different earthquake magnitudes using a large earthquake 

395 database that contains data on the downtime of the infrastructures. The functions were presented in terms of probability 

396 of recovery versus time. The downtime corresponding to 95% of exceedance probability of recovery is used as a 

397 deterministic downtime for the considered infrastructure.

398 Generally, the disruption of utilities should be considered only in functional and full recovery states when the 

399 maximum membership value of the site seismic hazard is greater than or equal to Medium ([50-52]).

400 In this work, we consider three utility systems:
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401 3.6.1. Utilities disruption

402 In general, electricity systems recover quickly, ranging between 2 and 14 days for a full recovery, and they perform 

403 better than other utility systems because of their high level of redundancy. 

404 Natural gas systems tend to require a longer time for restoration (from 7 to 84 days for full restoration of service). The 

405 major cause of disruption for most earthquakes is re-lighting and re-pressurizing the gas services to individual buildings 

406 after the gas shut off for safety purpose. 

407 Water system disruption time is usually extensive in all earthquakes, ranging from 6 days to 10 weeks for full 

408 restoration. The methodology used for determining the water disruption time follows the same criteria of natural gas 

409 disruption.

410 4. Illustrative example

411 In this section, the proposed downtime estimation method is illustrated through a case study. The case study consists 

412 of a three-story residential building with floor area A= 4800 sq. ft. per floor, structural system SS = C1, and a 

413 fundamental period T1 = 0.38s. The 1994 Northridge Earthquake has been selected as the hazard event. From the RVS, 

414 information about the analyzed building has been collected and presented in Table 6. In addition, from the response 

415 spectrum of the 1994 Northridge Earthquake, the spectral acceleration Sa has been identified as 0.50g. In the following, 

416 the downtime estimation procedure is illustrated in detail.

417 4.1. Damage estimation

418 Transformation: the first step is to transform the basic risk items into comparable numbers, which are mainly based on 

419 expert knowledge. In particular, the transformation values for VI, PI and, CQ are calibrated for the 1994 Northridge 

420 Earthquake damage database [32]. The transformation values are listed in Table 6.

421

Table 6. Basic risk items and transformation

Basik risk item Field observation Transfomation

Structural system (SS) Moment resisting frames C(1) 0.70

Vertical irregularity (VI) Yes 0.80

Plan irregularity (PI) Yes 0.80

Contruction quality (CQ) Poor 0.99

Year of construction (YC) 1960 -0,01*YC+20,25
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424 Fuzzification: fuzzifying the transformed values with respect of their granulation. That is, after selecting a 

425 transformation value for each parameter, one can enter the corresponding graph in Fig. 4 and obtain the degree of 

426 membership for each parameter. The results are presented in Table 7.

427

Table 7. Fuzzification process

Basic risk items Fuzzification

Vertical irregularity (µL
VI, µM

VI, µH
VI) = (0, 0.40, 0.60)

Plan irregularity (µL
VI, µM

VI, µH
VI) = (0, 0.40, 0.60)

Construction quality (µL
CQ, µM

CQ, µH
CQ) = (0, 0.01, 0.99)

Year of construction (µL
YQ, µM

YQ, µH
YQ) = (0, 0.60, 0.40)

Structural system (µL
SS, µM

SS, µH
SS) = (0, 0.50, 0.50)

Site seismic hazard (µVL
SSH, µL

SSH, µM
SSH, µH

SSH, µVH
SSH) = (0, 0.50, 0.50, 0, 0)

428

429 Inference: Mamdani’s inference system is performed through the hierarchical scheme in Fig. 3. It is implemented 

430 starting with R1 and R2 till R5. An example of inference for the Increase-in-Demand index (IID) is given in this section. 

431 The inference of other indices is done in a similar fashion.

432 As mentioned before, the Increase in demand index (IID) is the combination of vertical and plan irregularities. Using 

433 the fuzzy rule base, IID is computed to be:

ID
L

ID
M

ID
H

max(min( 0,0 ),min( 0,0.40 )) 0

max(min( 0,0.60 ),min( 0.40,0 ),min( 0.40,0.40 ),min( 0.40,0.60 ),min( 0.60,0 )) 0.4

max(min( 0.60,0.40 ),min( 0.60,0.60 )) 0.60

ID






 

 

 



(9)

434
435 Defuzzifcation: using the previously mentioned quality-ordered weights factors, qi (i=1,2,3) = [0.25, 0.5, 1], the IID is 

436 defuzzified as follows:

n

i i
i 1

ID q 0.25 0 0.5 0.4 1 0.6 0.80


        
(10)

437 Defuzzification of other indexes is given in Table 8. 

438

Table 8. Defuzzification process

Index Inference/Aggregation Defuzzification

IDR (R2)= YC + CQ 0.77

ISD (R3)= IID + IDR 0.63

IBV (R4)= ISD + ISS 0.54

439

440 For the building damageability index (IBD), defuzzification is not performed because the membership values are used 

441 in the subsequent analysis (i.e., components repair time evaluation), as we mentioned before. The membership of IBD is 
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442 given through inferencing the Site seismic hazard index (ISSH) and the Building vulnerability index (IBV) as (µVL
BD, µL

BD, 

443 µM
BD, µH

BD, µVH
BD) = (0, 0.35, 0.65, 0, 0). Since the memberships that are greater than zero are associated with µL

BD 

444 (0.35) and µM
BD (0.65), the downtime analysis for IBD = Low and IBD = Medium is carried out. According to the 

445 membership degree results, the downtime is quantified for re-occupancy recovery state. 

446 To build the fuzzy logic system, Simulink® software has been used. Simulink® is a block diagram environment for multi 

447 domain simulation. It is integrated with MATLAB®  and simulates a fuzzy inference system with the use of a graphical 

448 editor [53]. Simulink® represents a system as a collection of blocks, which are used for modeling, simulating or testing 

449 some systems. Fig. 6 shows the case study model, in which the blocks used are: sources (provide an input), Fuzzy Logic 

450 Controller (evaluates the Fuzzy Inference System (FIS) for a given set of inputs and generates the corresponding output), 

451 Bus creator (creates a signal from its inputs), and Display (provides a numeric output). After modeling each level of the 

452 system and ensuring that the combination between each block is correct, Simulink® model is then run through the Run 

453 tool in order to obtain the Building Damageability index. The IBD index (0.46) evaluated through the Simulink 

454 implementation (

455

456 Fig. 6) is fuzzified in order to obtain the building damage membership using the corresponding membership function in 

457 Fig. 4. 

458
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459

460 Fig. 6. Simulink implementation

461 4.2. Downtime due to repairs

462 In this example, the main interest is in calculating the ‘best-estimate’ repair times, so the median values (50th 

463 percentile, 50% probability of non-exceedance) are used. PACT provides the necessary repair time for each type of 

464 damaged component in terms of ‘worker-days’. The process for obtaining this information is presented in Table 9 and 

465 Table 10, where repair times for building components related to Low and Medium damage state, organized by repair 

466 sequence, are summarized. The number of ‘worker-days’ of each component is computed by multiplying the unitary 

467 worker-days value by the corresponding number of units (EA, units) or area (SF, square feet), whichever relevant. Once 

468 the ‘Worker-days’ outputs are known, the values are defuzzified with the corresponding membership degrees of the 

469 building damage state (in this case study 0.35 and 0.65), using Eq. (7).

470

Table 9. Component repair times and worker days for Low damage

Floor Repair Component type Worker-days 
per unit or area

EA or 
SF

Total 
worker-days Defuzzification

Floor 
1 Concrete beam 22.758 2 units 45.5 15.93

 
Structural 

repairs Link beams < 16'' 17.358 1 units 17.358 6.08

 Interior partitions 5 215.3sq.ft 1076.4 376.74

 
Repair 

sequence A Ceiling 17 30sq.ft 510 178.50

 Repair 
sequence B Exterior partitions 32 20sq.ft 640 224

 Transformer < 100 kVA 1.818 1 unit 1.818 0.64

 
Repair 

sequence D Low voltage switchgear 2.226 1 unit 2.226 0.78

Repair 
sequence F Stairs 13.965 4 units 55.86 19.55

Floor 
2 Concrete beam 22.758 1 unit 22.758 7.97

 
Structural 

repairs Link beams < 16'' 17.358 1 unit 17.358 6.08

 Repair Interior partitions 5 220sq.ft 1100 385

1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187
1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200



21

 sequence A Ceiling 17 10sq.ft 170 59.5

 Repair 
sequence B Exterior partitions 32 5sq.ft 160 56

 Transformer < 100 kVA 1.818 1 unit 1.818 0.64

 
Repair 

sequence D Low voltage switchgear 2.226 1 unit 2.226 0.78

 Repair 
sequence F Stairs 13.965 4 units 55.86 19.55

Floor 
3

Structural 
repairs Concrete beam 22.758 3 units 68.27 23.89

Interior partitions 5 190sq.ft 950 332.5

 
Repair 

sequence A Ceiling 17 15sq.ft 255 89.25

 Transformer < 100 kVA 1.818 1 unit 1.818 0.64

 
Repair 

sequence D Low voltage switchgear 2.226 1 unit 2.226 0.78

 Repair 
sequence F Stairs 13.965 4 units 55.86 19.55

Roof Repair 
sequence C Chiller 11.088 1 unit 11.088 3.88

471

472

Table 10. Component repair times and worker days for Medium damage

Floor Repair Component type Worker-days 
per unit or area

EA or 
SF

Total 
worker-days Defuzzification

Floor 
1 Concrete beam 22.758 2 units 45.5 29.58

 
Structural 

repairs Link beams < 16'' 17.358 1 unit 17.358 11.28

 Interior partitions 5 215.3sq.ft 1076.4 699.66

 
Repair 

sequence A Ceiling 17 30sq.ft 510 331.50

 Repair 
sequence B Exterior partitions 32 20sq.ft 640 416

 Transformer < 100 kVA 1.818 1 unit 1.818 1.18

 
Repair 

sequence D Low voltage switchgear 2.226 1 unit 2.226 1.45

Repair 
sequence F Stairs 13.965 4 units 55.86 36.31

Floor 
2 Concrete beam 22.758 1 unit 22.758 14.79

 
Structural 

repairs Link beams < 16'' 17.358 1 unit 17.358 11.28

 Interior partitions 5 220sq.ft 1100 715

 
Repair 

sequence A Ceiling 17 10sq.ft 170 110.5

 Repair 
sequence B Exterior partitions 32 5sq.ft 160 104

 Transformer < 100 kVA 1.818 1 unit 1.818 1.18

 
Repair 

sequence D Low voltage switchgear 2.226 1 unit 2.226 1.45

 Repair 
sequence F Stairs 13.965 4 units 55.86 36.31

Floor 
3

Structural 
repairs Concrete beam 22.758 3 units 68.27 44.38

Interior partitions 5 190sq.ft 950 617.5

 
Repair 

sequence A Ceiling 17 15sq.ft 255 165.75

 Repair 
sequence D Transformer < 100 kVA 1.818 1 unit 1.818 1.18
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 Low voltage switchgear 2.226 1 unit 2.226 1.45

 Repair 
sequence F Stairs 13.965 4 units 55.86 36.31

Roof Repair 
sequence C Chiller 11.088 1 unit 11.088 7.21

473

474 4.2.1. Structural repairs 

475 Low and Medium building damage states implies that the structural components can be repaired in parallel. 

476 Considering that the floor area is the same at all floors, the number of workers allocated to each floor is:

no. of workers = (4800 sq.ft).(1 worker/(500 sq.ft))=10 workers (11)

477 Equation (8) shows that the maximum number of workers that are allowed to perform structural repairs at any time is 

478 22 workers. Thus, the number of workers computed in Eq. (11) is considered acceptable because it is less than the 

479 maximum number allowed. By summing the defuzzified outcomes (last column) corresponding to the structural 

480 components at floor 1, floor 2 and floor 3 and dividing by the number of workers defined using Eq. (11), one can obtain 

481 the days required for structural repairs: (2.2; 1.4; 2.4) days and (4; 2.6; 4.4) days for Low and Medium damage analyses, 

482 respectively. Thus, all floors can be repaired in parallel in around 2.4 days (Low damage) and 4.4 days (Medium 

483 damage.) 

484 4.2.2. Non-structural repairs

485 Non-structural repairs can begin after all structural repairs are complete. Repair sequences considered in the case 

486 study are Repair Sequence A, B, C, D, and F. The repair sequences are summarized in Table 11, in which the number of 

487 workers per floor and the corresponding maximum number of workers allowed are presented.

488

                                Table 11. Number of workers for non-structural repairs

Repair Sequence Number of workers per floor Max number of worker 
per component type

Repair Sequence A #workers = (4800sq.ft) (1worker/1000sq.ft) = 5 workers  15

Repair Sequence B #workers = (4800sq.ft) (1worker/1000sq.ft) = 5 workers  15

Repair Sequence C  #workers = (1 damaged unit) (3 workers/damaged unit) = 3 workers 9

Repair Sequence D  #workers = (1 damaged unit) (3 workers/damaged unit) = 2 workers 9

Repair Sequence F  #workers = (4 damaged unit) (2 workers/damaged unit) = 8 workers 6

489

490 Repair sequence F has a larger number of workers per floor than the maximum allowed per Repair Sequence. Thus, 

491 the number of workers is limited to 6 workers for Repair Sequence F. The repair time for each repair sequence is 
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492 calculated by summing their respective worker-days and dividing by the number of workers assigned to that repair 

493 sequence (Table 12 and Table 13).

494

Table 12. Repair time for each Repair Sequence for Low damage

Floor 1 Repair sequence A RT = (555.34 worker days)/5 workes = 111.05 days

 Repair sequence B RT = (224 worker days)/5 workes = 45 days

 Repair sequence D RT = (1.42 worker days)/2 workes = 0.71 day

 Repair sequence F RT = (19.55 worker days)/6 workes = 2.76 days

Floor 2 Repair sequence A RT = (444.5 worker days)/5 workes = 88.9 days

 Repair sequence B RT = (56 worker days)/5 workes = 11.2 days

 Repair sequence D RT = (1.42 worker days)/2 workes = 0.71 day

 Repair sequence F RT = (19.55 worker days)/6 workes = 2.76 days

Floor 3 Repair sequence A RT = (421.75 worker days)/5 workes = 84.4 days

 Repair sequence D RT = (1.42 worker days)/2 workes =0.71 day

 Repair sequence F RT = (19.55 worker days)/6 workes = 2.76 days

Roof Repair sequence C RT = (3.88 worker days)/3 workes = 1.3 days

Table 13. Repair time for each sequence for Medium damage
Floor 

1 Repair sequence A RT = (1031.16 worker days)/5 workes = 206.23 days

 Repair sequence B RT = (416 worker days)/5 workes = 83.2 days

 Repair sequence D RT = (2.63 worker days)/2 workes = 1.31 day

 Repair sequence F RT = (36.31 worker days)/6 workes = 6.05 days

Floor 
2 Repair sequence A RT = (825.5 worker days)/5 workes = 165.1 days

 Repair sequence B RT = (104 worker days)/5 workes = 20.8 days

 Repair sequence D RT = (2.63 worker days)/2 workes = 1.31 day

 Repair sequence F RT = (36.31 worker days)/6 workes = 6.05 days

Floor 
3 Repair sequence A RT = (783.25 worker days)/5 workes = 156.65 days

 Repair sequence D RT = (2.64 worker days)/2 workes =1.31 day

 Repair sequence F RT = (36.31 worker days)/6 workes = 6.05 days
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Roof Repair sequence C RT = (7.21 worker days)/3 workes = 2.40 days

495

496 4.3. Downtime due to delays

497 The downtime analysis due to delays is carried out only for the Medium damage. That is, delays can increase the 

498 downtime if only the building damage is greater than Low. Delays considered are: post-earthquake inspection and 

499 engineer mobilization (Table 14). 

Table 14. Impeding factors delays
Post-earthquake inspection Engineer mobilization

Building type Delays P50 Max buil. damage Delays P50

BORP  1 days Medium 6 weeks

500

501 Delays due to post-earthquake hazard inspection depend basically on the building use. As mentioned before, the 

502 possibility to subscribe in a Building Occupancy Resumption Program (BORP) [47] or equivalents can reduce delay due 

503 the presence of prearrangement as there is no necessity of official city-inspectors. Repair of minor structural damage 

504 would likely require an engineer to stamp and approve the proposed repair strategy, but not necessary perform any 

505 structural calculations. This may take some time for the engineer to review the damage. 

506 4.4. Downtime due to utilities disruption

507 Utilities disruption is not considered in downtime assessment for re-occupancy recovery state because this only affects 

508 building functionality.

509 4.5. Total repair time

510 As mentioned before, for the re-occupancy recovery state, downtime is computed as the sum of DT repairs and DT 

511 delays, as follows: 

 (damage=Low) repairs delays

(damage=Medium) repairs delays

DT =DT +DT =284.3+0=284.3days
DT =DT +DT =527.98+43=571days

(12)

512

513 Once the downtimes of each damage state is obtained, the final result is computed by weighted the two downtimes 

514 using the damage membership values defined before, as follows:

 
n

i i
i 1

DT DT * ( 284.3* 0.35 ) ( 571* 0.65 ) 470.6days


   
(13)

515         

516 Equation (13) shows that the final downtime of the residential building is around 470.6 days. Repair schedules help 

517 identify the repairs that control the total repair time (Fig. 7 and Fig. 8). In the figures, the x-axis represents the days 
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518 needed to complete repairs, while the y-axis is the floor at which repairs are conducted. The red bar shows the required 

519 time for structural repairs, which occur in parallel in around 2.4 days (Low damage) and 4.4 days (Medium damage). 

520 After the structural repairs, non- structural repairs divided in repair sequences can begin, as it is shown from the areas 

521 that are not overlapped. It is evident that repair sequence A controls the overall repair duration. Instead, the other repair 

522 sequences can be organized in different ways with no impact on downtime [28]. Moreover, the figures show that the time 

523 for structural and non-structural repairs increases with the damage. In the repair schedule for Medium damage analysis, 

524 the repair times are about twice that of Low damage.

525

526

527                        

528 Fig. 7. Repair schedule for Low damage analysis

529

530
531
532 Fig. 8. Repair schedule for Medium damage analysis

533

534 Conclusions

535 This paper introduces and shows the applicability of a new methodology that quantifies the downtime of buildings 
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536 following an earthquake for three recovery states: re-occupancy, functional recovery, and full recovery. In the 

537 methodology, downtime is divided into three main components: downtime due to repairs, downtime due to delays, and 

538 downtime due to utilities disruption. Usually, the decision-making process for the downtime estimation is a highly 

539 uncertain procedure since it requires complex analysis of parameters that contribute to different types of uncertainties. 

540 For example, building irregularities (topography), construction quality, and the relationship between the building damage 

541 and the seismic hazard. To overcome the complexity of other existing methodologies of downtime analysis and 

542 uncertainties, the fuzzy logic is applied. Compared to the traditional probabilistic methodologies, the advantage of using 

543 the fuzzy logic in downtime analysis is that: it is simpler and faster for quick assessments and decision-making; it deals 

544 with imprecise and fuzzy data, which includes linguistic parameters, and it can provide a downtime evaluation of 

545 buildings under different hazards through a hierarchical scheme in which the parameters that influence the damage are 

546 aggregated. The hierarchical scheme provides a simple organization of the system combining specific contributors at 

547 every level of the system. The methodology can be divided in five main areas: quantification of building damage, 

548 evaluation of repairs (rational components), delays (irrational components), and utilities disruption, and measure of 

549 downtime.  

550 As a case study, the proposed methodology is applied to a residential building. The results show that the total repair 

551 time is heavily influenced by non-structural components. Moreover, delays before construction, such as Financing and 

552 Engineer mobilization, contribute significantly to the total repair time after a disastrous event. That is, irrational 

553 components increase the total downtime.

554 The main limitation of this work is the availability of real database to test and verify the proposed methodology. 

555 However, this will be considered in a follow up work in the future. Further research work will also be oriented towards 

556 extending the methodology to evaluating the downtime of building structures in other countries as well as the resilience 

557 of building structures using the fuzzy logic. 
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