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Abstract

**Purpose** – The purpose of this study is to show that the use of CAM (cognitive analytics management) methodology is a valid tool to describe new technology implementations for businesses.

**Design/methodology/approach** – Starting from a dataset of recipes, we were able to describe consumers through a variant of the RFM (recency, frequency and monetary value) model. It has been possible to categorize the customers into clusters and to measure their profitability thanks to the customer lifetime value (CLV).

**Findings** – After comparing two machine learning algorithms, we found out that self-organizing map better classifies the customer base of the retailer. The algorithm was able to extract three clusters that were described as personas using the values of the customer lifetime value and the scores of the variant of the RFM model.

**Research limitations/implications** – The results of this methodology are strictly applicable to the retailer which provided the data.

**Practical implications** – Even though, this methodology can produce useful information for designing promotional strategies and improving the relationship between company and customers.

**Social implications** – Customer segmentation is an essential part of the marketing process. Improving further segmentation methods allow even small and medium companies to effectively target customers to better deliver to society the value they offer.

**Originality/value** – This paper shows the application of CAM methodology to guide the implementation and the adoption of a new customer segmentation algorithm based on the CLV.
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1. Introduction

In the 1990s, marketing systems were forced to adapt and evolve due to the globalization and the tech innovation of those years (Chalmeta *et al.*, 2001).

The globalization caused the openings of markets that were flooded by competitors from all over the world, as well as access for companies to new customers, previously unreachable (Di Taranto, 2013).

Similarly, technological innovation helped by profoundly changing the process structures of those years and allowing them to manage increasing volumes of information present within companies. Thanks to this phenomenon, the first ERP (enterprise resource planning) was developed (Spagnoletti *et al.*, 2015).

Marketing strategies were profoundly affected by those changes in a way that the overall concept of marketing itself has been influenced. If in 1991 a BusinessWeek article defined the
“perceived value” as the core for marketing strategies (Power et al., 1991), the evolution of the businesses happening during those years would have ushered in a revolution in the way marketers would do their job in the next few years.

New tools were developed to support the business in strategic planning and to manage the standardized process within organizations (decision support systems) (Jao, 2010; Jian, 2004; Kayande et al., 2006). Among those applications, some were developed with a specific focus on relationship marketing (Gummesson, 2002) and handled all the aspects related to it, to create a new category of applications: the customer relationship management systems (Iriana and Buttle, 2006).

In the following years, thanks to the analytical tools available to companies, marketing researchers began to devote interest to the “nature of value” (Holbrook, 1994). Marketing researchers now have the tools to finally violate the concept of customer value. Customer value is a construct made up of different components, most of them not directly measurable. For this reason, a different approach has been theorised in the literature to assess how valuable a customer is to a company (Holbrook, 1994; Kumar and Reinartz, 2016; Ulaga and Chacour, 2001; Yi and Gong, 2013).

This study proposes a methodology for estimating customer value thanks to the customer lifetime value, a metric that will be calculated through a consumer migration model and that will allow clustering companies.

It should also be clarified that the analysis carried out is not a mere theoretical demonstration of the validity of these methodologies but a real study conducted with the courteous and essential contribution of an Italian company operating on a national scale in the large-scale retail sector. In compliance with the protection of its privacy and that of its customers, the company has provided its data for academic purposes.

The company’s goal was to verify if there was a way to improve the value offered to its consumers by maintaining or increasing the shared value already generated. Therefore, the CAM (cognitive analytics management) methodology was selected as the right framework, not only to better approach the problem but also to generate insights and suggest policies to management to guide the implementation of new methodologies for customer segmentation and value creation (Osman et al., 2019). Each of the three pillars of the methodology (cognitive, analytics and management) will be treated in a specific paragraph with exception of the section on management, which will coincide with the discussion.

The purpose of the study was to test a new customer segmentation methodology capable of providing useful insights for the management about its customer base. We tested two possible algorithms to evaluate which one was best suited to describe the customer base.

This paper is organized as follows: the next section provides the necessary related background and state of the art for both the CAM methodology (Section 2.1) and customer relationship management (Section 2.2). Then the methodology is described (Section 3) according to CAM, providing cognitive (Section 3.1), analytics (Section 3.2) and management (Section 3.3), whose results are detailed in Section 4. Finally, after a brief discussion (Section 5), Section 6 addresses conclusive remarks.

2. Theoretical background

2.1 CAM methodology

CAM methodology was designed to bring together the concepts of cognitive, analytics and management “to guide the implementation of digital transformation to address an organization’s challenge” (Osman et al., 2019). Even if it is a recent approach and the literature around it is not widely developed, CAM is currently being used to assess e-services from users and providers’ perspectives in the UK, Qatar and Lebanon. The goal is to
modernize government services, increase e-participation, reduce corruptions and increase transparency to achieve sustainable growth of shared values for a smarter world.

The framework is divided into three processes: cognitive, analytics and management. The first process, cognitive, deals with the understanding of the challenge, acquiring the available knowledge on the matter to frame it into analytics terms. The second process, analytics, analyzes real data through descriptive, prescriptive and predictive analysis, and then it applies different methodologies from fields such as artificial intelligence, behavioral psychology, data science, data mining and deep machine learning. The last process, management, deals with the managerial implication of the examined themes and findings; it translates the results of the cognitive and analytics process into actionable strategies and goals, to create shared value among stakeholders.

The CAM Methodology represents a well-suited tool to deliver business insight to stakeholders. As far as corporate communication is concerned, the ability to manage the relationship between companies and stakeholders represents a key attribute that in the long run could represent a fundamental competitive advantage. Furthermore, the strong contribution of different areas of knowledge allows us to combine skills for a higher purpose that must consider the ultimate goal of research itself: to create value for the community.

The author of the methodology declared that: “Shared values are often created using innovative ideas based on the interface of measurement and management to balance the various trade-offs when making long and short term transformative decisions” (Osman et al., 2019; Osman and Anouze, 2014).

2.2 Customer relationship management (CRM)

CRM is based on the principles of relationship marketing which are the main area of development of modern marketing (Rahimi and Kozak, 2017). The idea behind this concept is to create value not only from the sporadic contact between the customer and the company at the time of purchase but to create an ongoing relationship between the two to maximize shared value. To correctly manage this CRM process, a fusion of relationship marketing and management theories and approaches (Gummesson, 2002) has been developed. In particular, thanks to these concepts it is possible to define a category of data-driven software that improves the way companies manage customers.

CRM was designed in the early 90s, and its first application was intended to perform all those tasks related to marketing which were possible to standardize, such as customer segmentation, customer data management, customer previous purchase modelling, sales management and direct marketing (Bygstad and Presthus, 2012). The design of CRM intended to join a different software to provide all the aforementioned services, thus giving companies the power to control, track and evaluate customer data to better shape their relationships with the customer base (Aljawarneh and Al-Omari, 2018). The union of those different pieces of software in one system lead to the definition of customer relationship management systems, inspired by ERP systems, deemed to create a DSS (decision support system) capable of supporting the company internal agents in the relations with the external agents (stakeholders) (Jao, 2010; Jian, 2004; Kayande et al., 2006). CRM helps companies to manage and maintain stakeholders relationships through a series of innovative functionalities made possible by the data management process. This is the tool that enables companies to transform information into actionable insights (Barton and Court, 2012; Davenport et al., 2012). With the intensive use of algorithms, it is possible to collect data about the company market segment, archive them and use them accordingly to design-specific marketing strategies (Zerbino et al., 2018).
Some researchers affirm that CRM should be a philosophy for the company embodied inside its organizational culture and technology (Iriana and Buttle, 2006; Rahimi and Kozak, 2017; Ryals and Knox, 2001) to improve human interactions within the business environment (Greenberg, 2003). The growing importance of the network economy inside organizational assets has facilitated the rise of relationship marketing (Rollins and Halinen, 2005).

To establish a long-term and strong relationship with a stakeholder (which could be a partner, employee or customer) is necessary to acquire information about the stakeholder itself, model that information to understand it and, finally, plan a strategy to create the desired relationship.

Knowing information about “who he/she/it is”, “how he/she/it relates with others” and “how he/she/it related with the firm in the past” allows modelling his/her/its behavior (Boulding et al., 2005; Galitsky and de la Rosa, 2011; Leuthesser and Kohli, 1995).

Unfortunately, planning a specific strategy for each stakeholder is not an easy task, and this is why a broader approach is used. Starting from a large group of stakeholders, agents with similar characteristics are grouped. (Jao, 2010; Jian, 2004; Kayande et al., 2006). The clustering approach is considered a cost-effective methodology for relationship management since not all the companies on the market have the expertise and the resources to operate a perfect segmentation competitively.

Describing customer behavior requires a broad understanding of customers and a model that is capable of explaining the observed phenomena with a certain accuracy. In the past, the RFM model has been used to understand customer purchasing patterns (Maryani and Riana, 2017). Thanks to its descriptive power, it is possible to describe the purchasing patterns by effectively providing useful insights on customers.

Those insights allow managers to better understand the market needs through their customer’s behavior. In this way, it is possible to create a better value supply that does not only appeal to the mass market as a whole but each cluster of customers according to their patterns and value.

Only by understanding that consumers are not all the same it is possible to start treating them differently, following their needs to maximize not only the value offered to them but that shared with stakeholders.

Segmentation is the key to differentiate the offer and to better understand the needs of customers in their diversity. To do so, a model capable of describing customer value is needed to better target them with the appropriate marketing strategies.

One of the main objectives of marketing is maximizing value. Unfortunately, measuring value is not an easy task since it is composed of several variables that are difficult to measure effectively. Parasuraman sustained that: “Evidence confirming that the value assessment criteria and the process differs across the stages will have major implications for customer value theory and measurement” (1997).

From the customer’s point of view, the value generated by the relationship with a company does not end during the moment of the transaction of a service or good. The value associated with a customer is generated in the entire relationship with the company.

Customer value is often measured with parameters such as LTV (life-time value), CLV (customer lifetime value) or CE (customer equity) (Kim et al., 2006).

According to Kotler et al. (2014), CLV is “the present value of the future profit stream expected over a given time horizon of transacting with the customer”. The CLV is considered a forward-looking metric because it represents the present value of future cash flows associated with a customer (Pfeifer et al., 2005). Most empirical research on CLV have calculated customer value over past customer behavior (Fader et al., 2005). Various models have been developed in the literature for measuring CLV (Kumar and Reinartz, 2016). Among them is the customer migration model used by Dwyer which applied information extracted
from the RFM model to evaluate the CLV (Dwyer, 1997). With this model, it is possible to predict consumer behavior on historical purchasing patterns (Fader et al., 2005).

3. Methodology

3.1 Cognitive

Nowadays, the digital world is evolving rapidly, and new technologies are applied in numerous economic areas. Therefore, it has become necessary and urgent for the marketing world to closely follow these evolving technologies and use them.

The goal is, first, to speed up the research and market analysis processes within the companies. It is no longer necessary to “show up at the door” of a prospect or collect answers for a survey (Stephens-Davidowitz and Pabon, 2017).

Considering the huge amount of data we are now immersed in, every interaction that people make with the digital world is stored somewhere and contains latent information about people’s preferences, habits and passions.

Therefore, having access to these data means being able to know your customers, even before boring them with a survey to fill out. This consideration highlights a reality in which companies are increasingly focusing on the consumer before profit and create a sustainable value in which the customer feels privileged, important and considered. This generates value not only for the consumer but for the company as well (Zeithaml, 1988).

The key to loyalty is the ability to listen to the needs of its customers. Today, thanks to new technologies, it is also possible to identify what consumers have not yet explicitly expressed in terms of tastes and desires.

Thanks to the support of the company operating in the mass market, it was possible to analyze the customer’s purchasing patterns through data on customer behavior. Thanks to data on the “when” and “how much” they spent, it was possible to acquire information about their purchasing patterns. An RFM (recency, frequency and monetary value) model was used to perform this activity because it provides an understanding of the customer’s status inside the customer base. (Fader et al., 2005).

This model allows extracting useful KPIs (key performance indicator) on purchasing customer patterns and requires a small amount of easily accessible data (Tkachenko, 2015).

There are three components concerning the basic model, and each of them can be resumed with a specific question:

(1) Recency: how recently has the customer purchased?
(2) Frequency: how often do they buy?
(3) Monetary value: how much do they spend?

Furthermore, it has been chosen to integrate the RFM framework with two additional metrics introduced by Peker (Peker et al., 2017):

(1) Length: how long have they purchased?
(2) Periodicity: how often do they purchase?

As commented by Fader, the RFM model can show useful insights into a customer’s buying pattern. For example, if a customer has visited the store frequently (high frequency) but it has been a long time since the last purchase (low Recency), it is possible to conclude that something has happened in the way the customer perceived the company. Therefore, the customer is unlikely to make another purchase in one of the company’s stores (Fader and Hardie, 2009; Fader et al., 2005).
Thanks to the application of the LRFMP model, it would be possible to analyze the purchasing patterns. After that, it would be possible to measure the CLV of the members of the customer base according to their LRFMP score. This will provide a customer value assessment that will allow the company to conduct better customer segmentation.

3.2 Analytics
Carrying out a customer segmentation on customer data is possible thanks to the use of artificial intelligence since, in recent years, it has developed in a very advanced way of pattern recognition. In particular, thanks to machine learning it is possible to explain consumer behavior, to predict it and, consequently, better manage the consumer’s needs. These data analysis and management tools are a boon for modern companies that want to interface optimally with customers to offer solutions suited to their needs. The goal is to improve not only the value among the customer base but among all stakeholders.

Therefore, analyzing the value of consumers and applying the latest machine learning algorithms techniques allow business managers, who compare and analyze data, to know, predict and manage consumer needs.

The growing production and circulation of data have allowed companies to be more aware not only of the reality that surrounds them but also of that within their own organization. In the past, the process of gathering information involved hiring someone to collect it manually. Nowadays the world is drowning in data collected through interconnected objects or IoT (Internet of Things) moving the challenge from “how to collect data” to “how to analyze them correctly” (Za, 2018).

Therefore, to measure CLV correctly and classify the customer base accordingly, we adopted a type of artificial neural network (ANN) trained through an unsupervised learning process: the self-organizing map (Kohonen, 1990). The algorithm suited our purposes, but to better evaluate its results we applied another classification algorithm as a benchmark. The K-means has been chosen since it is one of the most popular unsupervised classification algorithms widely used in the literature (Arthur and Vassilvitskii, 2006).

3.2.1 Data processing. The records of over 850000 receipts issued in Rome in one year (April 2018–April 2019) compose the starting dataset. The dataset contains information on:

- (1) Loyalty card identification number, anonymized by the company in compliance with the GDPR.
- (2) Purchase amount expressed in euros.
- (3) Timestamp stamped on the receipts.

The data have been cleaned from all the missing values and receipts with a purchase amount of less than € 0.40 to clean up errors.

Starting from these data, we were able to create a new dataset of 60000 customers on which the variables of the LRFMP model have been calculated according to the formulas used by Peker (Peker et al., 2017).

3.2.2 LRFMP model. The RFM model is based on three dimensions. Recency \((R)\) is the time interval between the last purchase and the present time reference:

\[
\text{Recency}(n) = \frac{1}{n} \sum_{i=1}^{n} \text{date_diff}(t_{\text{enddate}}, t_{m-i+1})
\]  

where \(\text{date_diff}(t_{\text{enddate}}, t_{m-i+1})\) represents the difference in days between the end date of the observation period \(t_{\text{enddate}}\) and the date of a customer visit closer to \(t_{\text{enddate}}\) and \(t_m\) is the last
visit of the customer and \( n \) is the number of recent visits by the considered customer (Peker et al., 2017). Frequency (\( F \)) is the number of customer purchases in a given period. Monetary value (\( M \)) is the average amount spent by the customer over a given period.

The modified version of the RFM model used during this study considers other two variables: length (\( L \)), which represents the duration of the relationship between the client and the company and periodicity (\( P \)), which is a measure of the regularity of the customer’s shop visits. Length is the measure of the difference in days between the last purchase and the first purchase in the period. The formula of periodicity is:

\[
\text{Periodicity} = \text{stddev}(\text{IVT}_1, \text{IVT}_2, \ldots, \text{IVT}_{n-1}, \text{IVT}_n) \tag{2}
\]

where IVT represents the intervisit time or time between visits, and \( n \) the number of visits minus one. IVT is the time between two consecutive purchases:

\[
\text{IVT}_i = \text{date.diff}(t_{i+1}, t_i) \tag{3}
\]

where \( i \geq 1 \) and \( t_i \) represents the date of the corresponding \( i \)-th visit of the customer (Peker et al., 2017).

The LRFMP model was preferred to the RFM model for the greater amount of information it is able to express for each individual customer. Furthermore, the five variables well suited to the retail market we are analyzing thanks to the completeness of the information greater than that verified in the standard model.

An LRFMP score can be calculated with the data relating to the individual variables. To proceed, it is necessary to assign weights to the four variables, as shown in the formula.

\[
\text{Model Score} = w_1L + w_2R + w_3F + w_4M + w_5P \tag{4}
\]

Although the weight of each RFM variable depends on the characteristics of the industrial sector (Stone, 1995), for this study we used the approach of Hughes (2000) assessing that the importance of the variables is equal.

### 3.2.3 Calculating the customer’s value.

Once all variables are calculated, it is possible to calculate the model score having a comparative metric of the value embodied by each customer within the customer base.

As discussed earlier, CLV is designed to be a forward-looking metric, even though no predictions have been made about customer future behavior in this case. The customer migration model used to link the RFM model to the CLV is based on past customer data. These data can provide information on the customer’s likelihood of continuing to use the company’s service or continuing to purchase its products and willingness to pay. With this information, it is possible to calculate customer value among the other customers within the customer base.

Using the same weight for each variable of the model (LRFMP) we calculated a CLV score. Since some of the variables are inverted variables with opposite signs, they have been reversed inverted in the CLV computing process.

Once the CLV is measured and integrated into the customer data dataset, it is possible to run the clustering algorithms and to compare the two to see which creates the best segmentation.

### 3.2.4 Clustering

Clustering is a subset of unsupervised learning techniques, and it is the process of grouping a set of data into classes with similar features.

One of the two clustering algorithms used during this study is K-means. K-means is the most used clustering algorithm in marketing. This algorithm was introduced by McQueen (MacQueen, 1967) and can quickly process large amounts of data.

Alternatively, the other clustering algorithm used is the self-organizing maps (SOM) or Kohonen’s map, described later in the paper.
We used the LRFMP model for clustering customers and determining the value of each customer. During the classification process, we identified the number of clusters based on the Davies–Bouldin index returned from the iteration of the SOM. The optimal number of clusters thus found ($k$) has been used as a reference to perform the final clustering of both the algorithms and finally compare their scores. A comparison has been made between the $K$-means algorithm and the SOM to verify which method is more suitable for customer segmentation in this experiment.

The $K$-means algorithm has been chosen because of its popularity among statisticians in multiple fields of application, while the SOM has been used in very specific areas of application and is not largely used. Due to its specific nature, a strong comparison with a well-known algorithm, such as $K$-means is required.

Subsequently, the classifications calculated by the two algorithms have been compared using the same Davies–Bouldin index. This comparison determined which classification to use for analyzing each customer’s value.

### 3.2.5 Finding the $K$-optimum from the Davies–Bouldin index.

After calculating the model variables and the CLV for each customer, the next step is customer segmentation using machine learning algorithms.

However, before starting the comparison, it is necessary to determine the number of clusters we are going to identify. Since improper selection of the number of clusters $k$ can lead to inaccurate results, there are useful clustering quality indexes that can help determine the optimal number of clusters.

For this purpose, we used the Davies–Bouldin index (Davies and Bouldin, 1979); this index aims to identify sets of clusters that have small variance within the cluster and a large variance between the same clusters.

The index represents the average of the similarity of the clusters to each other, where the similarity is measured as the ratio of within-cluster distances to between-cluster distances. Therefore, the more distant and less dispersed clusters will result in a better score.

In the definition of $R_{i,j}$ as the measure of a good clustering process, according to the definition above, the term $M_{i,j}$ indicates the variance between the $i$-th and the $j$-th cluster, while $S_i$ is, the variance within the cluster $i$. Hence, the Davies–Bouldin index is defined as the ratio of the sum of the within-cluster variances ($S_i + S_j$) to the between-cluster variance ($M_{i,j}$):

$$R_{i,j} = \frac{S_i + S_j}{M_{i,j}}$$

The Davies–Bouldin Index is the system-wide average of the similarity measures of each cluster with its most similar cluster, where $R_i$ is the maximum of $R_{i,j}$ with $i \neq j$, and $N$ is the number of clusters. The “best” choice of clusters, therefore, will be the one that minimizes this average similarity.

$$\text{DB} \equiv \frac{1}{N} \sum_{i=1}^{N} D_i$$

The smaller is the DB index associated with the cluster, the better the ranking. The SOM algorithm was run several times with $k$ ranging from 3 to 10. Furthermore, since clustering algorithms are susceptible to the starting point, it has been decided to range this parameter through the random state. In this case, it has been varied between 1 and 10 for each iteration of the algorithm. This has been done to ensure greater validity of the process. We obtained the following associated indices that the means of the iteration per number of clusters:
Therefore, the number of clusters that minimizes the DB index is taken as the optimal number of clusters. After several iterations, the \( k \)-optimum was found to be 3 with a DB score of 0.437.

### 3.2.6 Clustering by K-means

The K-means clustering is one of the oldest and most used clustering algorithms. After defining a number \( k \) of clusters and the points within the dataset, the goal is to choose \( k \) centers to minimize the total squared distance between each point and its nearest center.

Lloyd proposed a local search solution to this NP-hard problem, which is still very widely used today (Lloyd, 1982). A survey of data mining techniques states that it “is by far the most popular clustering algorithm used in scientific and industrial applications” (Berkhin, 2006).

K-means begins with arbitrary \( k \) “centers,” generally chosen randomly from the data points. Each point is then assigned to the nearest center, and each center is recomputed as the center of mass of all points assigned to it. These last two steps are repeated until the process reaches a local optimum. (Arthur and Vassilvitskii, 2006).

In Figure 1 is possible to see the cluster obtained where variables \( P \) (periodicity), \( L \) (length) and CLV (customer lifetime value) are used as axes because they seem to better represent the division of clusters operated by the algorithm.

### 3.2.7 Clustering by self-organizing map

Created by Kohonen in 1982, the self-organising map (SOM) is an unsupervised learning algorithm. The fundamental characteristic of this algorithm is to reorganize the inputs into a bidimensional space composed of nodes. A SOM, also defined as an atypical neural network, differs from typical artificial neural networks (ANN) in its architecture and its algorithmic properties: it does not learn by backpropagation with SGD (stochastic gradient descent) but uses competitive learning to adjust the weights in

---

**Figure 1.** Classification of the clients produced by the K-means algorithm. Clients are represented by variables \( P \) (periodicity), \( L \) (length) and CLV (customer lifetime value).
neurons. This type of artificial neural networks is used in dimensionality reduction to reduce the data by creating a spatially organized representation. It also helps to discover data correlation (Kohonen et al., 1996).

The structure of SOM is composed of a bidimensional map of neurons, rather than a series of layers. The nodes on this map are all connected directly to the input layer but not to each other. This means that the nodes do not know the values of the other nodes. The grid is the map that organizes itself at each iteration as a function of the input data.

The entire learning process takes place without supervision, which means that no label data is required as the nodes are self-organizing. The SOM is also called self-organizing feature map as the algorithm breaks down all the features in the data into a bidimensional representation and simply creates clusters from the data points based on the similarity between them. In particular, similar data tend to be allocated in the same area of the map.

For this study, a square-shaped map with a total of ten thousand nodes was created. The Euclidean distance has been used to compute the distance between nodes in the map, while the function that weighs the neighborhood of a position in the map is Gaussian. A spread of 0.7 defines the range of dispersion that an input suffers when it is allocated within the map. The random state is set to 13 to allow reproducibility of the results.

Now, it is possible to cluster the data by applying the $K$-means algorithm on the bidimensional space of the map. As before, the $K$-means algorithm is iterated with the random state between ranging from 1 to 10 to ensure consistency. The algorithm produced the output shown in Figure 2.

### 3.3 Management

The case study we analyzed relates to a company operating in the large-scale retail trade specialized in organic and biodynamic products. This company was available to let us analyze the receipts issued by its stores during the period of one year (April 2018–April 2019) within the Rome area.

The company has always been familiar with the concept of sustainability. Sustainability is embodied in its DNA, and it is a constant goal in its strategies, culture and processes.

However, to maintain these company values within a market context characterized by a continuous evolution, the company has continuously invested in research and development.

---

**Figure 2.** Classification of the clients on the self-organizing map
In addition, it had to listen to customers and employees to better understand the evolution driving the market.

The company firmly believes that all manifestations and deepest essence of the human being must be protected, which is independent of his/her role: an employee, a producer, a customer, being part of the community that shares the same values as the company itself.

The human being is the main objective of the company’s strategy. This objective offers opportunities to recognize the value of the product and human individuality, which is the essence of the mission that guides the company to offer goods suitable for its evolution. Therefore, the management of this company is interested in reporting customer groups based on their buying patterns, classifying them, recognizing the individual inside the customer base and describing their characteristics to better understand their needs.

Thanks to the segmentation made during this study, it is possible to observe the characteristics of customers through their purchasing patterns. The clusters have been created based on the similarities between the variables. Therefore, it is possible to observe cluster patterns and assume that all customers associated with a cluster exhibit similar behavior. After a description of the characteristics of the cluster, we will explore how these information can be the keys to plan a promotion strategy suited to the needs of each identified group.

4. Results
4.1 Comparison of the two algorithms
With the clustering produced by both algorithms, we can use the Davies–Bouldin index to compare them before analyzing the clusters obtained.

The $K$-means algorithm produced a clustering with a Davies–Bouldin score of 1.333, while the self-organizing map produced a clustering with a Davies–Bouldin score of 0.684. Therefore, the self-organizing map turns out to be the best clustering model.

4.2 Clusters analysis
After selecting the most suitable algorithm for customer clustering, the clusters are analyzed in depth. Figure 3 shows the average variable scores of the clusters. On the $x$-axis, there are the three clusters and on the $y$-axis the variable score. The legend shows how each variable from the LRFMP model and the CLV is described by the graph. Thanks to these data, we can compare the characteristics of the clusters to describe their purchasing patterns. To this
purpose, an ANOVA test has been conducted to analyze the differences between clusters in the customer base. Note that the variables $R$ and $p$ are inverted variables, so they are to be interpreted with opposite signs.

Cluster 0 is the less profitable of the three clusters due to the low CLV ($F(2,38,656) = 467.87, p = 0.00$). Furthermore, this is confirmed by the low average purchase level ($F(2,38,656) = 494.33, p = 0.00$). This cluster appears to be the one that has not long been within the company’s customer base according to its $L$ value ($F(2,38,656) = 2271.41, p = 0.00$) even though the variable $R$ (which is quite high) ($F(2,38,656) = 790.40, p = 0.00$) is proving that it is been a while since consumers last visited the store. During the time they were customers, they made frequent visits to the stores ($F(2,38,656) = 494.33, p = 0.00$) on a regular basis ($F(2,38,656) = 642.42, p = 0.00$).

Cluster 1 is the one more profitable of the three clusters according to the high CLV level ($F(2,38,656) = 467.87, p = 0.00$). This seems to depend by the amount of average purchase spend is high ($F(2,38,656) = 494.33, p = 0.00$) compared to the other two clusters and on the fact that those customers have a long relationship with the company ($F(2,38,656) = 2271.41, p = 0.00$). The latest purchase was relatively recent ($F(2,38,656) = 790.40, p = 0.00$), and purchase patterns were fairly regular ($F(2,38,656) = 642.42, p = 0.00$) but infrequent ($F(2,38,656) = 494.33, p = 0.00$).

Cluster 2 is composed of customers who have had a long relationship with the company ($F(2,38,656) = 2271.41, p = 0.00$) and who currently seem to have bought something in the last period ($F(2,38,656) = 790.40, p = 0.00$). Their purchases are irregular ($F(2,38,656) = 642.42, p = 0.00$) and less frequent ($F(2,38,656) = 494.33, p = 0.00$) than the other clusters. Their spending level ($M$) is on average ($F(2,38,656) = 494.33, p = 0.00$) as well as their CLV ($F(2,38,656) = 467.87, p = 0.00$).

4.3 Managerial implication
Now that the three clusters have been identified and described, it is possible to use this information to better understand customers.

In marketing, customer personas are one of the most useful tools often used alongside market segmentation. A persona is a fictional entity that describes a market segment based on its characteristics (Lidwell et al., 2010). This fictional entity is detailed according to what is known about that segment and other fictional details to make it more believable. This tool aims to create an entity that is easier to interface with when planning marketing strategies.

This expedient might seem redundant, but it shows how the company cares about its customers and also emphasizes the ability to create a personal connection with customers (Jenkinson, 2006).

The customer segments that have been highlighted during this study are three, and all have distinctive characteristics.

Cluster 0 represents the cluster of all those customers who started the period as customers but, since their last purchase was not recent, they have probably fallen down. In addition, their relationship with the company was regular, and they went into the store many times to buy some inexpensive products or very specific products that were hard to find elsewhere. A persona named John has been created to describe cluster 0. He is a student with a part-time job. When he gets home, he enters the shop to buy just a couple of specific products such as organic products or eco-organic personal hygiene products.

Cluster 1 represents the highest value customer cluster within the customer base. They have been customers for a long time and spend a significant amount of money on average. Their visits to the company’s stores are regular but infrequent, and the last visit was recently. A persona named Mike has been created to describe cluster 1. Mike is a family man with an adequate salary and a set of values that are compatible or in line with the ones of the
company. He buys many products such as food and other consumer items for the whole family. He continues to shop at the company’s stores as he strongly believes in the values of sustainable products and the consumption of organic foods and is willing to pay a little more to bring home sustainable quality products.

Cluster 2 is composed of the customers who regularly spend in stores and have the longest relationship with the company. Their latest purchase happened recently even though they did not go to the store often. This cluster, which represents the second most valuable, is described by the persona named Mary. Mary usually does her regular shopping for food and other items at other stores and waits for occasional discounts in the company’s stores to purchase different products. She is in line with the company’s values and respects them, but her willingness to pay is not strong enough to be a constant buyer. The discounts lower the barrier of Mary’s perceived price barrier on the company’s products, so willingness to pay is enough to place the company at the top of her consideration.

5. Discussion
Based on the description of a persona, a specific marketing strategy can be planned to improve the value shared between the company and its customers.

For Mike (cluster 1), which represents the most valuable segment and, according to the analysis, the most loyal one, designing promotions is unlikely to further increase his value. However, at this stage of the relationship, it is important to treat loyal customers based on their status. This means that the company must recognize their loyalty. Therefore, investing in advanced customer support for this type of customer could be productive to implement their retention into the customer base.

For Mary (cluster 2), the barrier to a regular and frequent level of buying is willingness to buy. Discounts are a good strategy for luring these longtime customers to the store but is not a permanent solution. Perhaps the launch of a more accessible product line could motivate Mary to choose the company’s store more often than others. However, this solution could carry risks because, in developing new products solutions, the firm must be consistent with its values. Furthermore, since quality is one of them, developing a more accessible product line might not be possible without interfering with the company’s quality standards.

For John (cluster 0), the marketing strategy is not intended to increase the delivered value but to win him back as a customer. As already said, John represents the segment that is similar to having churned. At this point, the only chance the company has to win back its lost client is to understand the motivation behind their abandonment and see if it can be fixed whatever problem John has encountered. Once the problem has been addressed and solved, it is time for a call to action with a specific communication trying to regain the customer’s trust.

From an academic point of view, this methodology opens up the possibility of better exploring the synergy created by the integration between different fields. Thanks to the CAM methodology, it is possible to build solutions that can withstand major problems in different areas where the integration of different knowledge is required to be successful. Research can greatly benefit from CAM methodology.

6. Conclusions
This study originated from the need for companies to use modern technologies and data analytics to implement their market strategies.

Nowadays, the business reality is declared to be more focused on customers before profits. This approach creates a sustainable value in which the customer feels privileged, important and considered. This attitude is much more profitable if it is part of a consistent marketing communication that is not limited to just customers but extends to all stakeholders. By
following the company mission, for example, employees must be able to live a true community experience with all the people involved in the company.

Producers of goods sold by the company must be able to offer customers goods of the highest quality of life. At the same time, producers should share the value of caring for the earth that belongs to no one but to everyone.

The customer must be respected in his needs and ideals. Therefore, the customer must take a central position for the company; it is the first contact with its environment. If the company wants to spread its ideals and values, customers are the first category of stakeholders to deal with. This is why it is essential to build a relationship based on solid loyalty with customers. Analyzing the value of consumers by applying the latest machine learning algorithms allows the manager, who observes the data, to understand, predict and manage the needs of consumers. This study illustrates how these new technologies can innovate the environment of a modern enterprise through different approaches. That type of innovation process requires different fields of knowledge such as consumer behavior, artificial intelligence and marketing strategy. That is why the CAM (cognitive analytics management) methodology has been applied by bringing together different fields to describe the different implications of the study.

Using the machine learning algorithm of the self-organizing map it was possible to identify three clusters within the available dataset. The CLV has been then calculated using an LRFMP model to identify clusters of customers with similar purchasing patterns. This approach simplifies the job of the manager who now can easily plan a marketing strategy for each identified customer group.

It should also be noted that, due to the specificity of the data, the results of this method are strictly applicable to the aforementioned company. However, this does not exclude the application of the method itself to sectors other than large-scale distribution, as long as the interest is to better analyze the customer base, obtain valuable information and maximize the value offered.
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