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Abstract 

Comparative molecular field analysis (CoMFA), introduced in 1988, was the first 3-D 

QSAR method ever published and sold. Since then thousands of application, articles and 

citation have proved 3-D QSAR as a valuable method to be used in drug design. Several 

other 3-D QSAR methods have appeared, but still CoMFA remains the most used and cited. 

Nevertheless from a survey on the Certara web site it seems that CoMFA is no more 

available. 

Herein is presented a python implementation of the CoMFA (Py-CoMFA). Py-CoMFA is 

usable through the www.3d-qsar.com web applications suites portal by mean of any 

electronic device that can run a web browser. A benchmark using 30 different publicly 

available datasets were used to assess the Py-CoMFA usability and robustness. 

Comparisons with published results proved Py-COMFA to highly overlap those obtained 

with the original CoMFA. The used datasets were pre-aligned, in a future report the 

www.3d-qsar.com will be proved also as a tool to develop 3-D QSAR models from scratch. 

In conclusion Py-CoMFA is a valuable tools for non informatics skilled user and also as a 

possible support to teach 3-D QSAR. 
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Introduction 

Quantitative structure-activity relationships (QSARs) is a general term to indicate 

computational mathematical methods aimed to build models which attempts to find 

statistically significant correlations between a series of molecular structures and their 

associated biological property.1 In term of drug design (DD), molecular structures refers to 

molecules’ properties, descriptors and/or their substituents or interaction energy fields, 

biological property corresponds to an experimental biological/biochemical endpoint such 

as binding affinity, activity, toxicity or rate constants. In QSARs, the structure-activity 

correlation is carried out by means of chemometric method including multiple linear 

regression (MLR),2 principal component analysis (PCA),3 principal component regression 

(PCR)4, 5 and partial least square (PLS).6 Various QSAR approaches have been developed 

and reported7 since its first broad formalisms,8, 9 particularly focusing in drug design and 

agrochemicals sciences. QSAR methods suffer from serious limitations due to only 

one/two-dimensional (1/2-D) structures description inclusion. Stereochemistry of 

compounds and their spatial arrangement are usually neglected; thus providing inadequate 

features that might be important to describing potential drug-receptor interactions, also 

QSAR application is limited only within congeneric or scaffold related series.10 Moreover 

the lack of practically no graphical output, makes interpretation of results in chemical 

terms, difficult or almost impossible.11 Given these limitations, three-dimensional (3-D) 

QSAR methodologies12, 13 (3-D QSAR) emerged as an evolution of Hansch9 and Free-

Wilson 8 QSAR approaches. 

For many years, comparative molecular field analysis (CoMFA) has been used as a 

synonym for 3-D QSAR as it was the first method developed by Cramer14 who joined the 



Wold’s projection of latent variables (also partial least square, PLS)6 and the Goodford’s 

GRID15 technologies. CoMFA worked in a fashioned smooth multistep procedure to build 

3-D QSAR model usable to predict biological activity of a ligand from its 3-D structure 

without the use of any experimental and/or calculated physical-chemical features.  

The underlying idea of CoMFA, similarly to any QSAR and 3-D QSARs, is that 

differences in a target property, e.g. biological activity, are often closely related to 

equivalent changes in shapes and intensities of non-covalent calculated interaction 

surrounding the molecules (the molecular interaction fields, MIFs16-18), these are the basis 

of the so called field based 3-D QSAR (FB 3-D QSAR)19 methods. During the procedure 

(see below), the molecules virtually merged in a cuboid grid are described by MIFs, 

calculated at each grid point by means of a predefined probe atom or group of atoms. In 

the standard CoMFA only two potentials are used, namely steric (STE) and electrostatic 

(ELE), calculated by means of the Lennard-Jones17 and Coulomb law definition. Although 

other statistical techniques can be used, the MIF are linearly correlated with the training 

set biological activity data by means of PLS,6 which identifies and extracts the quantitative 

influence of specific chemical features (latent variables or principal components) of 

molecules on their biological activity. For a visual interpretation, (greatest innovation 

introduced by the CoMFA method) the 3-D QSAR model is presented by freely rotatable 

3-D pictures consisting of colored contour plots representing the values for the 

corresponding field variables. 

Many books and reviews detailing CoMFA and hence 3-D QSAR methods have been 

published and extensively discussed,6, 20-31 therefore herein herein are just pointed the most 

important objectives of a 3-D QSAR: 



 Explanation of biological data in relationship with three-dimensional and quantitative 

properties of molecules; 

 Optimization of existing compounds by analyzing the 3-D contour maps; 

 Prediction of biological activities of untested and yet unavailable compounds. 

Predicting the biological activity of a candidate drug, as well as its pharmacokinetic 

properties and toxicity, early in the drug discovery process, has the ability to reduce cost 

and time in early stage of drugs design and developing. 

 

The procedure to build a 3-D QSAR model involves the following steps (Figure 1): 

1. Training-set selection – although not strictly necessary, for greater statistical 

significance, it is advisable to consider a number of molecules of at least 15-20, in the 

same biological potency unit of measurement (homogeneity of data) and with the same 

mechanism of action. The range of biological activity should be as large (at least 2 log 

units) and as continuous as possible (with no clusters).32  

2. Definition of Alignment Rules – by using one of the many available approaches to 

superimpose molecular structures26 (atom by atom, pharmacophore based, receptor 

based, etc.). This allow molecular comparison based on chemical and structural 

differences. The alignment rules should be as much as possible reproducible, thus any 

manual or arbitrary setting should be avoided.28 In this step are also included the 

generation of 3-D conformations and eventually their selection from a conformational 

search.31 

3. MIF calculation – Superimposed molecules are placed in the center of a grid box, to 

calculate MIFs between ligands and probe atoms located at each grid intersection 



(nodes). These data represent the molecular descriptors, i.e. the independent variable 

matrix for the subsequent statistical analysis. Different grid extension, steps and/or 

probes can be set and data pretreatment is needed to reduce redundancy and to optimized 

the subsequent statistical model definition. 

4. Statistical model definition – By means of PLS (or other statistical techniques) MIFs are 

correlated with the 'dependent variable' (biological activity, Y space), to find any 

possible relationships between them. Since independent variables (X space) are 

numerically much larger than the number of tested compounds, PLS is used to extract 

principal components (PCs) to reduce X space dimensionality and establish a valid 

statistical correlation.33, 34 

5. Model validation – The defined model need to be checked for robustness, chance 

correlation and predictive ability.33, 34 To this a q2 and SDEP coefficients are used at any 

validation stage. Model statistical robustness is evaluated by cross-validation (CV),35-37 

while lack of chance correlation can be assessed by Y-scrambling procedure.33-35 

Although Clark et al. report,35 CV is often improperly used to indicate the model’s 

predictive ability, the use of external test sets should be considered the only outmost 

method to evaluate any model predictive ability.32 

6. Graphical interpretation – This is the radical innovation introduced by CoMFA and the 

most valuable and informative step of any FB 3-D QSAR model. Differently from 

Hansch type QSARs, the 3-D QSAR model can be actually visualized through a number 

of polyhedrons obtained by connecting similar grid points. The visualization is normally 

obtained by selecting iso-value nodes that can represent different chemical features 

determined by the used probe. At each grid point can be associated different values: the 



actual field (MIF); the PLS coefficients at a given number of principal components to 

obtain the PLS Coefficients plots; the standard CoMFA contour maps associating at 

each grid point the product of PLS coefficient by the corresponding MIF standard 

deviation calculated on all the training set molecules. By means of a deep and time 

consuming analysis of the graphical output it is possible to describe how training set 

molecular structural features can positively or negatively affect the endowed 

bioactivities and thus design new molecular entities as potential new and more active 

derivatives, the soul of any 3-D QSAR model. 

 

 

Figure 1. 3-D QSAR model building flowchart 

 

In general 3-D QSAR methodology is of big demand to the scientific community 

as evidenced by a literature survey (data from scopus.com accessed 2019 July 26th) since 

the original CoMFA article in 1988 as many as 4802 articles were retrieved using several 



combination of “3D” and “QSAR” keywords with the “CoMFA” one with a global Hirsch 

index of 106 and a total number of citation of 95744 (Table 1). Since 1988, a general 

positive trend demonstrate the high appealing of 3-D QSAR during the years (Figure 2). 

Only a little flexion was observed in the last few years, mainly due likely to the fact that 

Certara (the owner of the Sybyl CoMFA containing suites package initially belonging to 

Tripos) seems not anymore selling the CoMFA package. Due to its supremacy, until year 

2000, CoMFA was almost the only applied 3-D QSAR method (Figure 2), some other 

procedures or methodologies, like CoMSIA38 or the GRID/GOLPE pair,39, 40 and the 

recently Open3DQSAR41 appeared on the scenario. 

 

Table 1. Aggregate results from a scopus.com literature survey on 3-D QSAR and 

CoMFA from 1988 to 2018. 

# Keywords and logical connection Arts1 Hs2 Cits3 

1 "CoMFA" 2766 88 59277 

2 "3d qsar" OR "3-d qsar" OR "3d-qsar" OR  "3dqsar" 3925 91 68063 

3 1 OR 2 4802 106 95744 

1: Numebr of publishe articles; 2: Hirsh index; 3: Number of citations 

 

 
Figure 2. Number of scientific publication retrieved with scopus.com (accession date 

2019 July 26th) from 1988 to 2018. In the ordinates are reported the number of 



occurrences for the for the “CoMFA”, “3-D QSAR” occurrences and their difference 

“Diff”. The search cutoff was set to 2018 to avoid uncomplete indexed references in the 

recent period. 

 

The above listed 3-D QSAR model building steps (Figure 2) have been deeply 

investigated and several protocols have been reported.42-44 Nearly all the steps can be 

performed using different software14, 39, 41, 45 so that using a single data set different 3-D 

QSAR models can be built obtaining similar and overlapping results. Nevertheless, to 

perform the steps of flowchart in Figure 1 any user is asked to install specialized software 

either costly or even open source.41, 45. Here, it is presented Py-CoMFA the 3-D QSAR 

engine of the very first 3-D QSAR web application accessible to anyone and by which a 

model can be easily build and graphically analyzed by means of any electronic device able 

to run a web browser (personal computer, tablet and smartphones). Along with Py-CoMFA, 

three other web applications (Was) are also included (Py-MolEdit, Py-ConfSerch and Py-

Align, and many other will be opened and inserted soon) to perform all the above described 

3-D QSAR steps and all available through www.3d-qsar.com electronic address. Py-

MolEdit, Py-ConfSerch and Py-Align web applications will be detailed elsewhere, while 

herein will be discussed and detailed Py_CoMFA, the embedded python based 

implementation of the original CoMFA method. 

Computational methods.  

The above cited WAs are hosted in the Rome Center for Molecular Design (RCMD) 

computer server running linux operating system. All code was developed in python 3.5 

language with combination of javascript for graphical integration.  

Py-CoMFA. The procedure used in this study, is a python46 flexible implementation of the 

original CoMFA developed by TRIPOS This procedure exploits implementation of 



TRIPOS 5.2 force field, to calculate the molecular interaction fields (MIFs), and the scikit-

learn module python implementation47 for the statistical analysis (such as PLS regression 

and internal and external validation). For each data set, xyz coordinates (in angstroms) of 

the cuboid grid box used for the MIFs computation are automatically set to embrace all the 

training and test sets aligned compounds spanning a user desired value with the default set 

to 5 Å in all six directions. For each considered dataset (see table 1, in Benchmark datasets 

paragraph) was developed a CoMFA like standard pretreated model (Energy cutoff of ±30 

Kcal/mol). Two level of grid steps were used at 1.0 and 2.0 Å as common values used in 

GRID/GOLPE and CoMFA, respectively. All models robustness were evaluated by cross-

validation (CV) using both leave one out (LOO) and leave 20% of the experiments out (5 

groups, L5O) using the k-fold method with 100 iterations. During CV the minimum 

standard deviation error, in analogy to the CoMFA’s minimum sigma (min_sigma), was 

set to 2.0 to speed-up the calculations, reduce memory usage and data redundancy. The 

code allow also to run CV with lower min_sigma, as suggested in the GOLPE manual 

(http://www.miasrl.com/software/golpe/manual/), to evaluate final model and 

crossvalidation with the same set of data. Although easily computable, neither optimization 

of the pretreatment setting or grid steps were performed (further investigations are ongoing 

on systematic variation of variable pretreatment and selection). Y-scrambling,33, 48 (100 

permutations) was performed to check absence of chance correlation and finally available 

external test sets were used to evaluate models’ goodness of prediction, the last validation 

step before real application to the ultimate goal use of any QSAR model: prediction of new 

untested compounds. For the graphical output a Gaussian cube file output format writing 

routine was implemented. This file can be easily downloaded and used as it is readable 



from most of the molecular graphic programs (pymol,49 UCSF Chimera,50 Jmol,51-53 

JSmol,54 etc). In the present version graphical output for the MIFs, the PLS coefficients 

and CoMFA like plots (i.e. PLS coefficients × Standard Deviation) are embedded in the 

python code. All the calculation are be saved into the database for future reprocess of the 

built 3-D QSAR model and output of all possible data. Differently from the original 

CoMFA application of minimum sigma affected both fitting and crossvalidation runs. 

Differently from how suggested in the literature r2
pred was calculated using the average of 

the test set experimental values instead of the average of the training set (Cramer 

suggestion14). This choice was preferred, as the original CoMFA r2
pred would indicate good 

values only in the case the used test set would have an experimental values average 

comparable to that of the training set. 

 

Benchmark datasets. As reported by Coats27, 55, 56 the original CoMFA steroid dataset (ID 

21 in table 1) is normally used as benchmark for 3-D QSAR procedures, therefore the 

dataset was incorporated in the list of all datasets here used as the first list of molecules to 

explore Py-CoMFA features. Furthermore, to investigate on the Py-CoMFA potentialities 

a series of 30 publicly available pre-aligned molecular datasets and associated bioactivities 

(Table 1) were retrieved from literature and used to build Py-CoMFA based FB 3-D QSAR 

models.  

Table 1. List of datasets used in this study. 

Dataset ID Dataset Name 
Numbers of Molecules  Activity 

Rangea Dataset Training Test 

1 ACE57,58 114 76 38 7.8 

2 AchE58, 59 111 74 37 5.2 

3 BZR58, 60 147 98 49 3.9 

4 GPB58, 61 66 44 22 5.5 

5 COX258, 62 282 188 94 5 



6 DHFR58, 63 361 237 124 6.5 

7 THERM58, 61, 64 76 51 25 9.7 

8 THR-158 88 59 29 4.1 

9 ATA65 94 72 22 4.9 

10 AT220 28 28 NA 3.9 

11 CCR566 75 63 12 3.4 

12 YOPH67 39 35 4 4.3 

13 KOA68 39 31 8 2.9 

14 MX69 29 29 NA 5.3 

15 DAT70 42 36 6 4 

16 TP2A71 25 25 NA 3.5 

17 CBRA72 32 32 NA 4 

18 AI73,74 78 78 NA 4.5 

19 HIVPR28, 75 113 93 20 5.9 

20 GSK3B21,75, 76 42 34 8 3.7 

21 STEROIDS77,14 21 21 NA 2.9 

22 GHS77 31 31 NA 3.5 

23 D2R24,78 38 32 6 4.6 

24 D4R24 38 32 6 4 

25 DIAZEPAM DI/DS79 42 42 NA 4.1 

26 DIAZEPAM DI79 42 42 NA 4.1 

27 DIAZEPAM DS79 42 42 NA 4.1 

28 THR-280 88 72 16 4.0 

29 TRY80 88 72 16 4.7 

30 FXA80 88 72 16 3 

 Minb  21 21 4 2.9 

 Maxc 361 237 124 9.7 

 Totald 2051 1554 497 30e 

NA: Not Available; a) bioactivity range; b) minimum number of compounds in data, 

training and test sets or activity range; c) maximum number of compounds in data, 

training and test sets or activity range; d) comprehensive number of compounds in data, 

training and test sets; e) number of biological activities. 

 

Py-CoMFA at Work. 

A detailed tutorial on the use Py-CoMFA to build 3-D QSAR models from pre-aligned 

dataset is reported in the corresponding blog implemented in www.3d-qsar.com. 

 

Results and Discussion 

http://www.3d-qsar.com/


Py-CoMFA applied to the 30 datasets returned r2s, q2s and r2
pred values of good level (Table 

2 and Supplementary Material Table 1S ) showing the implemented python code as an 

effective tool to develop 3-D QSAR models using pre-aligned datasets. The only poor 

model was GHS displaying an r2s of 0.463. Excluding GHS the r2s and q2s were in the 

ranges of 0.656-0.997 and 0.191-0.792, respectively. For the dataset with available external 

test sets the r2
pred values ranged from -4.323 (DAT dataset) to 0.933 (YOPH dataset). Only 

5 models returned negative r2
pred values. 

Table 2. Py CoMFA models’ r2s, q2s and r2
pred data. The reported models were built with 

C.3 atom probe with a +1 charge using the combination of steric and electrostatic fields 

(STE+ELE) and 2Å grid spacing. 

# Dataset r2 ONC q2 r2
pred 

1 ACE 0.965 8 0.709 0.523 

2 AchE 0.879 6 0.525 0.525 

3 BZR 0.656 4 0.404 0.046 

4 GPB 0.967 8 0.466 0.246 

5 COX2 0.710 7 0.432 0.072 

6 DHFR 0.757 4 0.656 0.569 

7 THERM 0.951 7 0.552 0.565 

8 THR 0.846 4 0.574 0.662 

9 ATA 0.771 4 0.306 -1.402 

10 AT2 0.859 3 0.191 NA 

11 CCR5 0.932 4 0.792 -0.302 

12 YOPH 0.979 4 0.772 0.933 

13 KOA 0.967 7 0.753 0.660 

14 MX 0.949 6 0.772 NA 

15 DAT 0.997 8 0.290 -4.323 

16 TP2A 0.856 2 0.619 NA 

17 CBRA 0.920 2 0.615 NA 

18 AI 0.761 3 0.497 NA 

19 HIVPR 0.975 8 0.523 0.497 

20 GSK3B 0.952 8 0.736 0.266 

21 STEROIDS 0.961 3 0.704 NA 

22 GHS 0.463 1 0.323 NA 

23 D2R 0.977 7 0.759 0.420 

24 D4R 0.756 3 0.522 -0.134 

25 DIAZEPAM_DS_DI 0.833 3 0.576 NA 



26 DIAZEPAM_DI 0.967 8 0.421 NA 

27 DIAZEPAM_DS 0.967 8 0.421 NA 

28 THR 0.888 5 0.696 0.416 

29 TRY 0.747 3 0.548 0.655 

30 FXA 0.874 6 0.437 -0.160 

 

The models’ q2s values were then compared with those reported in the datasets’ 

corresponding original articles (Table 3). Interestingly, although expected, a good overlap 

between the orginal CoMFA and herein Py-CoMFA code q2s were observed. In general, 

q2s discrepancies reported in Table 3 can be mainly ascribed to differences in grid 

definitions and in numerical approximations. The dimension of the grid was not possible 

to be replicated due to lack of information from many original articles. Whereas for the 

numerical approximation the original CoMFA was written in C language and mainly run 

on SGI IRIX running workstations using RISC CPUs, while Py-CoMFA rely on Python 

code using partly C encoded libraries and was run on a CISC CPU. Nevertheless an 

absolute average discrepancy of 12.8% ± 15.2 was recorded for all 30 datasets. Eleven 

dataset showed an absolute difference higher than 10% while all the others displayed an 

absolute difference of only 3.3%. Fourteen out of 30 Py-CoMFA model reported q2 values 

higher than those reported in the original articles. 

 

Table 3. Comparison of Py CoMFA models’ q2s data with those reported in the literature 

for the benchmark datasets. The reported models were obtained with C.3 atom probe 

with a +1 charge using the combination of steric and electrostatic fields (STE+ELE).  

# Dataset 
Published CoMFA Py-CoMFAa 

q2 ONCd q2 ONC 

1 ACE 0.68a 358 0.71 8 

2 AchE 0.52a 558 0.53 6 

3 BZR 0.32a 358 0.40 4 

4 GPB 0.42a 458 0.47 8 

5 COX2 0.49a 558 0.43 7 



6 DHFR 0.65a 558 0.66 4 

7 THERM 0.52a 458 0.55 7 

8 THR-1 0.59a 458 0.57 4 

9 ATA 0.49b 865 0.31 4 

10 AT2 0.48a 520 0.19 3 

11 CCR5 0.79a 366 0.79 4 

12 YOPH 0.73a 367 0.77 4 

13 KOA 0.69a 468 0.75 7 

14 MX 0.78a 569 0.77 6 

15 DAT 0.29a 670 0.29 8 

16 TP2A 0.61a 371 0.62 2 

17 CBRA 0.57a 272 0.62 2 

18 AI 0.61a 373 0.50 3 

19 HIVPR 0.52a 628 0.52 8 

20 GSK3B 0.78a 721 0.74 8 

21 STEROIDS 0.68a 414 0.70 3 

22 GHS 0.41c NA75 0.32 1 

23 D2R 0.75a 324 0.76 7 

24 D4R 0.49a 224 0.52 3 

25 DIAZEPAM DI/DS 0.79a 679 0.58 3 

26 DIAZEPAM DI 0.70a 779 0.42 8 

27 DIAZEPAM DS 0.73a 1179 0.42 8 

28 THR 0.69a 480 0.70 5 

29 TRY 0.63a 580 0.55 3 

30 FXA 0.38a 380 0.44 6 

NA: Not Available; a) q2 obtained with LOO;b) q2 obtained with L10%O; c) q2 obtained 

with L30%O q2 value as a mean of reported from Wang et al. 77, d) ONC: Optimal 

Numeber of Components. 

 

Conclusion 

A python implementation of CoMFA as embedded in the www.3d-qsar.com portal proved 

to be effective in building 3-D QSAR models and in predicting external test sets molecules' 

activity, as well as the original commercial software. Aside the great advantages to have a 

free implementation of a 3-D QSAR available for anyone, www.3d-qsar.com can be run 

from any electronic device able to run a web browser. Herein it has been focused on the 

http://www.3d-qsar.com/
http://www.3d-qsar.com/


computational aspect of the Py-CoMFA module demonstrating that having prealigned 

datasets it feasible to build 3-D QSAR models. In a future report the portal will be assessed 

for giving the possibility to build 3-D QSAR models from scratch and also to run feature 

selection to optimize goodness of fit, robustness and predictive ability of initial models. 

In conclusion www.3d-qsar.com represent a valid service to help not informatics skilled 

researcher in the design of new compounds to prioritize the ones that will be most likely 

biologically active, enabling significant cost benefits and time savings. Furthermore, 

www.3d-qsar.com can also be used as a didactic tool to teach 3-D QSAR at any school 

level, from high school to PhD students. 

Supplemetary Material 

A zip compressed file containing all the original datasets with biological activities. These 

data will enable the user to reproduce through www.3d-qsar.com the results herein 

presented.  

Table 1S reporting the r2, q2 and r2
pred for the 30 datasets at grid steps of 1 and 2 Å.  

http://www.3d-qsar.com/
http://www.3d-qsar.com/
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