SAPIENZA

UNIVERSITA DI ROMA

FacuLry OF CIVIL AND INDUSTRIAL ENGINEERING
DEPARTMENT OF CIVIL, CONSTRUCTIONAL AND ENVIRONMENTAL ENGINEERING
GEODESY AND GEOMATICS DIVISION
PH.D. COURSE IN INFRASTRUCTURES AND TRANSPORT
CYCLE XXXII

New applications and opportunities of
GNSS meteorology

Candidate: Alessandra Mascitelli Advisor: Mattia Giovanni Crespi
Co-advisors: Stefano Dietrich
Stefano Federico

Augusto Mazzoni

Rome, February 2020






Conosco un posto nel mio cuore
dove tira sempre il vento;

. .
non c’é niente da capire,

basta sedersi ed ascoltare.

Lucio DALLA — Cara






Contents

Contents

List of Figures

List of Tables

Acronyms

Abstract

1 Introduction

2 Atmosphere

2.1
2.2
2.3
24
2.5
2.6
2.7
2.8

Physics of the atmosphere . . . . . . . ... ... ...
Vertical structure . . . . . . .. ...
Optical properties and Atmosphere Remote Sensing . .
Chemical composition . . . ... ... ... ... ...
Water vapor . . . . .. ..o
Precipitation . . . . . . .. ... ... ...
Lightning . . . . . . ... ... ... . ...

Numerical weather prediction models . . . . . . . . ..

ix

XV

xXVii



vi Contents

3 GNSS Meteorology 23
3.1 Fundamentals of GPS. . . ... ... ... ... .... 24
3.1.1 GPSsystem . ... ... ... ... .. ... .. 25

3.1.2 GPS measurements . . . . ... ... ... ... 26

3.1.3 Tropospheric refraction and delay . . . . . . .. 28

3.2 GPS permanent networks . . . ... ... ... ... 32
3.3 GPSprocessing . .. .. .. ... L. 36
3.3.1 Single-frequency data management . . . . . .. 36

3.32 Berneseb2 ... ... ... ... 47

333 RTKLIB . .. .. ... ... .. ......... 48

334 goGPS . . ... 49

3.3.5 Software comparison . . . ... ... ... ... 49

4 PWYV measurement sensors 53
4.1 Radiosounding and Radiometer . . . . . .. .. .. .. 53
4.1.1 Instruments . . ... ... .. ... ....... 53

4.1.2 Validation test . . . . . .. ... ... ... .. 62

4.2  Sun-sky radiometer . . . . . .. ... L. 65
4.2.1 Instruments . . ... ... .. ... .. ..... 65

4.2.2 Calibration and validation test . . . . . . .. .. 66

5 GPS assimilation 77
5.1 GPS assimilation by 3D-var . . . ... ... ... ... 79
5.2 Regional Atmospheric Modelling System . . . . . . .. 96

6 Near Real-Time transition 99
6.1 Data processing . . . . . .. ... 99

6.2 Data comparison . . . . ... ... ... ... .. 101



Contents vii

7 Case studies 107
7.1 Data assimilation . . . ... .. ... ... ... .... 107
7.1.1 Lazio Region - July 28th/September 28th, 2017 108

7.2 Extreme events data comparison . . . . . . ... .. .. 124
7.2.1 Naples - September 5th, 2015 . . . . . . . . .. 126

7.2.2  Pineto - September 2nd, 2018 . . . . . . . . .. 129

723 Remarks . . ... ... ... ... ... ..., 132

8 Conclusions 135
References 139
Acknowledgement 159

Ringraziamenti 161



Contents




List of Figures

2.1
2.2

2.3
2.4
2.5

3.1
3.2
3.3
3.4

3.5
3.6

3.7

3.8

Vertical structure of atmosphere . . . . . . . .. ... 8
SEVIRI channel 09 (IR10.8) 31 October 2003 - 11:30

UTC . o 13
Hydrological cycle [49] . . . . ... .. ... ... ... 15
Cloud classification [47] . . . . . .. .. ... ... ... 17
Distribution of charges in a cumulonimbus [101] . . . . 19

[talian dual-frequency GPS network and single-frequency

GPS pilot network . . . ... ..o 33
LOWI1 Single-frequency receiver . . . . . . . ... .. 34
LOW?2 Single-frequency receiver installation . . . . . . 35
LOWS3 Single-frequency receiver’s maintenance . . . . . 35
Employed dual-frequency receiver map . . . . . . . .. 39

Geometry free output by “A New Ground Based Aug-

mentation Strategy (ANGBAS)” . . . . ... ... ... 40
Geometry free output by the original “Satellite-specific

Epoch-differenced Ionospheric Delay (SEID)” . . . . . . 41
Geometry free output by goSEID model . . . . .. .. 42

1X



List of Figures

3.9

3.10

3.11

3.12

3.13

3.14

3.15

4.1

4.2

4.3

Dual-frequency GPS-ZTD validation by atmospheric sound-

ING . . . 43
Zenith Total Delay by "A New Ground Based Augmen-
tation Strategy (ANGBAS)" . . . . ... ... ... .. 44
Zenith Total Delay by the original "Satellite-specific Epoch-
differenced Ionospheric Delay (SEID)" . . .. ... .. 44
Zenith Total Delay by goSEID model . . . . . . .. .. 45

One day (July 25", 2016) test carried out comparing
outputs (ZTD |m]|) obtained by Bernese 5.2 and outputs
provided by several research centres . . . . . . . . . .. 47
Scatter plot of ZTD output from goGPS and RTKLib
software, for ROUN geodetic receiver during the first
week of October, 2018 . . . . . . . ... ... ..... 50
Plot of ZTD output and differences from goGPS and
RTKLib software, for ROUN geodetic receiver during
the first week of October, 2018 . . . . . . .. .. . ... 51

Skew T-logP diagram, including wind characterization
and indices, at 0000 UTC October 25", 2013 for Pratica
di Mare [86]. . . . . . . ... 55
16245 LIRE Pratica Di Mare Observations at 00 12 Jun
2019; indices shown represent: Atmospheric Pressure,
Geopotential height, Temperature, Dew point temper-
ature, Relative humidity, Mixing ratio, Wind direction
and speed, Potential temperature, Equivalent potential
temperature, Virtual potential temperature. . . . . . . 56

Interpolation scheme with Natural Neighbor coordinates
[96] [82] . . . . . .. 59



List of Figures xi

4.4

4.5

4.6
4.7

4.8

5.1

5.2

9.3
5.4
9.9
2.6

Time series of differences between radiometer PWYV val-

ues and GNSS PWV values . . . ... ... ... ... 64
Boxplot of monthly differences between radiometer PWV

values and GNSS PWV values . . . . .. ... ... .. 64
POM-01 Sky Radiometer . . . . . . .. ... ... ... 66

Behaviour of the estimated calibration parameters com-
pared to PWV (for the sake of brevity W in plots)
classes. The errors bars are the errors affecting the pa-

rameters as evaluated using a Monte Carlo method . . 71

Scatter plot of PWV25ps and PWVp (for the sake of
brevity WGPS2 and WP in plots). Alternations of black

and greys indicate the three water vapor classes . . . . 75

The water vapor mixing ratio (q) and temperature (7T)
given by the RAMS model (background) are adjusted
according to the assimilation of the GPS-ZTD with the
purpose of improving the representation of the humidity

and temperature fields. . . .. ... ... ... 80

The model and analysis horizontal grids. The thick lines
show the analysis grid, while the thin lines show the

native model grid. The analysis can be performed on a

reduced grid . . . . ... oo 81
Graphic representation of the operational phases . .. 85
Example transformation grid . . . ... ... ... .. 87
By matrix . .. ... 91

o — z relation for the water vapor mixing ratio . ... 94



xii

List of Figures

6.1

6.2
6.3
6.4
6.5
6.6
6.7

7.1

7.2

7.3

7.4
7.5

7.6

12h moving window, which shifts one hour by one, work-

inginbatch . . ... .. .o oo 100
Simplified data acquisition scheme . . . . . .. .. .. 101
South Africa - Receivers location . . . . .. . ... .. 102
Peak smoothing in subsequent processing . . . . . .. 103
No smoothed peaks in subsequent processing . . . . . 103
Statistics NRT GPS ZTD - PP GPS ZTD . .. .. .. 104
Statistics PPMW GPS ZTD - PP GPS ZTD . . . . .. 104

Comparison between ZTD estimation by ROUN and
ZTD from EUREF official estimation of MOSE . . . . . 110

Comparison between single frequency receivers output
during the whole period processed by RTKLIB (top)
and goGPS (bottom) . . . . ... ..o 111

Comparison between ZTD from geodetic receiver (ROUN)
and ZTD from single frequency receiver (LOW1) . . . . 112

Domains of R10 (D1), R4 and R4 ANL (D2) forecasts 113

Temporal scheme of the simulations. At 6 UTC of each
day a 9 h forecast is performed (R4), using the R10 fore-
cast as initial and boundary conditions. At 12 UTC an
analysis is made and a short-term forecast (3 h) starting
from this analysis is performed (R4 ~ ANL) . ... .. 113

Comparison between the background (Figure 7.6(a)) and
analyses (Figure 7.6(b)) with the observations of the
LOWTI1 receiver. For this experiment none of the single

frequency receivers were assimilated . . . . . ... ... 117



List of Figures xiii

7.7

7.8

7.9

7.10

7.11

7.12

7.13

7.14

7.15

(a) RMSE of the ZTD for the background (R4) com-
puted over the whole period; (b) as in (a) for the analysis
(R4 ANL); (¢) RMSE of the IWV for the background
(R4) computed over the whole period; (d) as in (c) for
the analysis (R4 ANL). . . . ... ... ... ... .. 118
(a) Correlation between the background and the obser-
vations for ROUN for ZTD; (b) as in a) for the analysis;
(c) correlation between the background and the obser-
vations for ROUN for IWV; (d) as in (c) for the analysis 119
Time series of the R4, R4 ANL and observations (OBS)
for ZTD (Figure (a)), IWV (Figure (b)) and for the dif-
ferences between R4 and observations and between R4
ANL and observations for ZTD (Figure (c)) and IWV
(Figure (d)) . . . . . .. 121
Time series of the differences between R4 and observa-
tions and between R4 ANL and observations for ZTD
(Figure (a)) and IWV (Figure (b)). Verification at 1

hour forecast . . . . .. .. ... ... L. 122
Overview on Naples - September 5, 2015 09:12 UTC;
brightness temperature and strokes . . . . . ... ... 126

comparison between the IC/CG ratio evaluated over the
1°x1° box centred on GPS receiver and the total strokes
detected during the storm . . . . . ... .. ... ... 128
Relationship between ZTD, TB and strokes . . . . .. 128
Overview on Pineto - September 24, 2018 event; bright-
ness temperature and strokes . . . . .. ... ... .. 130
Overview on Pineto - September 2"¢, 2018 event; bright-

ness temperature and strokes . . . .. ... ... L. 131



xXiv

List of Figures

7.16 Relationship between ZTD, TB and strokes



List of Tables

2.1

2.2

3.1

3.2

3.3
3.4

4.1

5.1

7.1

7.2

International Standard Atmosphere, Mean Sea Level Con-
ditions . . . . ... L 11

Chemical composition of the atmosphere . . . . . . .. 14

GF Standard Deviation values related to the different

methods applied . . . . . .. .. ..o 42
ZTD Standard Deviation values related to the different

methods applied . . . . . .. ... ... ... ... 46
Bernese ZTD output statistical analysis [m] . . . . .. 48
Differences statistical analysis . . . . . . .. ... ... 51

Statistics of the comparisons between PWYV values de-
rived from different sources, in terms of minimum (min)
and maximum (max) differences, mean difference (mean)
and standard deviation (std) . . . . . . ... ... ... 63

Statistical indices . . . . . . . . . ... .. .. 83

Statistics related to the difference between goGPS and
RTKLIB results . . . . . ... ... .. ... ...... 110

List of physical parameterizations used for RAMS . . . 115

XV



xvi

List of Tables

7.3

7.4

Basic parameters of the RAMS (R10, R4) grids. NNXP
is the number of grid points in the WE direction, NNYP
is the number of grid-points in the SN direction, NNZP
is the number of vertical levels, DX is the size of the grid
spacing in the WE direction, DY is the grid-spacing in
the SN direction. L,, L,, and L, are the domain exten-
sions in the NS, WE, and vertical directions. CENT-
LON and CENTLAT are the coordinates of the grid
centres. D1 refers to the first RAMS domain, D2 to the
second domain . . . . . ... ... L.
Bias, MAE and RMSE for the analysis and for the three
hours of forecast. Statistics are computed for the whole
period and are shown for ZTD (Table upper part) and
for INV (Table lower part) . ... ... ... .....



Acronyms

AERONET AErosol RObotic NETwork
AIUB Astronomical Institute of the University of Bern

ANGBAS A New Ground Based Augmentation Strategy

APs Application Programs

ASI Italian Space Agency

BEK Bayerische Akademie der Wissenschaften
BNC Bkg NTRIP Client

CAPE Convective Available Potential Energy
CDDIS Crustal Dynamics Data Information System
CINH Convective Inhibition

CODE Center for Orbit Determination in Europe
CG Cloud to Ground

EKF Extended Kalman Filter

Xvil



xviii Acronyms

EUR EUREF

GEO Geosynchronous Equatorial Orbit

GF Geometry-Free combination

GLONASS GLObal'naja NAvigacionnaja Sputnikovaja Sistema
Russian Global Navigation Satellite System

GNSS Global Navigation Satellite System

goSEID SEID approach integrated in goGPS open source
software

HD Hydrostatic Delay

HEO Highly Elliptical Orbit

HRV High-Resolution Visible

IC Intra Cloud

ICAO International Civil Aviation Organization

IGS International GNSS Service

ILWC Integrated cloud Liquid Water Content

IWV Integrated Water Vapor

IR InfraRed

IRNSS Indian Regional Navigation Satellite System

ISA International Standard Atmosphere



Acronyms

Xix

LEO

LINET

MEO

MSG

MSL

Low Earth Orbit

LIghtning detection NETwork
Medium Earth Orbit
Meteosat Second Generation

Mean Sea Level

NAVSTAR GPS NAVigation Satellite Timing and Ranging Global

NIR

NMAD

NMC

NN

NWP

NRT

NTRIP

oopP

PWV

PP

PPMW

PPP

Positioning System

Near InfraRed

Normalized Mean Absolute Deviation
National Meteorological Center
Natural Neighbours

Numerical Weather Prediction

Near Real Time

Network Transport of RT'CM data over IP
Object Oriented Programming
Precipitable Water Vapor

Post Processed

Post Processed Moving Window

Precise Point Positioning



XX Acronyms
RAOBS RAdiosond OBServation

RMSD Root-Mean-Square Deviation

RMSE Root-Mean-Square Error

QZSS Quasi-Zenith Satellite System

RAMS Regional Atmospheric Modeling System

RINEX Receiver INdependent EXchange format

RT Real Time

RTAC Real Time Analysis Centers

RTS Real Time Service

SEID Satellite-specific Epoch-differenced ITonospheric Delay
SEVIRI Spinning Enhanced Visible and InfraRed Imager
SINEX Solution INdependent EXchange format

STD Slant Total Delay

TB Brightness Temperature

TD Tropospheric Delay

TOA Time Of Arrival

uv UltraViolet solar radiation

VSF Very Short-term Forecast



Acronyms

xx1

WD

ZHD

ZWD

ZTD

3D-Var

4D-Var

Wet Delay

Zenith Hydrostatic Delay
Zenith Wet Delay

Zenith Total Delay

Three-Dimensional VARiational data assimilation

system

Four-Dimensional VARiational data assimilation

system



xxil Acronyms




Abstract

Water vapor content of the atmospheric low layer, up to
about 18 km, known as troposphere or neutral atmosphere,
affects GNSS (Global Navigation Satellite System) signals
by lowering their propagation velocities with respect to vac-
uum. A diminished speed results in a time delay in the sig-
nal propagation along the satellite-receiver path, that mul-
tiplied by the vacuum speed of light adds an extra-distance
to the satellite-receiver geometrical one. This delay defines
a parameter which takes the name of Tropospheric Delay
(TD) and consists of an Hydrostatic (HD) and a Wet (WD)
part. Anyway, if from the positioning point of view this de-
lay is just a systematic error to be removed, it puts forward
GNSS as a tool for the remote sensing of the troposphere
water vapor content.

The role of GNSS in meteorology is rapidly increasing; wa-
ter vapor plays a crucial role in atmospheric processes that
act over a wide range of temporal and spatial scales, from
global climate to micrometeorology [16] and GNSS data can
be extremely useful for the purpose of a multi-instrumental
investigation; indeed it was used to calibrate and validate

other instruments [26] or methodologies [87], but probably



one of the most impactful application is related to the as-
similation of GNSS data into the meteorological models [§]
[42] [19].

In this study, a global analysis of the role of the GPS data in
the field of meteorology was carried out. A focus was kept
on the assimilation of data in NWP Models, also according
to the cooperation with the Institute of Atmospheric Sci-
ences and Climate of National Research Council of Italy,
which included this work in the frame of a collaboration
with the Department of Italian Civil Protection.

The main aim of this thesis is to find parameters able to
support the analysis and forecast of intense meteorological
events.

To do this, a comparative analysis was carried out between
GPS outputs and other Precipitable Water Vapor (PWYV)
measurement instruments; results show great consistency
between the data (St. Dev.~lcm).

Another test was performed on the assimilation in NWP
Models, in particular RAMS Model; in this case it has been
found a noticeable impact (20-30% improvement) on ZTD
and IWV for short term forecast.

As for the Near Real Time (NRT) processing, results ob-
tained are encouraging with a St. Dev.< lem with respect
to post-processing (PP).

To sum up, results provide an overall assessment of the
data quality obtained through GPS post-processing and a
milestone for NRT processing, also in view of early warning

systems.



Chapter 1
Introduction

"If you want to see valleys, climb to the top of a mountain;
if you want to see the peak of a mountain, go up a cloud;

if instead you aspire to understand clouds, close your eyes and think."

KAHLIL GIBRAN

The main topic of this thesis is the analysis of the support that inno-
vation in GNSS technology can provide in the field of meteorology.
GNSS signal, along its satellite-receiver path, is affected by a multitude
of effects. These effects, which from the point of view of positioning
are cause of disturbance, are also a source of a considerable amount of
information.

One of these effects, known in literature as tropospheric delay, provides
interesting information about the state of the tropospheric layer.
Troposphere, the region of the atmosphere that extends from the ground

up to 7-18 km [6], is the site of typical weather phenomena, such as

3



4 Introduction

clouds and precipitation and it is therefore the atmospheric layer char-
acterized by the presence of water vapor.

In this study, GNSS is proposed as a tool for measuring the tropo-
spheric content of water vapor [16] [15] [4] [100] [21] [66]; observations
from permanent stations can indeed provide important information for
the analysis of water vapor and the investigation on the enhancement
of weather forecasts and on possible climatic variations [92] [2] [106]
[94].

Since more than 25 years, the meteorological community has begun to
consider this high-precision positioning by-product as one of the avail-
able observations for the analysis of water vapor content data in the
troposphere and in this sense a mixed community of meteorology and
GNSS experts has explored a dedicated use of GNSS for the tropo-
spheric survey [20] [52] [116].

At present, the study of water vapor through GNSS can be routinely
performed by existing permanent networks of geodetic receivers, dis-
tributed over the territory for other purposes; these receivers are gen-
erally dual frequency (L1/L2), GPS only or multi-constellation GNSS
(GPS, GLONASS, Galileo, Beidou).

The observations collected by these regional /national networks are of-
ten published on the web and can be used to determine time series of
water vapor, sometimes assimilated in weather forecasts by means of
numerical models.

However, the high variability of water vapor 78], both in space and
time, requires very dense networks with homogeneous distribution in
order to map water vapor in high resolution, also suitable for local level
forecasting.

The collection of water vapor observations plays an important role in
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improving the prediction of the occurrence of convective phenomena
and precipitation [118]; therefore the distribution of a dense network of
GNSS receivers could be a powerful support in improving the accuracy
of analysis and predictions during convective events [110], in particular
on areas where observations are otherwise scattered.

The expected impact in assimilating water vapor observations into a
high-resolution model is to locally improve the initial moisture fields
in convective precipitation regimes.

As far as the type of involved receivers, it was thereby decided to use
both geodetic and single-frequency class receivers which, due to their
low cost, are well suited to mass distribution in the territory, and there-
fore to establish dense permanent networks [120].

The research was therefore structured on several fronts:

e Installation and analysis of data provided by the pilot perma-
nent network of single-frequency GNSS receivers located in Rome
(Chapter 3)

e GPS data assimilation in numerical weather prediction models
(NWP) (Chapter 5/ Chapter 7)

e Near real time data processing and evaluation of results (Chapter

6)

e Use of GPS data for calibration and validation of estimates ob-
tained by other instruments (e.g. radiosounding, radiometer/pho-
tometer, Linet network) (Chapter 4/ Chapter 7)

In order to reach the established goals, different software and program-

ming languages were used.
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Data from GNSS receivers were processed using renown software (i.e.
Bernese, RTKLIB) and a more recently published software (i.e. goGPS),
in order to evaluate any analogies/differences, whereas all statistical

analysis were performed by Python or Matlab dedicated tools.



Chapter 2

Atmosphere

2.1 Physics of the atmosphere

Atmospheric science deals with structure and evolution of the plan-
etary atmospheres and with the wide range of phenomena that occur
within them [6]. As for the Earth, the atmosphere is split into separate
layers according to the trend of the vertical temperature profile and ac-
cording to particular physical or chemical phenomena that characterize
it. The use of the vertical temperature gradient is fundamental both
because it identifies layers of atmosphere with different characteristics,
and because it is a fundamental parameter for hydrostatic equilibrium.
In the classification based on temperature profile, four basic layers are
identified: troposphere, stratosphere, mesosphere and thermosphere.

Troposphere is the layer of atmosphere closest to the Earth’s surface
and has an average vertical extension of up to 7-18 km. It is affected
by a constant decrease in temperature with altitude, on an average
basis of 6.5 °C'/km. This decrease is due to both the fact that an air

7
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Fig. 2.1: Vertical structure of atmosphere

particle expands adiabatically rising and that the main source of heat
is represented by the ground, which consequently heats intensively lay-
ers of air close to it. Indeed, the Earth’s surface heats up absorbing
solar radiation and the heat re-emitted by the Earth is transported up-
wards thanks to the convection, which characterizes the troposphere.
Troposphere contains almost 80% of the total mass of the atmosphere
and contains practically all of the atmospheric water vapor; as a re-
sult, troposphere is the area where meteorological phenomena occur.
Troposphere vertical extension varies greatly with latitude; it is 7-8
km thick above the poles, 10-12 km at mid-latitudes and 16-18 km in
tropical regions where the strong warming of the soil promotes intense

convective movements that penetrate upwards [6]. Troposphere is lim-
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ited above by a thermal inversion that acts as a proper margin limiting
the vertical extension of convective motion.

Tropopause separates troposphere from stratosphere.

Stratosphere is characterized by a first layer about 10 km thick in which
the temperature is almost constant with the altitude and by a subse-
quent 25-30 km, in which the temperature increases gradually. Due to
the positive vertical temperature gradient, vertical mixing is strongly
inhibited, unlike in the troposphere. Stratosphere contains almost all
of the atmospheric ozone (about 90% of the total) that absorbs the
ultraviolet solar radiation (UV) producing a warming-up.
Stratopause, in which the maximum stratospheric temperature is reached,
separates stratosphere from the upper layer, the mesosphere.
Mesosphere extends up to about 80 km of altitude and in it the tem-
perature drops with the height up to the minimum (around -130°C),
at the mesopause. Stratospheric ozone layer performs the same func-
tion towards the mesosphere that the Earth’s surface has for the tro-
posphere: it heats the lower layer generating a negative temperature
profile. At mesopause the temperature drop is interrupted due to the
warming produced by the absorption of solar radiation by molecular
oxygen and ozone.

Thermosphere extends in height for several hundred kilometers and is
characterized by significant temperature fluctuations between day and
night. Indeed, temperature in thermosphere is closely linked to the
intensity of solar radiation and its constant increase with altitude is
due to the absorption of the same solar radiation by nitrogen and oxy-
gen molecules dissociating. Above 100 km altitude, cosmic radiation
also produces the ionization of atoms, tearing off electrons and leaving

ions; this is the basis of the formation of the visible aurora borealis, in
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particular conditions, at high latitudes [6].

In any case, the characterization of these layers depends on the purpose
for which the subdivision is made; indeed, characterizing the atmo-
sphere by the way radio waves are propagated leads to a subdivision of
a troposphere and ionosphere. The ionosphere, the upper part of the
atmosphere, is a dispersive medium (the propagation delay is frequency

dependent), whereas the troposphere is nondispersive [64].

2.2 Vertical structure

With a reasonable approximation, the air density at sea level is
1.25K g/m? and pressure p and density p decrease almost exponentially
with altitude:

P~ poxe (2.1)

In the previous equation, H represents the e-folding depth, i.e. the
altitude at which the pressure is reduced by a factor equal to e, while
Po is the pressure at a reference level, usually the pressure at the sea
level [64].

Pressure and density vertical variations are much more significant than
horizontal and temporal changes. Therefore, it is useful to define a
standard atmosphere as a function of height only, representing a hori-
zontal and temporal average of the atmospheric structure.

The first standard atmospheric models were developed in the 1920’s
in both Europe and the United States. The slight differences between
the models were reconciled and an internationally accepted model was

introduced in 1952 by the International Civil Aviation Organization

(ICAO) [105].
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The International Standard Atmosphere (ISA) is defined in ICAO Doc-
ument 7488/2. The ISA assumes the mean sea level (MSL) conditions
as given in Table 2.1 [28]:

Tab. 2.1: International Standard Atmosphere, Mean Sea Level Conditions

Pressure hPa 1013.25
Temperature K 288.15
Density Kg/m? 1.225
Speed of sound m/s | 340.294
Acceleration of gravity | m/s* | 9.80665

2.3 Optical properties and Atmosphere Re-

mote Sensing

The Earth’s atmosphere is relatively transparent to incoming solar
radiation (solar constant value of 1366.1 W x m? [51]) and opaque to
outgoing radiation emitted at lower frequency by the Earth’s surface
[113] [55]. Much of the absorption and reemission of outgoing radiation
are due to air molecules and cloud droplets; this emitted radiation
provides a basis for remote sensing of various atmospheric constituents
using satellite-borne sensors [6].

There are different kinds of satellites, which can be classified by their
function [60]:

e Communications Satellite

e Remote Sensing Satellite
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Navigation Satellite

Drone Satellite

Ground Satellite

Polar Satellite

Nano Satellites, CubeSats and SmallSats

Another way of classifying satellites is according to their orbit; in this

sense we can distinguish satellites in:
e Low Earth Orbit (LEO - altitude of 160-2000 km)

e Medium Earth Orbit (MEO - most common altitude is approxi-
mately 20000 km)

e Geosynchronous Equatorial Orbit (GEO - about 36000 km above
Earth’s equator)

e Highly Elliptical Orbit (HEO)

Satellites generally used in the meteorological field are GEO and LEO.
These satellites are part of the wider range of remote sensing satellites,

giving rise to the branch of meteorology known as "satellite meteorol-

ogy".
The first European meteorological satellite (Meteosat, belonging to the
first generation of weather satellites) was launched in 1977. Since then,
there have been other launches and the first generation has moved on
to the second generation of satellites (MSG). MSG mounts on board
the SEVIRI (Spinning Enhanced Visible and InfraRed Imager) sensor,
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Fig. 2.2: SEVIRI channel 09 (IR10.8)
31 October 2003 - 11:30 UTC

which allows acquisition in 12 continuous cycle channels (two in the
visible 0.6 and 0.8 pm; one in the NIR 1.6 pm; eight channels in the
IR 3.9, 6.2, 7.3, 8.7, 9.7, 10.8, 12.0 and 13.4 pm; and the last visible in
high resolution HRV). Each cycle lasts 15 minutes to acquire the entire
full disk from the southern hemisphere to the northern hemisphere; 12
minutes for acquisition and the rest for calibration. Channel resolution
is 3 km and 1 km for HRV. The raw data acquired by Meteosat are
collected by the EUMETSAT control centre based in Germany, where
they are pre-processed and redistributed [81].

They are one of the diagnostic tools from which information on weather
and atmospheric conditions of large areas of the planet can be collected;
they are, therefore, extremely useful in characterizing meteorological

events of intense nature.
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2.4 Chemical composition

Atmosphere is composed of a mixture of gases, the main compo-
nents are nitrogen, oxygen and argon, which alone account for more
than 99% of the volume of the entire atmosphere. In the lower part of
the atmosphere the composition is almost constant, while in the upper
part of the atmosphere the partial pressure of the single constituents
decreases more quickly. Various elements, main and secondary, which

contribute to the atmosphere, are shown in the table below.

Tab. 2.2: Chemical composition of the atmosphere

Constituent Molecular weight | volume fraction
Nitrogen 28.013 78.08%
Oxygen 32.000 20.95%
Argon 39.95 0.93%
Water vapor 18.02 0-5%
Carbon dioxide 44.01 380 ppm
Neon 20.18 18 ppm
Helium 4.00 5 ppm
Methane 16.04 1.75 ppm
Krypton 83.80 1 ppm
Hydrogen 2.02 0.5 ppm
Nitrous oxide 56.03 0.3 ppm
Ozone 48.00 0-0.1 ppm

Troposphere contains both dry air and water vapor; dry air has no sig-
nificant variation in composition with latitude and height [99], whereas

the amount of water vapor varies widely, both spatially and temporally.
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2.5 Water vapor

Water vapor represents about 0.25% of the atmospheric mass, but
it is a highly variable component with concentrations ranging from val-
ues of 10 ppm in volume in cold or desert regions of the earth, up to 5%
of the volume in hot and humid air masses. Water vapor enters the
hydrological cycle and is almost entirely present in the troposphere,
while only modest amounts penetrate the stratosphere. It is produced
by the evaporation of oceans, seas and lakes and by the transpiration of
plants and is transferred in the atmosphere through turbulent reshuf-
fling [6].

Most of the water vapor is contained in the boundary layer, the lowest

2 km of the troposphere. Two fundamental quantities related to this
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Fig. 2.3: Hydrological cycle [49]

constituent are mixing ratio and relative humidity.
Mixing ratio is a measure of moisture content and is defined as the

quotient of water vapor mass per unit mass dry air 54|, as explained
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in the formula below [64]:

w =y /mg = (my/V)/(ma/V') = ps/pa (2.2)

where w is the mixing ratio, an adimensional quantity; m, is the water
vapor mass |kg|; mg is mass of dry air [kg|; V is the volume [m3]; p,
is the water vapor density |kg * m™3] and p, is the density of dry air
[kg * m™3].

Relative humidity 7;, is defined as the quotient of mixing ratio and

saturation mixing ratio [64]:
Th = W/ Weat R €/ €gat (2.3)

where 7, is the relative humidity; w is the water vapor mixing ratio;
Wsqt 18 the water vapor saturation mixing ratio; e is the partial pressure
of water vapor [Pa| and ey, is the partial pressure of saturated water
vapor [Pal.

Water also appears in the troposphere in liquid phase (fog, clouds,
rain) and solid form (snow, hail, ice), and is the most important con-
stituent in relation to weather processes, not only because of rain and
snowfall but also because large amounts of energy are released in the

condensation process [64].

2.6 Precipitation

Precipitation tends to be concentrated in space and time. Annual-
mean precipitation at different points on Earth ranges in almost three

orders of magnitude, from some centimeters per year in dry zones to
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several meters per year in the belts of heaviest rainfall [6].

Solar heating is the basis for the entire process of forming a thun-
derstorm, it heats the Earth’s surface, which in turn transfers heat
via radiation to the air layers close to the ground. Heating the air
molecules in the lower layers of the atmosphere increases the molecular
excitement, so the air expands and becomes less dense and lighter than
the surrounding air. These air molecules tend, therefore, to rise up-
wards and the atmospheric pressure, decreasing with altitude, favours
the further expansion of the air particle. Expansion involves cooling.
The saturation vapor pressure of the water decreases with decreasing
temperature, so, as the air particle cools, the humidity in it tends to
condense. This mechanism gives rise to a multitude of microscopic

droplets of water that together generate clouds. If the air particle does

Fig. 2.4: Cloud classification [47]

not contain saturated humidity and the adiabatic condition is assumed
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to be true, its temperature drops by 10 °C per kilometre of ascent. This
thermal gradient is called dry adiabatic. However, under normal con-
ditions the atmospheric temperature does not decrease so rapidly with
altitude and the air particle becomes colder than the surrounding air,
stopping it from rising.

If the air particle contains moisture, the heat is released as condensa-
tion and the particle continues to rise. Under these conditions, the air
temperature decreases by about 5.5 °C per kilometre and is referred
to as a wet adiabatic gradient. If the temperature of the atmosphere
decreases faster than the humid adiabatic, the particle will continue to
rise because it will remain warmer than the surrounding air and the
necessary condition for the creation of the thunderstorm will be met.
Such an atmosphere is called conditionally unstable.

The ability of the atmosphere to generate thunderstorms is measured
by the amount of potential energy available for convection (CAPE).
Generally, a CAPE greater than 1500 J * kg~! is considered as gener-

ating a high risk for the formation of thunderstorms [81].

2.7 Lightning

There are several theories proposed to explain how the generation
of electric charge occurs within the cumulonimbus [30]. However, the
most widely accepted theory is based on the collision of graupels (ice
particles with a density varying between 0.1 and 0.8 g * cm™3) in the
presence of drops of overflowing water in the cloud. The theory is
based on experiments [102] [61] in which a graupel particle launched

at a certain speed inside a cloud of ice crystals and overflowing water
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droplets was simulated. During the collisions, the generated charge
was measured. Observations reveal that the intensity and polarity of
the charging process depend on the water content in the cloud and the
ambient temperature [81].

A thunderstorm cloud contains two main charge centers, one positive
and one negative, and a third positive center of lower intensity placed
at the base of the cloud. A cloud to ground (CG) lightning occurs
between a charge center and the ground, and the result is the transfer

of charge from the cloud to the ground. When a CG carries positive

are B
¢ o0 o o0C
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Fig. 2.5: Distribution of charges in a cumulonimbus [101]

charge to the ground it is called positive, vice versa it is called negative.
Therefore, the type of CG identifies not only the charge transported
but also the origin of the lightning itself.

Instead, the term intra cloud lightning (IC) generally refers to lightning
strikes that occur between the main negative charge center and the
positive charge center of the cloud; the result is a partial neutralization
of the charge centers themselves [81].

A relevant network of lightning detectors is the LINET (LIghtning
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detection NETwork) [13]. It was developed by the University of Munich
in 2006 and it is composed by about 130 sensors that ensure a minimum

distance of 200-250 km in 17 European countries [11].

2.8 Numerical weather prediction models

The most suitable definition to understand the meaning of NWP
Models is that provided by Kalnay in 2003: "NWP is an initial /bound-
ary value problem: given an estimate of the present state of the atmo-
sphere (initial conditions), and appropriate surface and lateral bound-
ary conditions , the model simulates (forecasts) the atmospheric evo-
lution. The more accurate the estimate of the initial and boundary

conditions, the better the quality of the forecasts" [62].

Data assimilation

Currently, operational NWP centers produce the state of atmo-
spheric flow through a statistical combination of observations and short-
range forecasts [62]. This approach is known as "data assimilation"
and its purpose is defined as "using all the available information, to
determine as accurately as possible the state of the atmospheric (or
oceanic) flow" [104].

At present, there are different kinds of data available, including satel-
lite data, radar observations, data from lightning networks and GNSS
(Global Navigation Satellite Systems) observations; in any case, before
proceeding to the assimilation it is necessary to have an as complete
as possible first guess estimate of the state of atmosphere at all the

grid points in order to generate the initial conditions for the forecasts
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[10]. The first guess, also known as background field, should be the
best estimate of the state of the atmophere prior to the use of the ob-
servations [62].

In chapter 5 a complete analysis of GPS-ZTD data assimilation is de-
scribed and some tests and results are given in chapter 7, in order to

explain the potential impact of GPS data assimilation on forecasts.
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Chapter 3

GNSS Meteorology

The acronym GNSS (Global Navigation Satellite Systems) defines

all the constellations of artificial terrestrial satellites for positioning
and navigation. Today, this system is used in many fields, ranging
from real-time navigation, with accuracy requirements of several me-
ters, to geomatic and geodetic applications, which require accuracy
from the decimeter to the best of one centimeter [17].
There are several projects, carried out by different countries, of sys-
tems of GNSS-based positioning; the first one to be born was the
NAVSTAR GPS project (NAVigation Satellite Timing And Ranging
Global Positioning System) by United States Department of Defense,
but other GNSS constellations like GLONASS (GLObal'naja NAviga-
cionnaja Sputnikovaja Sistema - Russia), GALILEO (Europe), QZSS
(Japan), BeiDou Satellite Navigation and Positioning System (China)
and IRNSS (Indian Regional Navigational Satellite System) appeared
later than GPS.

Anyway in this thesis we will refer exclusively to the GPS constellation,

23
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considering its use a well-established topic for the treated applications.

3.1 Fundamentals of GPS

"The Global Positioning System was conceived as a ranging sys-
tem from known positions of satellites in space to unknown positions
on land, at sea, in air and space" [57].

The NAVSTAR GPS project (NAVigation Satellite Timing And Rang-
ing Global Positioning System) is the result of a project launched
in the 1973 by the Department of Defense of the United States of
America, with the aim of enabling real-time positioning of military
assets; indeed, in 1985, this definition of GPS project was given by
W. Wooden: "The Navstar Global Positioning System (GPS) is an
all-weather, space-based navigation system under development by the
Department of Defense (DoD) to satisfy the requirements for the mil-
itary forces to accurately determine their position, velocity, and time
in a common reference system, anywhere on or near the Earth on a
continuous basis."

In any case, although the primary goals were military, in the following
years also the civil use was promoted [57].

The first satellite of GPS constellation was launched in 1978 and after
a gradual development of the project in the following years, in 1995 it
was officially declared fully operational and since then, real-time nav-
igation is supposed to be guaranteed h24 everywhere on or near the
Earth [17].



3.1 Fundamentals of GPS 25

3.1.1 GPS system

The GPS system consists of three segments that allow it to func-
tion correctly. The first one is the space segment which is composed
of a nominal minimum constellation of twenty-four satellites, arranged
on six orbital planes. The geometry of the constellation guarantees
the simultaneous visibility of at least four satellites from every point
on Earth. The main functions of this segment are to provide informa-
tion to users by means of signals, to receive and store the information
sent by the control segment and to maintain an accurate time sig-
nal by means of four atomic oscillators placed on board each satellite.
The second one is the control segment which consists of five ground
stations, whose position is known with extreme precision; these are
named Monitor Stations and continuously track satellites. The Mas-
ter Control Station in Colorado Springs (U.S.A.) is the main control
station, where all data recorded in the Monitor Stations are merged
and processed, whereas the Ground Control Stations (Ascension, Diego
Garcia and Kwajalein) are the connection between the Master Control
Station and the space segment. The user segment, consisting of each
user, civil and military, equipped with a receiver capable of capturing,
decoding and processing the signal transmitted by the satellites [57].
GPS signal is rather complex. The oscillators on board the satel-
lites generate a continuous electromagnetic signal with nominal fre-
quency fo=10.23 MHz; from fy two sinusoids, L; (1575.42 MHz) and
Ly (1227.6 MHz) carrier, are generated [17].

The L1 and L2 carriers are modulated using binary codes (pulse se-
quences with values +1 and -1): C/A (Course Acquisition Code), L2C
(Lo Civilian-Transmitted only by IIR-M Block satellites and public),
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P(Y) (EncrYpted Precise Code), M (Encrypted military code transmit-
ted on both carriers) and D (Data). Binary codes are called Pseudo
Random, because their impulses are similar to random signals, as for
time correlation properties [67].

The Coarse/Acquisition (C/A) code and the precision (P) code modu-
late the L1 signal. The L2 signal is modulated by the P-code only. To
prevent spoofing of P-code signals, an encrypted code W (not available
to civilian users) is modulated by the Department of Defense with the
publicly known P code on both L1 and L2 to provide the anti-spoofing
Y-code. Since L2, unlike L1, does not have the C/A code, its access
is denied to all users without knowledge of the W-code; nevertheless
there are some techniques that can be used to reconstruct the L2 carrier
without knowledge of the W-code, which allow the civilian use [117].
The navigation message D, sent with the pseudo-random codes, is used
to communicate the satellite ephemeris, satellite clock offset param-
eters, parameters for ionospheric disturbance modelling (Klobuchar)
and approximate orbital information for the other satellites in the con-
stellation [17].

3.1.2 GPS measurements

The signal coming from the satellites is picked up by the receiver,
which makes a replica inside by means of its oscillator; the signal thus
reproduced will differ from that received because of a phase shift along
the time axis. The GPS signal reception presents the possibility to
carry out two different measurement modes: pseudorange measure-
ments (Eq. (3.1)) and phase measurements (Eq. (3.2)).

Pseudorange observation equation and phase observation equation have



3.1 Fundamentals of GPS 27

the following simplified analytical form:
PR(t) = pR(t) + cldtr(t) — dt* (1) + [(t) + TR(H)  (3.1)

La(t) = pg(t) +c(dtr(t) — dt¥(t)) — Ip(t) + Tx (t) + MNR(t) + dr — 6°)
(3.2)

In both the equations, p% is the geometric distance:

o5 = (Xn — XP 1 (Ya— YR+ (Zn— 2P (33)

in which X°, Y and Z° are the satellite cartesian coordinates at the
observation time, known by ephemeris, and Xg, Yz and Zp are the
receiver cartesian unknown coordinates at the observation time.

c is the light speed, dt°(t) is the satellite clock offset, known from the
navigational message and dt(t) is the receiver clock offset, considered
unknown.

Phase observation equation reminds pseudorange observation equation
but in this last case appears one more unknown, N3 (t), the integer am-
biguity which depends on the satellite-receiver optical path. There are
also initial fractional phases ¢ and ¢°, both constant and unknown.
I2(t) and T (t) represent the atmospheric disturbances; indeed in the
Earth’s atmosphere, the signal propagation speed changes due to the
physical state of the medium which is crossed.

Ionospheric delay is due to the layers of atmosphere between 100 km
and 1000 km of altitude, where there are ions and free electrons that
interfere with the GPS signal propagation. As it can be seen from the
above equations (Eq. (3.1) and Eq. (3.2)), there is a change of sign; in

fact, the group speed decreases while the phase speed increases, consis-
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tent with the fact that it is a dispersive medium, unlike the troposphere
[17].

It is important to remember that the ionospheric disturbance presents
great variability; it can be mathematically described by synthetic mod-
els, e.g. Klobuchar [65], or removed by Ionospheric Free combination.
Tropospheric delay is due to the layers between the ground and 7-18
km above sea level and is basically caused by the presence of gas and

water vapor. It will be described in detail below.

3.1.3 Tropospheric refraction and delay

Dry air and water vapor molecules in the troposphere affect GNSS
signals by lowering their propagation velocities with respect to vacuum
[88] [16]. A diminished speed results in a time delay in the signal
propagation along the satellite-receiver path, which multiplied by the
vacuum speed of light, adds an extra distance to the satellite-receiver
geometrical one. It is worth reminding here that the tropospheric
delay due to the dry air and water vapor molecules is just one out of
many other systematic errors affecting GNSS observations that must
be accounted for in order to achieve sub-centimetre accuracy positions.
Local refractive index along the propagation direction of the signal is
[17]:

n(r)=1+k

Pr) o elr) e(r)
) R T Rgy (3.4)

where P(r) is the pressure expressed in mbar, T'(r) is the temperature
expressed in K, e is the partial pressure of water vapor expressed in
mbar and constants are listed below: k; = 77.624 x 107°[K * mbar ]

ky = —12.920 * 107 %[K * mbar~'] k3 = 37.19 x 1072[K? * mbar~'].
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Integrating it is possible to obtain:

Th = /(kiéi ke T(()) * ’“T<—<))> dr=" (35)

Tg N /TropoSR g igz:i dr /TropoSR(l€2 ;((77:)) + k?’ ;2(22) ) dr (3-6)

Where the first integral represents the 90% of the total delay and is

named dry component, and the second one represents the 10% of the

total delay and is the most variable fraction named wet component.
During GNSS data processing it is possible to model the tropospheric
delay by models based on hypotesis of standard atmosphere, e.g. Saas-
tamoinen [88], or to use this delay as source of information.

In the first case, under adverse conditions, the residual error may reach
values of up to 10% of the total disturbance; despite the fact that the
introduction of less used methods such as Niell’s has led to improve-
ments [17].

In the second case, contributions of dry air and water vapor to the
total delay are separated and estimated [59].

Basically two products are provided for meteorological applications:
the slant total delay (STD, i.e. T’ ), which is the signal delay along each
single signal path, and the zenith total delay (ZTD), that is the delay
related to the zenith direction, obtained after introducing a mapping
function which depends on physical parameters (isotropy assumption
to determine the azimuthal symmetric slant delay) [64] [57] [7] [77].
This last parameter leads to the definition of the two delay compo-
nents: ZHD (zenith hydrostatic delay) and ZWD (zenith wet delay),
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related by the equation:
ZTD=Z7ZHD + ZW D (3.7)

[16]. If from the positioning point of view this delay was just a sys-
tematic error to be removed, it suggests GNSS as a tool for the remote
sensing of the troposphere water vapor content. The meteorological
community considers this by-product of high-accuracy positioning as
one of the available observations and time series of GNSS tropospheric
water vapor delays can be assimilated into numerical weather predic-
tion models also in a routine way [8] [50].

Starting from meteorological data of pressure and temperature, after
appropriate adjustments related to the difference in altitude between
meteorological sensors and GPS receivers [85] [9] [5], it is possible to
obtain ZWD values, from ZTD values.

Below is given the equation for pressure adjustment [9]:

gMd(HGPS - HSensor)
R*Trs4

) (3.8)

PGPS = PSensorexp(_

where Pgps and Psepnsor are respectively the pressure value adjusted
at GPS height and the pressure value measured by the meteorological

2 is the gravitational acceleration constant,

sensor; g = 9.80665 m s~
My = 0.0289644 kg mol™! is the molar mass of dry air, R* = 8.31432 .J
mol~t K1 is the gas constant for air, and Trg4 = 288.15K is the inter-
national standard temperature of the atmosphere at sea level. Hgpg
and Hgepsor are the orthometric heigths [m| of GPS receiver and me-

teorological station, respectively.
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The equation for temperature adjustment is shown below [5]:
TGPS == TSensor + 0'0065(HS€TLSOT - HGPS) (39)

where Tsensor and T pg are respectively the temperature [K| measured
by meteorological sensor and that inferred at the GPS station, whereas
Hgensor and Hgpg are the orthometric heights of the two stations [m].
The following procedure [16] allows calculating the ZHD and conse-
quently the ZWD, taking into account the variation in gravitational
acceleration with latitude ¢, and the height h above the ellipsoid [km],
by the sufficiently approximated formula [41]:

fle,h) =1—0.00266c0s2¢ — 0.00028h (3.10)

At this point it is possible to obtain the ZHD [mm| by the following

formula where Patm is the total pressure [mbar| at the Earth’s surface.
ZHD = 2.2779Patm/ f(p,h) (3.11)

It is now possible to get ZWD by difference:
WD =ZTD—-ZHD (3.12)
Finally, it is possible to obtain the amount of IWV (integrated water

vapor)|[4]:
IWV = K(Tm)ZWD (3.13)
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where the coefficient K depends on the vertically integrated mean tem-

perature (Tm) [34], following the formula below:
1/K =10"%(K3/Tm + K})Rv (3.14)

where K3 = 3.776x10° K*mbar—!, K}, = 1TKmbar™', Rv = 461.5Nm/KgK
and T'm can be obtained in different ways, in this case by a linear re-
lationships [16]:

Tm ~ 70.2+0.72T's (3.15)

where T's is the measured temperature. PWYV values are obtained
dividing the value of IWV by the water density (1000Kg/m?).

3.2 GPS permanent networks

The great advantage of using GPS technology lies both in the re-
liability of the technique and in the availability of GNSS permanent
networks, installed on the territory for positioning and navigation pur-
poses. The research described here has employed various permanent

networks of geodetic class receivers, both public and private:

e EUREF Permanent GNSS Network (Network of continuously op-
erating GNSS reference stations, covering the Furopean conti-

nent)

e RING Network (GPS National Integrated Network by National
Institute of Geophysics and Volcanology)

e Abruzzo Region Permanent Network

e Lazio Region Permanent Network
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e Campania Region Permanent Network

e SPIN Network (Piemonte Region and Lombardia Region)

e NetGEO Network (Network of Permanent GNSS Stations set up

by Geotop)
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Single-frequency pilot network

As regards the pilot network of single frequency receivers, this has
been installed in the hinterland of the city of Rome and consists of
three stations composed by u-blox chips, MG700 M2M Wireless Gate-
way/ Router and antennas by Allis Communications Company (AL-
LISCOM). The first device is named LOW1 (Figure 3.2) and is located
on the roof of Department of Civil, Constructional and Environmen-
tal Engineering, Faculty of Civil and Industrial Engineering, Sapienza
University of Rome. LOWI1 receiver has the great advantage to be
located close to MOSE, a dual-frequency receiver belonging to EUREF
Permanent GNSS Network, and close to ROUN, a dual-frequency re-
ceiver belonging to Lazio Region Permanent Network; this condition
allows us to perform several high-value cross-tests. The second one is
named LOW2 (Figure 3.3) and it has been installed on the roof of the

Fig. 3.2: LOW1 Single-frequency receiver

Institute of Atmospheric Sciences and Climate of National Research
Council of Italy, in the Tor Vergata Research Area (ARTOV). LOW2
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Fig. 3.3: LOW2 Single-frequency receiver installation

has been placed so as to be less than 15 km away from LOW1. The last
one is named LOW3 (Figure 3.4) and it has been installed on the roof
of the National Institute of Geophysics and Volcanology. LOW3 has
been placed to complete the short basis GPS network in Rome and its
data stream, together with those of LOW1 and LOW2, are managed

by Geodesy and Geomatics Division, Sapienza University of Rome.

Fig. 3.4: LOW3 Single-frequency receiver’s maintenance
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3.3 GPS processing

Starting from the dual-frequency observational files (RINEX Ver-

sion 3 format) collected by the geodetic receivers at 30 s rate, the
PPP technique [121], undifferenced phase observation processing, was
applied using ionosphere-free combination in order to estimate both
coordinates and ZTD values for each epoch, and only ZTD values for
each epoch fixing receiver’s coordinates, by daily processing sessions,
in order to evaluate conceivable differences. As regards the ancillary
products (ephemeris and clocks), we used precise products provided by
the Center for Orbit Determination in Europe (CODE) and by Inter-
national GNSS Service (IGS) with the aim of assessing any potential
deviations. For what concerns the software, we opted for three differ-
ent software: Bernese 5.2, RTKLIB and goGPS, in order to investigate
possible discrepancies.
The same procedure was followed for the three single frequency re-
ceivers, after the reconstruction of L2 synthetic observations by the
New Ground-Based Augmentation Strategy [73], the Satellite-specific
Epoch-differenced Ionospheric Delay [35] and the default implemen-
tation of the SEID approach integrated in the goGPS open source
software (goGPS).

3.3.1 Single-frequency data management

In order to apply the data processing methodology described above
also to single frequency receivers, it is necessary to use a method of
synthetic L2 observations reconstruction. There are several methods

for this purpose and here a comparison between three techniques is



3.3 GPS processing 37

proposed in order to evaluate the different impact on ZTD computation

and to pursue a quality assessment of this reconstruction. To achieve

this goal, the following three methods were applied to the MOSE, a

geodetic receiver, using only one of its frequencies and compared to

the reference results obtained using both its frequencies.

e "A New Ground Based Augmentation Strateqy (ANGBAS)" de-
veloped at the Sapienza University of Rome [73].

This algorithm computes the time variation epoch-by-epoch of
the ionospheric delay for each satellite in view from a geodetic
class receiver through the geometry-free linear combination to its
carrier phase observations (L1 e L.2). The use of a mapping func-
tion allows to project in zenith direction the ionospheric delay
computed on the line of sight. In a similar way, it is possible to
reconstruct the ionospheric delay for the satellites in view from
a generic GNSS single frequency receiver, placed at a known dis-
tance from the considered reference station. In fact, using the
mapping function allows to take in account the different path
followed by the signal that, starting from the satellite, is col-
lected by two different receivers [73].

The original "Satellite-specific Epoch-differenced lonospheric De-
lay (SEID)" algorithm [35].

This algorithm involves the assumption that the epoch-differenced
ionospheric delay, which determines the parameters from a min-
imum of three reference stations, is sufficient for ZTD estima-
tion. The parameter estimation is performed by means of a least-
squares adjustment for each satellite at each epoch resulting in

a satellite- and epoch-specific plane model [35].
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e The default implementation of the SEID approach integrated in
the goGPS open source software (goSEID).
This algorithm takes up the principles of SEID but the plane
interpolation is replaced by a linear interpolation; this makes it
possible to use a lower number of reference stations (even just

one).

All processing was handled with the goGPS software, applying the
PPP method.

Test analysis

The experiment was carried out at a local scale over Lazio Region,
in Central Italy, using six geodetic receivers nearby Rome, i.e. Fig-

ure 3.5:

e MOSE from EUREF Permanent GNSS Network (Network of con-
tinuously operating GNSS reference stations, covering the Euro-

pean continent)

e ROUN (35 m from MOSE), RMPO (19 km from MOSE), FIUM
(25 km from MOSE), VALM (38 km from MOSE) and CVTV (65
km from MOSE) belonging to Lazio Region Permanent Network

The test was referred to the time period May 11-12*, 2014 and only
GPS observations were employed. Starting from dual frequency obser-
vational files (RINEX format) collected by geodetic receivers at 30 s
rate, the three methods were applied to MOSE observations using only
one of its frequencies.

First of all the Geometry-Free combination (GF) was applied. This
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Fig. 3.5: Employed dual-frequency receiver map

combination remove the geometric part of the measurement leaving
all the frequency-dependent effects (i.e. ionospheric refraction, instru-
mental delays, wind-up) and so can be used to estimate the ionospheric
electron content. In this sense it was possible to evaluate the differences
between the ionosphere reconstructions obtained applying in turn the
three methods described before.

Results obtained through the application of ANGBAS are shown in
Figure 3.6.

The method was applied using as reference in turn four receivers lo-
cated at increasing distance (35m, 25km, 38km and 65km) from the
single frequency receiver. The plot shows the increasing noise of the
method as the distance of the single-frequency receiver from the refer-
ence, taken into consideration for each case, increases.

The original SEID algorithm produced the result given in Figure 3.7 .

In this case, as explained before, it was necessary to use at least three
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Fig. 3.6: Geometry free output by “A New Ground Based Augmentation
Strategy (ANGBAS)”

receivers to reconstruct the observation. Four receivers were considered
(19km, 25km, 38km and 65km) and the plane interpolation produced
a stable solution. The limit of this approach is that a number of geode-
tic receivers are necessary and not always, neither everywhere, this is
possible.

The last application regarded the goSEID model, Figure 3.8; the de-
fault implementation of SEID approach integrated in the goGPS open
source software, which differs from the traditional SEID because inter-
polation does not take place through the reconstruction of a plane, as
described before, but by a linear interpolation.

In this case the solution obtained by using only one by one receiver,
at increasing distance (35m, 25km, 38km and 65km) from the single-
frequency device, was tested and compared to the application of the
same procedure involving the configuration of all four receivers avail-
able (19km, 25km, 38km and 65km).
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Fig. 3.7. Geometry free output by the original “Satellite-specific Epoch-
differenced Ionospheric Delay (SEID)”

The obtained results show great stability, highlighting the versatility
of the proposed method that does not have the limits of SEID in terms
of number of receivers and shows improvements in statistical terms,
for the same application, compared to the ANGBAS method.

In general, it is possible to observe the output variation in relation
to the distance between the reference receiver for synthetic L2 obser-
vations reconstruction and the target receiver (from here on always
MOSE).

A table with a simple statistical analysis is given below, where Stan-
dard Deviation values related to GF outputs for each distance are
shown (Table 3.1).

In the second phase the PPP technique [121], undifferenced phase ob-
servation processing, was applied to daily processing sessions, and iono-
spheric free combination was used in order to estimate ZTD values for

each epoch. For what concerns the ancillary products (ephemeris and
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Fig. 3.8: Geometry free output by goSEID model

Tab. 3.1: GF Standard Deviation values related to the different methods
applied

ANGBAS @35 m 0.7 cm
ANGBAS @25 km 1.7 cm
ANGBAS @38 km 2.4 cm
ANGBAS @65 km 3.5 cm
SEID @ 65438425419 km 0.7 cm
goSEID @35 m 0.7 cm
goSEID @25 km 1.1 cm
goSEID @38 km 1.6 cm
goSEID @65 km 2.3 cm
goSEID @ 65438425419 km | 0.6 cm

clocks), precise products provided by the International GNSS Service

(IGS) were employed.

This procedure was followed for the dual-frequency MOSE and for the
MOSE with the synthetic L2 observations reconstructed by the three



3.3 GPS processing 43

methods explained above, using receiver located at different distances
from the target (Table 3.1).

A validation procedure by atmospheric sounding (Figure 3.9) was con-
ducted only for the output obtained by the original dual-frequency
RINEX, which is that used as reference result. In this case the pro-
cedure implemented in goGPS software and described in Chapter 4
allowed the calculation of ZTD from atmospheric sounding data [111]
obtaining the following results in terms of mean and standard devia-

tion: 0.51 cm and 0.77 cm.

260 Atmospheric sounding validation

255

ZTD [cm]

= Reference
@ Atmospheric sounding

210
May 11 00:00 May 11 16:00 May 12 08:00 May 13 00:00

Fig. 3.9: Dual-frequency GPS-ZTD validation by atmospheric sounding

At this point, reconstructed RINEX data were processed and outputs
compared each other in order to obtain a statistic of the reconstruction
impact on ZTD calculation.

In Figure 3.10, Figure 3.11 and Figure 3.12 it is possible to observe
respectively the ZTD values obtained employing the three methods
of synthetic L2 reconstruction. In Figure 3.10 outputs related to

ANGBAS L2 reconstruction method, applied using receivers at dif-
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Fig. 3.10: Zenith Total Delay by "A New Ground Based Augmentation
Strategy (ANGBAS)"

ferent distances from the target, are given. In Figure 3.11 the result
related to SEID, using the four stations (RMPO, FIUM, VALM and
CVTV) to interpolate the plane, is shown. Figure 3.12 represents the

260 Zenith Total Delay SEID
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Fig. 3.11: Zenith Total Delay by the original "Satellite-specific Epoch-
differenced Ionospheric Delay (SEID)"
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results obtained through the use of goSEID; also in this case the four
stations configuration involved RMPO (19Km), FIUM (25Km), VALM
(38Km) and CVTV (65Km) receivers, whereas the use of one by one re-
ceivers regards the increasing distance of ROUN (35m), FIUM, VALM
and CVTV devices. In Table 3.2 Zenith Total Delay Standard Devia-

Zenith Total Delay goSEID
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* goSEID @ 65+38+25+19 Km
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210
May 11 00:00 May 11 16:00 May 12 07:59 May 12 23:59

Fig. 3.12: Zenith Total Delay by goSEID model

tion values, referred to the three methods and to receivers at different
distances from the target, are given.

The three methods, ANGBAS, SEID and goSEID, have been applied
on a single-frequency RINEX and processed by goGPS software using
PPP method. Results were studied in terms of geometry-free combi-
nation output and ZTD output and compared to the results obtained
using the original dual-frequency MOSE’s RINEX. In each case a sta-
tistical analysis was given in order to quantify the effects. The research
deliverables showed a good agreement between the methods and a tan-
gible improvement related to the use of methodology integrated in the

goGPS open source software (goSEID); the reason is to be found in
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Tab. 3.2: ZTD Standard Deviation values related to the different methods
applied

ANGBAS @35 m 0.1 cm
ANGBAS @25 km 0.5 cm
ANGBAS @38 km 0.8 cm
ANGBAS @65 km 1.1 cm
SEID @ 65+38-+25+19 km 0.4 cm
goSEID @35 m 0.1 cm
goSEID @25 km 0.4 cm
goSEID @38 km 0.5 cm
goSEID @65 km 0.8 cm
goSEID @ 65438425419 km | 0.2 cm

the fact that this method (goSEID) is the result of a reasonable com-
bination of the strengths of the two previous methods (ANGBAS and
SEID).

Indeed, the use of more than one receiver, if available, in an optimal
configuration for the target RINEX reconstruction (see Figure 3.5),
shows a solution improvement if this configuration is used employing
an interpolation based on receiver’s distance.

Using only one reference device, the solution degrades with increas-
ing distance; however, in critical study area, where no more than one
geodetic receiver is available, within certain distances and under known
conditions, the application of goSEID can provide good solutions (Fig-
ure 3.12).
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3.3.2 Bernese 5.2

The Bernese GNSS Software is a scientific, high-precision, multi-
GNSS data processing software developed at the Astronomical Insti-
tute of the University of Bern (AIUB) [33].

All principal observables recorded by high precision geodetic receivers
may be processed and nowadays Bernese 5.2 is considered one of the
reference for GNSS data processing. Observation are processed by
least squares estimation. Many parameter types are implemented in
the Bernese GNSS Software Version 5.2 [33]. In this context a test was

ZTD July 25th, 2018
T

——+—— Bemese
—s—— BEK (Bemese)

ASI (GIPSY) 4

—=—EUR

I ! ! ! ! !
06:00 09:00 12:00 15:00 18:00 21:00 00:00
Epoch

Fig. 3.13: One day (July 25", 2016) test carried out comparing outputs
(ZTD [m]) obtained by Bernese 5.2 and outputs provided by several research
centres

carried out in order to evaluate the coherence between official ZTD
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estimations and an independent processing.

A one day test was in this sense performed comparing outputs obtained
by Bernese application and outputs provided by several research cen-
tres. Bernese outputs were obtained applying the PPP (Precise Point
Positioning) method, with a 1 hour time rate, using precise products
provided by the Center for Orbit Determination in Europe (CODE).
The statistical analysis produced the following results, which show a

good agreement at the level of lcm.

Tab. 3.3: Bernese ZTD output statistical analysis [m]
mean | st.dev. | RMSE
Bernese-ASI 0.002 0.009 0.01
Bernese-BEK | 0.001 0.009 0.009
Bernese-EUR. | 0.001 0.009 0.009

3.3.3 RTKLIB

RTKLIB is an open source program package for standard and pre-

cise positioning with GNSS [103]. Observations are processed sequen-
tially using the extended Kalman filter (EKF) [91].
The program library of RTKLIB provides various functions of posi-
tioning algorithms for RTK-GPS [103]. RTKLIB provides also APs for
real-time positioning, post-processing analysis, and positioning utilities
[103]:

e Real-time positioning (RTKNAVT)

e Post-mission baseline analysis (RTKPOST, RNX2RTKP) - Com-
munication utility (STRSVR)
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e Plot graph of solutions and observation data (RTKPLOT) - RINEX
converter of receiver raw data log (RTKCONV, CONVBIN)

3.3.4 goGPS

GoGPS software development started as a library of matlab rou-
tines for navigational purpouses. To adjust all GNSS related parame-
ters, the software has traditionally used a Kalman Filter; recently the
software has been reengineered introducing Object Oriented Program-
ming (OOP) paradigm and optimizing several routines. Beside this,
the focus of the software has switched from navigation to quasi static
positioning, and the Kalman Filter has been abandoned in favour of
a classical least square estimation [90]. After the pre-processing phase
and during the processing step, various correction are applied to obser-
vations in order to eliminate unwanted physical phenomena from the

measurements and remove periodical motions of the station|121].

3.3.5 Software comparison

In order to evaluate the effect on GPS-ZTD solutions, a test was
carried out using both RTKLib and goGPS software on an equal dataset.
A dual frequency receiver, ROUN, belonging to Lazio Region per-
manent network and located on the roof of Engeneering Faculty of
Sapienza University of Rome, was selected. The test was performed
on a week of data, the first of october 2018, with a time rate of 30 sec-
onds. The applied methodology was the PPP and, for what concerns
clocks and ephemeris, precise products were used.

As shown in the scatter plot given in Figure 3.14 there is coherence be-
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Fig. 3.14: Scatter plot of ZTD output from goGPS and RTKLib software,
for ROUN geodetic receiver during the first week of October, 2018

tween outputs obtained using these two open source software (correla-
tion coefficient=0.981), anyway it it possible to observe some patterns
which are worth analyzing more carefully; to do this a plot of both
trends and of their differences in respect of the epochs was produced
in Figure 3.15. The patterns shown in Figure 3.15 point out a common
behaviour, which results in a greater deviation between the results ob-
tained with the two software, at about midnight; this attitude could be
traced back to the implementation of the Kalman filter in the RTKLib
software, which affects the solution in the early hours of the day. This

effect is not found in the outputs obtained with goGPS software, as
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Fig. 3.15: Plot of ZTD output and differences from goGPS and RTKLib
software, for ROUN geodetic receiver during the first week of October, 2018

the latter uses the least squares method. To sum up statistical analysis

results on differences are given in table below.

Tab. 3.4: Differences statistical analysis

Mean [m] -0.0002
Std.Dev. [m] | 0.008
RMSE [m] 0.008
Median [m] | -0.0004
Max [m] 0.079
NMAD [-] 0.068
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Chapter 4
PWYV measurement sensors

Water vapor content of the atmospheric low layer is a highly vari-
able component and there are many instruments which are used to
assess its presence and study its behavior. The main goal of this sec-
tion is to compare observations obtained by some of these instruments
with those obtained by GPS data analysis. In particular a compari-
son between GPS output, atmospheric sounding and radiometers data
was carried out and sun-sky radiometers’ calibration, and validation of

results obtained, was considered.

4.1 Radiosounding and Radiometer

4.1.1 Instruments
Radiosounding

Sounding balloons are extensively used in meteorological forecast-

ing and research, to the extent that several hundreds of them are sent

93
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daily into the atmosphere worldwide. They are mostly used to carry
radiosondes aloft, enabling for the in situ recording of atmospheric
variables with high temporal frequency and precision [48].

A radiosond is a small package hanging under a balloon of about two
meters in diameter filled with hydrogen or helium; during the ascent of
the radiosonde in the sky, at a speed of about 300 meters per minute,
the sensors on board measure pressure, temperature and relative hu-
midity profiles.

The flight of the radiosonda can last even more than two hours, and
during this time the radiosonda can go up to more than 30 km of al-
titude and move more than 200 km from the point of release [1].

The diagram usually used to make plots of radiosonde soundings is one
of the most common thermodynamic diagrams used in weather analy-
sis: the nomogram of Herlofson.

The nomogram of Herlofson, commonly used by meteorologists, repre-
sents on the x-axis the temperature in linear scale, in the y-axis the
natural logarithm of the pressure (Skew T - log P diagram).

The radiosond analysis involves the study of some thermodynamic in-
dices which indicate the potential predisposition of the atmosphere to
the onset of weather phenomena. The diagram is complex and rich in
indices and information; it shows the state curve (temperature), the
dew point curve (dew temperature), the wind speed line in knots and
the saturated adiabatic line.

Two of the most interesting indices are the CAPE (Convective Avail-
able Potential Energy), a very useful index to calculate the instability
of the atmosphere because it indicates the possibility that the particle
of hot air rises to higher altitudes triggering convective motions, and

the CINH (Convective Inhibition), which shows the energy available
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Fig. 4.1: Skew T-logP diagram, including wind characterization and indices,
at 0000 UTC October 25", 2013 for Pratica di Mare [86].

(expressed in joules) in the low troposphere to prevent the occurrence
If, for instance, the CAPE area is

much larger than the CINH one, the conditions are favorable to the

of spontaneous vertical motions.

development of thermo-convective activity, given the considerable en-
ergy involved.

In Figure 4.2 an example of a radiosounding table output file is given.

In order to compare atmospheric sounding output with GNSS data, it
is necessary to obtain a ZT Dgraops (ZTD RAdiosond OBServation)
dataset.

From literature, analyzing the radiosonde accumulated water vapor as
a function of altitude, a threshold value was determined; 99% of the

total accumulated water vapor was reached at an altitude between 8
and 9 km [93].
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PRES HGHT TEMP DWPT RELH MIXR DRCT SKNT THTA THTE THTV

hPa m [¢ C % g/kg deg knot K K K
1006.0 32 20.6 17.9 85 12.99 60 4 293.2 330.4 295.5
1005.0 41 20.4 17.9 86 13.01 62 4 293.1 330.3 295.4
1000.0 88 21.4 17.6 79 12.82 70 6 294.6 331.4 296.8
997.0 114 23.0 17.0 69 12.37 81 7 296.4 332.3 298.6
988.0 193  23.0 16.0 65 11.70 112 8 297.2 331.3 299.3
976.0 300 22.9 14.4 59 10.70 155 10 298.1 329.5 300.1

Fig. 4.2: 16245 LIRE Pratica Di Mare Observations at 00 12 Jun 2019;
indices shown represent: Atmospheric Pressure, Geopotential height, Tem-
perature, Dew point temperature, Relative humidity, Mixing ratio, Wind
direction and speed, Potential temperature, Equivalent potential tempera-
ture, Virtual potential temperature.

In our case a threshold value of 8.9 km was set in order to consider em-
pirical evidences and make a precise comparison between radiosonde
and GPS-derived ZTD.

Considering that the ZTD is the integral of the refractivity over a ver-
tical column of neutral atmosphere, it is possible to write the equation
given below (which is analogous to Equation 3.6, but for a vertical
path) [15]:

Ztop k

ZTD =10"° / (klepd + <I<:2 + %’) prw> dz (4.1)
Zsite

where p means density, z geometric height, R gas constant, whereas

subscripts d and w mean dry and wet and the k’s are empirically

determined constants. Mindful that the available data from radiosonde

are referred to meteorological parameters like pressure, temperature

and specific humidity, it is possible to transform the integral for ZTD
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into [111]:

Psite Psite k.
ZTD = 106/ kl&(Sp + 106/ &q ((kQ — kye) + —3) op
0 g 0 ge T
(4.2)

where the integral extremes are the pressure at the site and the zero
pressure, indicating that we are considering values until the radiosonde
provides them; the first integral is called hydrostatic or dry delay
(ZHD), the latter wet delay (ZWD); Ry = 287[Jxkg~ '+« K] [85] is the
dry gas constant, g is the local vertical acceleration due to gravity and
non inertial forces (including variation with height, that corresponds
to using proper geometric heights for z), p is the pressure, T is the
temperature, ¢ is the specific humidity, € is the ratio of the molecular
weight of water vapor to that of dry air and k coefficients are con-
stants empirically determined, which quantify the refractivity of the
lower neutral atmosphere for radiowaves in the GPS range and derive
from the widely used formula for atmospheric refractivity N [99] [24]
[15]:

N:kl%‘i‘kg%—i—kg% (4.3)
where P; and P, are the partial pressure of dry air and water vapor,
respectively, and 7" is absolute temperature [15].

The values of these physical constants, indicated for instance in Bevis
et al. 1994 [15], are listed below:

ky = 77.60[K/mb] = 7.76 * 107! [K/ Pd]
ky = TO.A[K /mb] = 7.04 % 10 [K/ Pd]
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ks = 3.739 % 105[K2 /mb] = 3.739 % 103[ K2/ Pa]

Using ZTD equation it is important to include the variation of ¢
with height; the effect of not doing so is around 5mm in ZTD at mid
latitudes|111].

Moreover, the ZHD integral contains significant contributions up to
about 80km above the geoid, consequently an expression for the con-
tribution to the dry delay (due to the part of troposphere which extends
from the radiosounding higher measure point upwards), based on an

assumption of hydrostatic equilibrium, was derived [111]:

T \?
AZHD ~ Tl {1 4 oflln +2(Rd 1) } (4.4)
an 191 ™

where T4, g1 [109], 1 and p; are the values at the top of the radiosound-
ing profile.
This contribution has to be added to the numerical integral of the

profile data when calculating the delays:

ZTDgaops = ZTD + AZHD (4.5)

The contribution to ZWD can be considered negligible, because at such
high altitudes ¢ ~ 0 [111].

Once ZTD values corresponding to the radiosonde launch at the time
of interest have been obtained, ZTD data from GPS processing, of
receivers already corrected by a quadratic function of height, are elab-
orated through a natural neighbor interpolation at the radiosonde

launch coordinates.
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The algorithm, implemented in goGPS software, is based on the Sib-
son theory [95] of Natural Neighbours coordinates, associated to the
principle of Natural Neighbours (NN) and to the Voronoi polygons.
According to this geometric theory, the experimental data are hon-
oured and no subjective criteria are introduced in the realization of
the map [82].

Referring to Figure 4.3, in order to interpolate the value at point X,

Fig. 4.3: Interpolation scheme with Natural Neighbor coordinates [96] [82]

its Natural Neighbours S; are considered.

The NN interpolation method is based on the attribution of weights,
for each point of observation, based on the concept of "area of influ-
ence". The algorithm uses a partition of the plane based on Voronoi
polygons (or Thiessen polygons).

In the case of the plane, given a finite set of points S, the Voronoi

diagram for S is the partition of the plane which associates a region
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V(S;) to each point S; in S, so that all points of V(S;) are closer to S;
than to any other point in S.

For the estimation of the value in node X, this is temporarily entered
in the input value dataset (S5). Taking into account the new value (X),
the polygons are redefined, thus creating a new polygon and redefining
the adjacent ones.

The new polygon (related to X) is characterized by having a surface
partly borrowed from the pre-existing polygons.

The estimated value at the node X is equal to the sum of the values in
the adjacent points (.5;) each multiplied by a weight. As an example,
referring to the Figure 4.3, the weight of observation in S; used to
predict the value in X, is the ratio between the area borrowed from the
pre-existing polygon (e.g. ahgfe) and the area of the polygon referred
to the node X (e.g. abcde).

Radiometer

The radiometer is a passive sensor that bases its performance on
the laws of thermal-electromagnetic emission of bodies.
In the absence of scattering, as it happens in rain-free conditions, under
the hypothesis of local thermodynamic equilibrium [115], the PWV
(as well as the integrated cloud liquid water content, ILWC) can be
estimated from brightness temperature measurements using at least
two frequency channels, one of which (f;) must be mainly sensitive to
water vapor, and the other one (f;) more to the liquid water content
in clouds. To this aim, first the total path attenuation at frequency

fi (for a link with elevation angle 0) is calculated from the brightness
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temperature Ty as:

T (fi,0) — T,

(4.6)

where T = 2.73K is the cosmic background temperature and 75, ( f;,0)
is the so called mean radiating temperature [71|, whose monthly values,
in turn, can be calculated, for instance in the experiment described in
the next paragraph, by regressing the results obtained from 10 years
of Linate Airport RAOBS-derived vertical profiles of pressure (P), rel-
ative humidity (RH) and temperature (T) used as input first to the
TKK cloud detection method [89] and then to the Liebe MPM93 mass
absorption model [68]. In non-rainy conditions, A(f;,#) can also be

written as:
A(fi,0) = Aox(fi,0) + av (fi) PWV(0) + ar(f;) ILWC(0) (4.7)

where Apx(f;,0) is the mean monthly path attenuation due to oxygen
at frequency f;, while ay (f;) and ar(f;) are the monthly water vapor
and liquid water mass absorption coefficients computed by combining
RAOBS profiles and mass absorption models [68] [71].

The two unknowns PWV and ILWC can be retrieved by using Equation
4.6 for both radiometric channels (f; = 23.84 GHz and f; =31.4 GHz)

and by solving the resulting system of two equations, thus yielding:
PWV(9> = ag + alA(fl,Q) + CLQA(fQ,e) (48)

where ag = —0.0298,a; = 53.626 and as = —32.488 are function of
on(ﬁﬂ)ﬂv(fi) and aL(fi)-
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4.1.2 Validation test

A comparative analysis of results provided by GNSS, radiosounding
(RAOBS), the ECWMF model (operational products) and radiometer
(RAD) was performed.

Time series of PWV obtained with these different methods are com-
pared for a case study in Milan, over a period of about one year (March
15, 2018-February 11", 2019) in order to consider different seasonal
variation and instruments coherence on long time period.

A four-channel Ka-band/W-band radiometer located in the main cam-
pus of Politecnico di Milano was employed.

In association to this, a GNSS dual-frequency receiver (MILA), belong-
ing to SPIN Network and installed in the same campus, 280 m from
the radiometer, was used. GPS data were processed applying the PPP
strategy [121], implemented in goGPS software [56]. Starting from the
dual-frequency observational files collected by MILA at 30 s rate, the
PPP technique was applied to ionosphere free combination in order to
estimate both coordinates and ZTD values. As regards ephemeris and
clocks, precise products provided by the International GNSS Service
(IGS) were used.

At this point, a preliminary comparison was carried out with ZTD de-
rived by atmospheric sounding (16080 Milano-Linate) (Equation 4.5).
After the preliminary test, comparisons in terms of PWV were per-
formed between radiometer, GPS, atmospheric sounding (16080 Milano-
Linate) and ECWMF model (operational products).

If radiometer provides PWV estimates as output and the same param-
eter can be directly derived from radiosoundings and ECMWEF model,

regards GPS, starting from meteorological data of pressure and tem-
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perature, after appropriate adjustments related to the difference in
altitude between meteorological sensors and GPS receivers (Equation
3.8; Equation 3.9) [5] [9] [85] , PWYV patterns can be properly obtained
from ZTD values [16] [4] [34]. The table summarizes the results of the

Tab. 4.1: Statistics of the comparisons between PWYV values derived from
different sources, in terms of minimum (min) and maximum (max) differ-
ences, mean difference (mean) and standard deviation (std)

STATISTICS | RAD-GNSS | RAD-ECMWF | RAD-RAOBS
7 samples 347135 1040 529
Min [mm] -8 -7 -5
Max [mm] 5 4 5
Mean [mml] -1 -0.8 -0.6
St.Dev. [mm] 1 1.5 1.5

statistical comparison of the differences between the radiometer and
the three other sources of PWV values.

As shown by the values, the radiometer tends to underestimate PWV
values, but differences have a standard deviation that is below 2 mm
for every case.

The high variability in the number of samples used for each case is due
to the significantly different measurement rates of the four techniques:
the ECMWF model values are available every 6 hours, radiosondes are
launched from Linate station every 12 hours, GNSS PWYV is computed
every 30 seconds and radiometer PWV every second.

It is also worth reminding that PWV estimates from the radiometer
are reliable only under rain-free conditions, i.e. approximately 93% of

the yearly time in Milan. Although the statistical comparison shows a
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Fig. 4.4: Time series of differences between radiometer PWV values and
GNSS PWV values
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Fig. 4.5: Boxplot of monthly differences between radiometer PWV values
and GNSS PWYV values
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good agreement between the different sensors’ values, a further analysis
on the time series of differences was performed, to highlight patterns
related to seasonal variations.

Figure 4.4 shows the differences between radiometer and GNSS PWV.
These differences increase during seasons with higher water vapor con-
tent (i.e. spring and summer).

This behaviour can be noticed also from the boxplot in Figure 4.5:
monthly averages of the differences (symbolized by the boxes) reach
their peaks in July and August.

Data gaps are associated to the lack of radiometer values during rainy
days.

As shown in table above, results highlight a statistical agreement be-
tween the various data sources, confirming that a synergistic use of all

these instruments is feasible.

4.2 Sun-sky radiometer

4.2.1 Instruments
Sun-sky radiometer

Sun—sky radiometers, or sun-photometers, operating in several in-
ternational networks, are instruments able to provide PWV estimations
with high temporal resolution.

A sun—sky radiometer is a narrow band filter photometer able to per-
form measurements of direct solar and diffuse sky irradiances at some
selected wavelengths and at several scattering angles.

However, the great problem of this methodology is the estimation of
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e

Fig. 4.6: POM-01 Sky Radiometer

the sun-photometric calibration parameters. In this sense, the aim
of the test described in the following paragraph, is to validate a new
methodology based on the hypothesis that the calibration parameters
characterizing the atmospheric transmittance at 940 nm are dependent
on vertical profiles of temperature, air pressure and moisture typical
of each measurement site.

To obtain the calibration parameters some simultaneously seasonal
measurements of PWV, from independent sources, taken over a large
range of solar zenith angle and covering a wide range of PWV, are
needed.

For this purpose, GPS data are particularly useful.

4.2.2 Calibration and validation test

In this test, yearly GPS datasets were used for obtaining a table of

photometric calibration constants.
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The methodology was applied and validated in three European ESR-
SKYNET network sites, characterized by different atmospheric and
climatic conditions: Rome, Valencia and Aosta.

Results were validated against the GPS and AErosol RObotic NET-
work (AERONET) PWV estimations.

The three European ESR-SKYNET network sites are equipped with
standard SKYNET network instrument, that is a sun— sky radiometer
model POM-01 or POM-02, produced by PREDE Co., Litd, Japan.
Although mainly used for studying atmospheric aerosol optical and
physical properties in clear sky conditions, these instruments also per-
form irradiance measurements at 940 nm for water vapor studies.
The methodology used in this work has been specifically developed for
estimating columnar water content from POM sun- sky radiometers
(PWVp), but can also be applied to other spectral radiometers.

A CIMEL CE318 sun—sky radiometer, part of the AERONET network
(often called simply sun photometer), has operated in Valencia since
2007 and has been co-located with the ESR-POM since 2008. This in-
strument, also aimed at characterizing atmospheric aerosols, performs
the same kind of measurements as the POM model but has some techni-
cal differences that require a further calibration for the diffuse radiance,
which is not needed in the POM model [25]|. Precipitable water vapor
content from this instrument (PWVsgg) is calculated using the offi-
cial AERONET inversion algorithm [98] and successive updates, also
providing the aerosol products [26].

Three dual-frequency GNSS receiver stations were used for estimating
the PWVgps content: MOSE receiver, located on the roof of the Fac-
ulty of Engineering, University of Rome “La Sapienza”, about 2 km

far from the sun—sky radiometer position; AOST receiver, part of the
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NetGEO network, located in Valle d’Aosta region, about half a kilome-
ter from the sun—sky radiometer position; and VALE receiver, located
on the roof of the Escuela de Cartografia y Geodesia of Universidad
Politecnica de Valencia, Spain, about 7 km east from the sun—sky ra-
diometer position.

As regards the VALE device, it is part of the EUREF Permanent GNSS
Network, and ZTD data are available, with time interval of 1 h, from
the EUREF website (http://www.epncb.oma.be) [19].

For what concerns MOSE and AOST devices, starting from observa-
tional files with a time rate of 30s, PW Vgps with a temporal resolu-
tion of 15 min was retrieved. In this case, the selected software was
the Bernese GNSS Software version 5.2 and ancillary files were those
provided by CODE.

Concerning the MOSE receiver, being part of the EUREF Permanent
GNSS Network, the coordinates provided by CODE in the SINEX for-
mat files are known and the PPP absolute positioning and constrained
coordinates methodology were used in the analysis.

Regarding the AOST receiver, the SINEX files are not available and
the PPP and free network solution methodology were used, allowing
the Bernese GNSS Software to estimate the station coordinates.
From the ZTD values, PWVpg can be calculated using pressure (P)
and temperature (T) (Equation 3.13) predicted by a numerical weather
prediction model or measured at the surface by weather stations lo-
cated nearby the GNSS station. In this case, datasets were provided
by the Agenzia Regionale per la Protezione Ambientale (ARPA) Lazio
for MOSE station and by Regione Valle d’Aosta for AOST receiver.
For station VALE, the surface pressure values from ECMWF reanaly-

sis (ERA-Interim) were used.
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The height difference between receivers and weather stations has been
corrected (Equation 3.8; Equation 3.9) [85].

At this point, ZTD data were converted to PWVgps by the method
described before (Equation 3.13) [16] [4] [34].

Many studies have assessed the accuracy of GPS-IWV estimates by
comparison with measurements from other sensors (e.g. microwave
radiometers, radiosondes, lidars). It is well recognized that results
are dependent on the IWV itself, and thus on the geographic location
(cold—warm climates) and on time (cold-warm or dry—wet season), but
also on GPS processing options and of course on the quality of mea-
surements from the reference sensor. Recent measurement campaigns
performed at mid-latitudes have demonstrated root mean square differ-
ences < 0.1 cm [18] [22] [80], which can be considered as representative
for this test [26].

PWVgps obtained by the three GPS receivers in Rome, Aosta and
Valencia was used as an independent dataset for calculating the cal-
ibration constants of the co-located ESR/PREDE-POM sun-sky ra-
diometers.

The cloud screening of radiometers measurements was performed by se-
lecting those measurements whose root mean square deviation (RMSD)
between measured and reconstructed diffuse sky irradiance at all the
wavelengths, used for aerosol study, and all angles is lower than 20%.
For the Rome site, an additional procedure was applied consisting in
intercomparing the selected measurements with those provided by a
co-located Multi-Filter Rotating Shadowband Radiometer (MFRSR),
whose cloud screening was performed [3].

The closest PW Vg pg retrievals within 30 min, 15 min before and after

the sun-sky radiometer measurements, were selected.
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Then the simultaneous |[PWVgpg, V (direct solar irradiance measured
by the POM sun—sky radiometer at the 940 nm wavelength in clear
sky conditions)| dataset was divided in two parts by picking every
other day among the available days: one part |[PWV1gps, V1| was
used for the application of the methodology and then the estimation
of the calibration constants, while the other part of GPS estimations
(PWV2¢ps) was used to validate the PWVp retrievals. The two GPS
datasets were found to be equally populated and with similar frequency
distributions, and the statistical independence between the PWV24ps
data used for the validation and PWVp was ensured.

Because a and b parameters (calibration parameters characterizing the
atmospheric transmittance at 940nm wavelength) are supposed to de-
pend on the total amount of water vapor, the entire yearly independent
PWV1p dataset was divided in three classes: [0-10] mm, [10- 20]mm
and [20-40]mm; an insufficient number of points were found with water
vapor larger than 40mm for the three sites.

This methodology considers that a and b are dependent on vertical
profiles of temperature, air pressure and moisture typical of each mea-
surement site, and therefore allows for the calculation of pairs of (a, b)
values for classes of PWV .

The sun—sky radiometer calibration parameters (a, b and VO0) for each
site and class were calculated, Figure 4.7. In the first application of
this methodology [27], performed to calibrate a sun—sky radiometer at a
Japanese site characterized by a wide yearly range of PWV (from a few
millimetres up to about 60 mm), nearly parabolic opposite behaviours
of a and b as a function of PWV were found. The similar behaviour of
the boundary PWV classes (being two maxima of the distribution) was

demonstrated to be linked to two different atmospheric regimes, with
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Fig. 4.7: Behaviour of the estimated calibration parameters compared to
PWYV (for the sake of brevity W in plots) classes. The errors bars are the
errors affecting the parameters as evaluated using a Monte Carlo method

similar PWYV vertical distribution: trapping of PWV due to winter

inversion and occurrence of convection in summer. Both these regimes

have a vertical structure with a well-mixed layer at the bottom and a

rapid decrease upward.

This behaviour is recognizable in Aosta for the higher PWYV class. In

this season, in fact, the well-mixed layer at the bottom is likely due

to humid polluted air masses transported from the Po Valley region,
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starting from late afternoon and staying in the atmosphere up to the
morning. This advection was observed by the ceilometer, which mea-
sured the increase of suspended particles in the atmosphere, and by
hygrometers for the growth of absolute humidity [36]. Unfortunately
there are no vertical profile measurements of PWV at this site to verify
this statement.

Conversely in Rome and Valencia all the classes seem characterized by
similar synoptic situations.

Looking at Figure 4.7, a slight tendency of VO (solar calibration con-
stant) on the water vapor class is recognizable. It should be noted
that the retrieved VO in this methodology should be considered as an
effective calibration constant whose variation could not be related to a
real instrumental drift. Nevertheless, its total uncertainty (estimated
as the standard deviation of the assumed values in each class divided
by their average) resulted to be about 4, 8 and 14 % for Rome, Valen-
cia and Aosta, respectively.

One must bear in mind that this uncertainty is a statistical measure
but not the total uncertainty of PWYV retrieval, which should include
instrumental uncertainties, errors introduced at different steps of the
method and their spread, and any other systematic errors.

The estimated uncertainties values are comparable with that of AERONET
retrievals [80], i.e. approximately 10 %, with the exception of Aosta,
where a value of 20 %, with a RMSD of 2.7 mm, is obtained. This
is probably related to the performance of GPS measurements in sites
with rough orography. In fact, the methodology used for the calcula-
tion of ZTD assumes an azimuthal isotropy of the atmosphere above
the antenna, within a conical field of view with an angular aperture

of about 170° (since the elevation angle cut-off was set to 5°) centred
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in the site where the antenna is located. However, the orography can
make the distribution of air velocity quite complex and not uniform at
high levels; the rougher the orography, as that surrounding the Aosta
site, the greater is the atmospheric anisotropy and therefore, in prin-
ciple, the error introduced by the failure of the hypothesis assumed by
GPS methodology. This degradation of the quality of GPS retrieval,
not quantifiable, together with the missing of a large amount of GPS
data in Aosta during the summer months, makes the fitting procedures
used for the retrieval of calibration constants less stable and therefore
increased the uncertainty in their estimation [26].

As told before, in this test the GPS dataset was divided in two parts
by picking every other day from the available days: one part was used
for the calibration of the sun—sky radiometer and the other part for
the validation.

The obtained PW Vp values were characterized by an uncertainty AW P
below 10 % for Rome and Valencia and of 20% for Aosta.

The yearly time pattern of PWVp for each site was then validated
against the part of the GPS dataset not used for the calibration and
against an AERONET sun photometer co-located in Valencia.

In the former case for Rome and Valencia the agreement was found
to be within the uncertainty AW P when all the classes together are
analysed, whereas for Aosta a % RMSD of about 14% was found.
Investigating separately the three classes, the greatest difference was
found for the first class in terms of % RMSD: 9.18, 14.51 and 18 %,
for Rome, Valencia and Aosta respectively.

When compared against the AERONET retrieval, the agreement was
found to be very good and within the uncertainties of both method-

ologies when all the classes together are considered.
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However, analysing the results by classes, and after a cross-check among
PWVp, GPS and AERONET estimates, it was highlighted that the
present methodology is able to generally improve PWYV estimation,
particularly for low PWYV content in term of % bias, bringing the agree-
ment with the GPS (considered the reference) from a % bias of 5.76 to
0.52.

This finding is in agreement with what was already demonstrated and
available in literature [27|, where the assumption of variable a and b
parameters was compared with the results from the assumption of fixed
a and b.

The presented methodology can be easily applied to other kind of sun
photometers or radiometers measuring the solar direct radiation at 940
nm wavelength. The calibration table containing a and b values for
each PWYV class can be used until the instrument is moved to another
location or is submitted to maintenance. In these cases all the calibra-
tion parameters must be recalculated.

The problem in the application of this methodology is, however, the
availability of an independent, simultaneous PWYV dataset to be used

for calibrating the sun—sky radiometer or any other similar sun-photometer.
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Fig. 4.8: Scatter plot of PWV2sps and PWVp (for the sake of brevity
WGPS2 and WP in plots). Alternations of black and greys indicate the
three water vapor classes
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Chapter 5
GPS assimilation

GNSS data can be very useful for meteorological purposes and one
of the most impactful applications is related to the assimilation in
numerical weather prediction models [110] [42] [83] [8] [69].

There are several examples, available in the scientific literature, which
in relation to this application have provided encouraging results as it

is reported below.

e Assimilation of GPS-ZTD into the HIRLAM (High Resolution
Limited Area Model), using 3D-Var, showed improvements for

the high precipitation forecast [110]

e Assimilation of GPS-ZTD over Italy, using the MM5 model at 9
km horizontal resolution and 3D-Var, gave improvements in the

precipitation forecast during the transition from winter to spring
[42]

e Assimilation using 4D-Var and the Météo-France ARPEGE (Ac-
tion de Researche Petite Echelle Grande Echelle) global model

7
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showed the positive impact of the GPS-ZTD data on the synoptic-
scale circulations forecast and improvements on the precipitation

forecast in spring and summer [83]

e A positive impact of the GPS-ZTD assimilation on precipitation
forecast for heavy precipitation events occurred over France was
found also using a limited area model at about 2.5 km horizontal
resolution [119] [23]

e Assimilation by both 3D-Var and 4D-Var, using the Met Office
NAE model [84] at 12 km and 24 km horizontal resolutions, de-
pending on the specific numerical experiment, showed that the
assimilation of GPS-ZTD increased the relative humidity at the
levels considered for the analysis, resulting in an improvement of
the cloud forecast. However, using the 4D-Var instead of 3D-Var,

it had a limited impact on the forecast 8|

e GPS-7ZTD data assimilation, into the HARMONIE-AROME model
run at 2.5 km horizontal resolution, was performed by 3D-Var
and improved the forecast up to one and half day, especially for
humidity [69]

Taking into account what has been mentioned so far, in this chap-
ter the assimilation of GPS-ZTD, from both geodetic (dual-frequency)
and single-frequency receivers, in the Regional Atmospheric Model-
ing System at the Institute for Atmospheric Sciences and Climate
(RAMS@QISAC), is shown.

The data assimilation was performed by 3D-Var, extending the method-
ology of Federico [44] and its impact on the analysis and Very Short-
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term Forecast (VSF), of vertically integrated water vapor (IWV), is

shown by numerical experiments [73].

5.1 GPS assimilation by 3D-var

In general, the purpose of the data assimilation is to (optimally)
use all the available information, to determine as accurately as possible
the state of the atmosphere [44] [42] [8] [19].

The RAMS 3D-Var is able to assimilate vertical profiles of tempera-
ture, relative humidity and winds [44].

New features of the 3D-Var include the assimilation of radar reflectiv-
ity and GPS-ZTD, while lightnings are assimilated through a technique
called nudging.

Finally, surface observations are assimilated by Optimal Interpolation
[62] [43].

In this thesis, however, only GPS-ZTD estimates are considered obser-
vations for the RAMS 3D-Var and are assimilated [73].

In this case, the observed GPS-ZTD and the ZTD estimates given by
the RAMS meteorological model, which depends on the simulated tem-
perature (T) and humidity (more specifically we consider the mixing
ratio (q) 3D-fields), are used.

The (q,T) model fields entering the analysis are called the “back-
ground”. The analysis adjusts the (q,T) fields so that ZTD computed
from the analysis is closer to the observed ZTD compared to the ZTD
computed from the background.

Variational data assimilation involves the minimization of a cost func-



80 GPS assimilation

Variables provided by GPS:
ZTDobs' Iwv obs

L Model Variables: } B ZTDpcyg WV ZTDyp, IWVgy [ Perturbed Model Variables: }

S
qbckg' Tbckg Qanir TanI

3D-VAR

Fig. 5.1: The water vapor mixing ratio (q) and temperature (T) given by
the RAMS model (background) are adjusted according to the assimilation
of the GPS-ZTD with the purpose of improving the representation of the
humidity and temperature fields.

tion:

J(x) =1/2(x—x)" B (x—2) +1/2[yo— H (z)]" R [y,— H ()] (5.1)

where z;, is the background state vector, B is the background error ma-
trix, y, is the observation vector, R is the observation error matrix and
H is the forward observation operator, transforming the state vector
into the observed variable (simulated ZTD in correspondence of the
GPS receivers in this case) [73].

In this sense, J(z) provides the variations to be made to the primary
variables of the model x = (¢, T, starting from modeled ZTD (H(z))
and observed ZTD (y,). It is important to underline that x;, is a col-
umn vector whose length is nvar X nryza, where nxyza is the number
of the RAMS grid points, i.e. nxyza = nnxp X nnyp X nnzp (where

nnxp, nnyp and nnzp are the grid points numbers splitted in three
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Fig. 5.2: The model and analysis horizontal grids. The thick lines show the
analysis grid, while the thin lines show the native model grid. The analysis
can be performed on a reduced grid

components), and nvar is 2, the mixing ratio of water vapor and tem-
perature for each node.

Stated in other terms, the model values of water vapor mixing ratio
and temperature are ordered in a column vector, where the first nxyza
components refer to water vapor mixing ratio and the second nxyza
values refer to temperature.

Each of the variables is ordered starting from the SW corner of the
first model vertical level and moving first towards east and then to the
north.

Once the first level is completed we pass to the second level, and so on
until the NE grid corner of the last level is reached. x;, represents the

initial value of x provided by the model.
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T 5
— — q
Ty = <Q111Q211Q311---T111T211T311~--> Ty = (’f’) (5-2)

If we call nza, nya and nza the grid point numbers of the analysis
used in the algorithm and nx, ny and nz the grid points of the model,
which has a horizontal resolution of 4 km, in general we could have
that:

nza = nz (because it is not possible to undersample vertically)

nra < n

nya < ny

The analysis domain has the same extension of the model domain, but
it can have a lower horizontal resolution.

In the results shown in this chapter, for example, the model has 4 km

of horizontal resolution, whereas the analysis has 16 km of resolution.

The minimization algorithm, which uses the conjugate gradient method,
minimizes the function J(x) and gives as output the value of x mini-
mizing J(x). We will therefore have ¢ and T values for each point of
the analysis grid.

Y, is a column vector whose length is np, i.e. the number of observa-
tions available at the assimilation time after the quality control pro-
cedure applied to the GPS-ZTD data (from here on out considered as

observations: y, = (n,))

A selection of observations, which results 0 or 1 depending on whether
the station is usable or not, is made taking into account the following

criteria:
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e the stations must belong to the domain

e Hyuoder— Haps < 300m (H are orthometric heights at the respec-

tive points)

e the stations must have enough data to calculate significant values
for the statistics in Table 5.1 (N is at least 10)

Tab. 5.1: Statistical indices

Bias [m] SN (ZTDg; — ZTDg;) /N
Absolute error measure [m] SN |ZTDg; — ZT Dg| /N
Root mean square error [m] \/ZiN:l(ZTDRi — ZTDg;)?/N
Correlation coefficient [—] r
ZTD-GPS,can [m)] SN ZTDegi/N
Root-mean-square error (GPS) [m] \/Zﬁil(ZTDGi — ZTDg)?*/N

R(n, x n,) matrix is the combined observation and forward operator
error covariances. It is assumed diagonal (the observation error covari-

ances are neglected).
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o2 0 .. 0 RMSE%, 0 .. 0
0 .. .. 0 0 0
R: —
0 .. .. 0 0 0
0 .. 0 o2 0 .. 0 RMSE}
(5.3)
1/RMSE%, 0 .. 0
0 0
R!'= (5.4)
0 0
0 .. 0 1/RMSE}

B matrix is the Background error matrix and it is the model error
matrix. B matrix is really big, its dimension is [nxyz, nxyz| where
nxyz = nx X ny X nz = 101 x 101 x 36 = 367236 (for instance); this
means that the inversion of the B matrix is not actually computation-
ally feasible.

To remedy this problem, it is possible to split the matrix in the hori-
zontal plane (By,) and in the vertical direction (B,).

Using this decomposition, B is given by the application of two oper-
ators; because of the form of matrices, if it had been considered the
problem as separate since the beginning the result would have been
the same. It is important to note that the product B = B, x By, is not
analytically correct, in fact because of their dimension these matrices
cannot be multiplied. It is, then, possible to proceed only with a se-

quential application of the two operators to the vector x — xy.
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where, for instance:
B.[n.,n.| = B,[36, 36]
By [ngy, gy = BR[101 x 101,101 x 101]

Fig. 5.3: Graphic representation of the operational phases

(5.5)



86 GPS assimilation

In addition to this, matrix B is splitted for moisture and temperature
as if they were independent variables.

Operational phases:

e Application of By, operator to each of the 36 levels (purple do-

main), as far as moisture is concerned (q)

e Application of By, operator to each of the 36 levels (purple do-

main), as far as temperature is concerned (T)

e Application of B, operator to each of the grid points on the entire

columns (pink dots), as far as moisture is concerned (q)

e Application of B, operator to each of the grid points on the entire

columns (pink dots), as far as temperature is concerned (T)

H(z) matrix transforms model variables (¢,7") into observed vari-
ables (ZTD at the receivers’ position). Once the ZTD values are ob-
tained at the grid points, these must be predicted to the position of
the receivers, in this algorithm, by a bilinear spatial interpolation.
Also H(z) is given by the application of two operators in sequence:
H = Hg X Hzrp
where:

H 71Ny, Naysvar]) in which var represents the number of variables (in
this case 2: ¢,T)

Hlnp, nay]

To clarify, below are given the main steps of the operation, with the

sequential application of the two operators:
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g, T — ZTD (Grid points)

i @
7D (Receivers points)
@ 4.
i, L B i
L i : 1)

Fig. 5.4: Example transformation grid

e The application of Hzrp matrix to x vector allows the model
to obtain, from ¢ and T values in each point of the grid and in
each level, the ZT D values in each point (2D grid). In this way,
starting from 3D field it was possible to obtain a 2D ZTD field

[Hzrp| X [x] = [Hzrp(7)] (5.6)

o ) () ()

e The application of Hg matrix performs a space interpolation (bi-

linear) that extracts the values of ZTD at the np receivers

[Hs] X [Hzrp(z)] = [H(x)] (5.8)
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<np ngcy) X ("“"’y> _ ("”) (5.9)

Until now J(z) function has been defined, now it is necessary to

rewrite it in incremental form [32], before minimization. This ensures a
better balance of the analysed field and an improved numerical stability
of the solution.
For this purpose, it is useful to introduce a new variable v.
Indicating with x’ the difference between the final analysis and the
background, or the increment (positive or negative) we should add
to the background to have the analysis, the following equations are
obtained:

r—x, =1 (5.10)

=1 +m (5.11)

The new variable v is introduced by:
¥=Uxv (5.12)

where U is a transformation to be determined and is chosen to satisfy
the relationship:

B=UxUT

this means:

Bl = (UT) ' x U

As a consequence of the above transformation the cost-function J(x)

becomes a function of v, i.e J(v).

2J(v) = v UT B 'WWv+ (H(2' +23) — yo) ' RH(H (2 + 1) —y, (5.13)
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Consequently

J(w) = 1/2070T(U) U Uv+1/2(H (2 +23) —yo) T R (H (2 +23) —y,)
(5.14)
As the product between a matrix and its inverse is the identity matrix,

the equation becomes:

J(w)=1/20"v + 1/2(H (2" + z3) — yo) 'R (yo — HUv)  (5.15)

At this point the model error term in J(z) has been diagonalized. It
is now possible to develop by Taylor series:

H(x' + xp) = H(xp) + (6H/dx)x’

where j = (0H/dx) is the jacobian of the transformation H.

Actually, it is possible to write:

2J(v) = viv + (H(zp) — yo + jUV) 'R (H () — yo + jUV)  (5.16)

where H(x,) = FG (First Guess) and v[ngy.var| is equal to 0 at the
initial iteration of the minimization of the cost-function.
It is, now, advisable to put: H(zp) —y, = —y,, or rather ¢/, = y, — FG

This implies that the expression becomes:

2J(v) = vv + (—y, + jUV)" RN (—y, + jUV) = (5.17)
=v'v—(y, — jUv) " R~ (y, — jUv)] = (5.18)
= v+ (y, — jUv) R} (y, — jUV) (5.19)

With 2/ =Uv =2 — 2 and o = x, + Uv.
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The minimization of the function J(v) results in obtaining v value,
and consequently x’ (by the application of U). By adding x; to 2’ it
is possible to obtain the analysis x (for reasons of simplicity from here
on out ).

U transformation has a really big dimension [1,yzvar, Nayzvar/ Which means
[734472, 734472]. This matrix is not even dimensionable by computer.
To solve this problem, it is appropriate to decompose it: U = U,, X Uy;
this is not a simple matrix product (block diagonal form) and:
Uy[n,,n.]

Un[Nzy, 11y

It is fundamental to remind that B = U x UT.

By, matrix has only correlation coefficients (pure correlation error on
the horizontal component); its dimension is [1012, 101?].

To discuss more in detail the above transformation it is possible to
note that the B matrix is decomposed in the three spatial directions
B = B.B,B,. The B, and B, matrices depend on the spatial distance
between two grid-points and represent the background error correla-
tion length scale.

For these matrices, a Gaussian form is assumed:

B, — ez2/2L§; B, = eV /2L (5.20)

where L, and L, are the background error length-scales that are de-
termined by the National Meteorological Center (NMC) method [79].
The B, and B, matrices are symmetric and positive defined.

In this sense it is possible to describe B), correlation matrix as:
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Correlation of first point
Analysis grid [101, 101] 7 with it

ﬁ 0.98 090 - \

098 1

0.90 1
Bn=

N /

Fig. 5.5: By matrix

e—dist2/202 (521)

where dist is the distance between the 2 points in km, and o is the
typical distance of Gaussian decay in km (o, = 60km, o = 100km).
By, is therefore symmetrical and defined as positive, which means it
has an orthonormal basis:

By, = Ej, x A\, x EF

where E has all eigenvectors placed in columns; each eigenvector is a
column of 101 x 101 = 10201 values.

It is clear that the envisaged procedure can be conceptually reduced to
one of the many applications of the Bayesian approach to estimation
when both the prior distribution and the error law are normal. Indeed,

in this case
p(x) = ce /2@ BT (2 —ap) (5.22)

plays the role of the prior, while

L(yo|x) = ce™ /2 1 (5.23)
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€=y, — H(x) (5.24)

plays the role of the observational wise distribution, for a likelihood
of the above form. Therefore B represents the covariance of the prior
information summarized into the background vector z;, while R rep-
resents the covariance of the observation errors. The second is rela-
tively small and in any way can be approximated by a known diagonal
matrix to a sufficient degree of approximation, whereas the first is
neither small, nor well known. Indeed, z;, synthetizes the prior (back-
ground) information that comes from the processing of pure meteoro-
logical data, where noise and its propagation are not under control.
Therefore the procedure hereafter outlined is to rely on a simple em-
pirical covariance summarizing the known properties of the error in the
meteorological prediction. This can be represented by two parameters,
the variance of the point prediction and the correlation lenght of the
error. These will be incorporated into B, as derived from a Gaussian
covariance, according to the discussion.

An 18 a matrix characterized by having all eigenvalues on the diagonal,

elsewhere zeros:

A0
A=10 .. 0 (5.25)
0 oo Anay

At this point since clearly

A= (HT (5.26)
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it is possible to write
A=A x A2 =02 (AT (5.27)
therefore

B =E, x A x (W) x EL = U, x (U,)" (5.28)

As regards the vertical component(B, matrix), it is possible to apply
a similar procedure including, this time, the model error.

B, has dimension [n.,n,] = [36,36] and has the following form.

By (21,2) = 01 X g x ¢ (2272)/0.5Km)* (5.29)

where: zq, zo are two generic levels.
o, related to generic level is 0,(2) [kg/kg|, which is obtained as follows

by a sensitivity test.

0,(2) =8 x 1073 x e7 V2 (5.30)

This formula has the purpose of limiting the rate of decrease of sigma
with the altitude and is graphically illustrated in the Figure 5.6. or
is always 4°C' for each level (we are overestimating, but lowering this
threshold reduces too much the correction).

Therefore:
2 —(..)?
07 g109€

Bl, = 020’16_("')2 U% (531)

This is a symmetric positive defined matrix; it is a covariance matrix



94 GPS assimilation

>
8a/Kg o(z)

Fig. 5.6: ¢ — z relation for the water vapor mixing ratio

and contains the information about model errors.

B,=FE,x )\, x E' = (5.32)
=B, x N2 x WA x ET =U, x UT (5.33)
Moreover:
2J(v) =viv + (v, — jUUW) Ry, — U, Upv) (5.34)
where:

U, = B x N/
Up = By x \/?

J=17Js X jzrp

The application of jzrp matrix to U, x U, x v allows the model to

obtain:
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[jZTD] X [Uy X Uh X I/] = [jZTD X U,, X Uh X V] (535)

(W, ny) X (ny) - ("y) (5.36)

The application of js matrix performs a space interpolation that ex-

tracts the values of j x U x v

b () () e

By the method of conjugated gradient [107| it is possible to obtain
the minimum value of J(v) and the value v,;, which minimizes the J
function.

At this point it is simple to get x, value by the following procedure:
2 =Uxv=U, XU, X Upin

Ty =2 =22 +x

To minimize the function J(v) it is necessary to calculate its gradient
in order to use the conjugate gradient method.

If f(z) =27 x 2427 X A X z, where z is a vector and A is a constant
square matrix with dimensions compatible with the vector x, it is pos-

sible to write:

V.f(r) = 21 + 2Ax (5.38)

Actually, taking into account the above equation:

Vo, J) =v— (GUU) Ry, — jUUw) = (5.39)

=v—UlU i 5rpis Ry, — jsizrpU,Upv) (5.40)
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5.2 Regional Atmospheric Modelling Sys-

tem

RAMS model in a version maintained and developed, starting from
the RAMS 6.0 model [31], at ISAC-CNR was used. This version imple-
ments the WRF Singlemoment Microphysics Scheme 6 (WSM6, [58])
[45] and predicts lightning [46]. The list below resumes the physical

parameterization schemes used in this research:

e Parametrized cumulus convection - Modified Kuo scheme
[75]

e Explicit precipitation parameterization - Bulk microphysics
with six hydrometeors (cloud, rain, graupel, snow, ice, water

vapor) [58]

e Exchange between surface, biosphere and atmosphere -
LEAF3 [112]. LEAF includes prognostic equations for soil tem-
perature and moisture for multiple layers, vegetation tempera-
ture and surface water, including dew and intercepted rainfall,
snow cover mass and thermal energy for multiple layers, and

temperature and water vapor mixing ratio of canopy air

e Sub-grid mixing - The turbulent mixing is parameterized in
the horizontal [97| and vertical directions [74]

¢ Radiation scheme - The scheme accounts for condensate in the
atmosphere, but not for specific optical properties of ice hydrom-
eteors [29]
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The grid configuration for the numerical experiments uses two one-way
nested grids.
The vertical levels extend from surface to the lower stratosphere and

the vertical coordinate is terrain following.
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Chapter 6
Near Real-Time transition

The operational system from NRT GNSS meteorology is crucial for
supplying information about climate and meteorological activities [76].
In this sense, this is one of the most impactful application; consider-
ing, indeed, the advantage of the GPS post-processed data assimilation
(e.g. Chapter 7), the operational application of GNSS NRT processing
would provide a very meaningful input for NWP models.

Capturing with high spatio-temporal resolution the content of atmo-
spheric water vapor [76], NRT data can be particularly fruitful in case
of early warning systems related to intense meteorological events, in
order to reduce the risk, providing prompt information on the hazard

and thus giving useful indications to limit the injuries.

6.1 Data processing

The methodology for data management described in this chapter

is related to the use of GPS constellation only and, in order to process

99
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NRT GPS data, goGPS software was employed.
The main concept of this kind of processing is the application of a 12h
moving window (MW), which shifts one by one hour, working in batch

(editing multiple data at the same time).

SOLUTION SPAN
00:00 12:00 24:00

time

PROCESSING

Fig. 6.1: 12h moving window, which shifts one hour by one, working in
batch

The method applied is the PPP data processing, which requires high
quality products (orbits and clocks) application, since their error di-
rectly affect the outputs attributes [53]. To face up this aspect the
GNSS orbit and clock correction service, operated by IGS through its
Real-time Service (RTS), was employed.

The RTS products consist of GNSS satellite orbit and clock corrections
to the broadcast ephemeris.

The product streams available in the RTS are combination solutions
generated by processing individual Real Time (RT') solutions from par-
ticipating Real-time Analysis Centers (RTAC).

In the test described in the following paragraph, the combination ex-
perimental product IGS03 (Kalman filter GPS+GLONASS combina-
tion), containing GPS and GLONASS corrections was selected.
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Data stream is performed by the BNC (BKG NTRIP (Network Trans-
port of RTCM data over IP) Client) which is a program for simul-
taneously retrieving, decoding, converting and processing real-time
GNSS data streams, developed within the framework of the IAG sub-
commission for Europe (EUREF) and the International GNSS Service
(IGS) [114].

A simplified data acquisition scheme is shown in Figure 6.2.

BNC data streams:
o Broadcast Ephemeris

o 1GS03 combination product (corrections) Suip;tS:
*  Orbit corrections to Broadcast Ephemeris |:> o CTock 308
¢ Clock corrections to Broadcast Ephemeris
« Code biases o RINEX (antenna type user added)

o Raw observations

Fig. 6.2: Simplified data acquisition scheme

6.2 Data comparison

For this specific test, two geodetic receivers located in South Africa,
respectively at Cape Town (CTWN) and Southerland (SUTM), were
used. These two receivers are part of IGS network and for these the
CDDIS (Crustal Dynamics Data Information System) provides access
to products generated from real-time data streams, in support of the
IGS RTS.

To better understand the behaviour of NRT GPS ZTD with respect to
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Fig. 6.3: South Africa - Receivers location

post-processed GPS ZTD, two examples are given in Figure 6.4 and
Figure 6.5.

Figure 6.4 highlights the peak smoothing in subsequent processing; this
peculiar behaviour is closely related to the type of processing, whereas
Figure 6.5 shows the case where peaks are not smoothed in subsequent
processing; this is mostly due to the orbits effect.

In this sense statistics are provided in order to clarify the two different
effects.

Statistics were computed, for each epoch, on differences between NRT
GPS ZTD, obtained shifting the 12h moving window, and PP GPS
ZTD.

In Figure 6.6 maximum, mean, median and standard deviation plots
of differences are given.

As shown in the picture (Figure 6.6), an anomaly may be found at the
beginning of the session, then the standard deviation pattern tends to

converge in the subsequent one hours. As regards the next hours, it
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CTWN 2TD CTWN ZTD

NRT
—FINAL —FINAL

232 232
27/09/2019 9:59AM  27/09/2019 12:44PM  27/09/2019 3:29PM  27/09/2019 6:13PM  27/09/2019 B:S8PM  27/09/2019 10:59AM 27/09/2019 L44PM  27/09/2019 429PM  27/09/2019 7:13PM  27/09/2019 9:58PM

248 CTWN 2TD a8 CTWN 2TD
NRT NRT
—FINAL —FNAL
246 246
244 244

202 22
200 240
238 28
236 26
234 234
232 @

27/09/2019 11:59AM  27/09/2019 2:44PM  27/09/2019 5:29PM  27/09/2019 &13PM 27/09/2019 10:58PM  27/09/2019 12:59PM  27/09/2019 3:44PM  27/09/2019

:29PM  27/09/2019 9:13PM  27/09/2019 11:58PM

Fig. 6.4: Peak smoothing in subsequent processing
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Fig. 6.5: No smoothed peaks in subsequent processing
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is possible to find a periodic behaviour, strictly linked to the moving
window approach.

This behaviour was confirmed by a comparison of differences between
PPMW GPS ZTD, obtained shifting the 12h moving window, and PP
GPS ZTD (Figure 6.7). In this case, indeed, the error threshold is ob-
viously lower but the pattern noticed on differences is consistent with
the previous one.

Finally, it can be said that the results obtained match good quality
standards, since the RMSE between the solutions obtained in NRT
and the PP ones is less than 1 cm starting from the second hour [22].
In scientific literature, indeed, it is possible to find that the accuracy
of PP GPS PWYV can be as fine as 1.0 mm related to independent
techniques, mostly radiosonde [19] [38] [63] [108]; however, some time-
critical meteorological applications such as numerical weather predic-
tion nowcasting and severe event monitoring require rapid updates of
tropospheric results [39] [37].

The real-time ZTD estimates precision obtained in this test and given
in this chapter is characterized with the standard deviation lower than
1 cm starting from the time of convergence (starting from the second
hour); this is not far from the target requirements for the operational
NWP nowcasting defined as 1 kg/m2 for IWV (6 mm in ZTD) [40] and
well below the threshold given in literature by comparing NRT prod-

ucts with respect to the meteorological sensors (PWVa3mm) [50].
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Chapter 7
Case studies

With reference to the themes reported up to this point, it is essential
to evaluate the effects of the proposed innovations through case stud-
ies aimed at highlighting and quantifying the progress of the branch
methodological structure.

Therefore, some examples of the experiments carried out are reported
below, accompanied by a brief conceptual introduction and described

in their main phases and in the results obtained.

7.1 Data assimilation

Analyses carried out in this paragraph allow to adjust tempera-
ture and humidity ranges as a function of additional observations from
other sources (e.g. GPS data).

The results obtained in this way make it possible to assess the impact
of these innovative technologies in the meteorological field by exploit-

ing validation mechanisms and comparative analysis with data from

107



108 Case studies

sources already widely used.

7.1.1 Lazio Region - July 28th/September 28th,
2017

The knowledge of water vapor distribution is a key element in atmo-
spheric modeling and considerable information, also at the local scale,
can be derived from the GPS-ZTD data.

This section shows the assimilation of GPS-ZTD data into the RAMS@QISAC
to improve the representation of the water vapor in the meteorological
model.

The experiment was performed at a local scale over Lazio Region, in
Central Italy, referring to the period July 28"~ September 28", 2017
and using only GPS-ZTD observations for data assimilation.

The network was composed by twenty-nine geodetic receivers from
three different permanent networks (ItalPos, Netgeo and Rete Lazio)
and three single frequency receivers, which constitute a single frequency
receivers pilot network; these receivers are located on the roofs of three
buildings in Rome, at inter-distances lower than 15 km: the first one is
the Department of Civil, Constructional and Environmental Engineer-
ing of Faculty of Civil and Industrial Engineering, Sapienza Univer-
sity of Rome, the second is the Institute of Atmospheric Science and
Climate, National Research Council and the last one is the National
Institute of Geophysics and Volcanology.

Collected data are processed using RTKLIB software [103] and goGPS
software [56].

Starting from the dual-frequency observational files (RINEX Version 3
format) collected by the geodetic receivers at 30 s rate, the PPP tech-
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nique [121], undifferenced phase observation processing, was applied
using lonosphere free combination in order to estimate both coordi-
nates and ZTD values for each epoch, by daily processing sessions. As
regards the ancillary products (ephemeris and clocks), precise products
provided by the CODE were used.

Among the GPS receivers, three are single frequency receivers, able to
acquire L1 frequency only.

The same procedure applied for geodetic devices was followed for the
three single-frequency receivers, after the reconstruction of L2 syn-
thetic observations, which is achieved by ANGBAS (see Chapter 3)
[73]. The validation procedure by other software was conducted only
for single frequency devices, whereas for what concerns geodetic re-
ceivers, an explanatory test was conducted putting in relation ZTD
data obtained by ROUN (one geodetic receiver, belonging to the net-
work used in this study) with official estimations provided by EUREF
Permanent GNSS Network for another geodetic receiver, MOSE [73].
These two devices are co-located on the roof of Engineering Faculty of
"Sapienza" University of Rome and their comparison, shown in Fig-
ure 7.1 reveal great consistency (r=0.99; Mean=-0.0007 m; St.Dev.=0.005
m; RMSE=0.005 m).

As regards the single-frequency validation procedure by goGPS, it
was conducted using a PPP batch processing at 30 s rate and ancil-
lary products (ephemeris and clocks) by IGS; in the goGPS processing,
the reconstruction of L2 synthetic observations was obtained by SEID
(satellite-specific epochdifferenced ionospheric delay) model [120].
The output comparison shows the successful validation of computa-
tions (Figure 7.2; Table 7.1) [73].

Therefore, given the consistency of the estimated ZTD at 1 centimeter
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Fig. 7.1: Comparison between ZTD estimation by ROUN and ZTD from
EUREF official estimation of MOSE

Tab. 7.1: Statistics related to the difference between goGPS and RTKLIB
results

LOW1 | LOW2 | LOW3
Mean (mm) 1 0 -1
St.Dev. (mm) 11 10 12

level, it was chosen to assimilate the results obtained by RTKLIB.

At this point, as an example, a comparative analysis carried out be-
tween a single frequency receiver (LOW1) and a geodetic receiver
(ROUN), both located on the roof of Engineering Faculty of ‘Sapienza’
University of Rome, is reported. As it can be seen from the results,
LOW1 data show great consistency with those of ROUN, so as to show
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Fig. 7.2: Comparison between single frequency receivers output during the
whole period processed by RTKLIB (top) and goGPS (bottom)

a greater agreement between them [RMSE = 0.61c¢m|, compared to
the model [RMSE — LOW1 = 1.87ecm, RMSE — ROUN = 1.47cm]
[73].

Outputs show remarkably that the single frequency receivers can be
used in the same way as geodetic devices, in the present context.
RAMS model in a version maintained and developed (starting from
the RAMS 6.0 model [31]) at ISAC-CNR was used.

The data assimilation system was based on 3D-Var analysis package
(see Chapter 5) [44].

The grid configuration for the numerical experiments uses two one-way
nested grids (i.e. Figure 7.4, Table 7.2). The first grid (referred as R10)
has 10 km horizontal resolution and covers the Central Mediterranean
area.

The second grid (referred as R4) has 4 km horizontal resolution, ex-
tends over most of Italy, and it is centered over Central Italy.

The vertical levels are 36 and extend from surface to the lower strato-

sphere and the vertical coordinate follows territorial topography.



112 Case studies

y=ax+b; Corr= 0.28
O b= s
0.99 p(>r)=0.000

o,

LOWT 2017072812 2017092812
oBOT T T T T
255 = 1
S
—_ -
£ v
2 e
- , .
= 250 -
& ) g
7 .® ,’: .
[ *eosde
[ o .
™ ., *
.. .. " .
5 L, -
2 g
L o .
|t
L e e
. &
2.40 I PR L
2.45 2.50 2.55
ZTD—ROUN [em]
RMSE= 0.61 ; MAE= 047 ; BIAS=  0.05 [cm] ; NDATA= 52

Fig. 7.3: Comparison between ZTD from geodetic receiver (ROUN) and
ZTD from single frequency receiver (LOW1)

Using the above configuration, the model run at 10 km horizontal res-
olution starting at 00 UTC, performing a 15 h forecast on each day of
the period considered.

This forecast gave the initial and boundary conditions to the model at
4 km horizontal resolution. More specifically at the 06 UTC on each
day, the inner domain was initialized by the R10 model and performed
a 9 h forecast (R4 forecast). At 12 UTC, an analysis was made using
as background the 6 h short term forecast of R4 and the ZTD data,
estimated through GPS, collected at 12 UTC.

Then a short-term 3 h forecast was made, R4 ANL, and the vertically
IWV and ZTD at 12, 13, 14 and 15 UTC were compared between R4
and R4 ANL, to quantify the benefits of the GPS-ZTD data assimi-
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starting from this analysis is performed (R4 ~ ANL)
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lation in the analysis/forecast.

Longer time scales were not considered because the innovations intro-
duced by the GPS-ZTD data are rapidly advected out of the domain
where the GPS receivers are located [73]. It is important to remind that
in a data assimilation system, the observations are assumed unbiased
[70]. In this sense, in order to remove the bias from the observations,
the bias between the background and the observations was computed
over the whole period and its value for each receiver was determined.
After the bias correction, two quality controls were introduced.

This experiment is at 4 km horizontal resolution and the represen-
tation of local orography can be rather different from the reality for
specific receivers located in complex terrain. To avoid large extrapola-
tion/interpolation of the model output to the receiver location all the
receivers having a height that differs by more than 300 m compared to
the model surface height were excluded . This left out four receivers
belonging to the used permanent network over the Lazio Region, leav-
ing the other twenty-nine receivers of the network.

As stated, among the twenty-nine receivers four were discarded because
occurring in the same grid box of other receivers. To avoid introducing
excessive departure between the observations and the background, an
observation was discarded if its difference with the background was
larger than 4 cm. This value, which is more conservative than that
used in other studies [8], was found by sensitivity studies, and ensured
a reasonable performance of the analysis for days when the background
performance was particularly poor [73].

When more than one receiver fall in the same grid cell only one of them
is assimilated, however errors are quantified for all receivers, both as-

similated and non-assimilated, in order to provide a certain amount of
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Tab. 7.2: List of physical parameterizations used for RAMS

Physical parameterization

Parametrized cumulus convection

Ezxplicit precipitation
parameterization,

Ezxchange between surface,
biosphere and atmosphere

Sub-grid mixing

Radiation scheme

Selected scheme

Modified Kuo scheme [75].
The scheme is applied to R10 only.

Bulk microphysics with six hydrometeors
(cloud, rain, graupel, snow, ice, water
vapor) [58].

LEAF3 [112].

LEAF includes prognostic equations for
soil temperature and moisture for multiple
layers, vegetation temperature and surface

water, including dew and intercepted
rainfall, snow cover mass and thermal
energy for multiple layers, and temperature
and water vapor mixing ratio of canopy
air

The turbulent mixing in the horizontal
directions is parameterized [97],
vertical diffusion is parameterized |74]
and employs a
prognostic turbulent kinetic energy

The scheme accounts for condensate in the
atmosphere, but not for specific optical
propertie of ice hydrometeors [29].
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crossvalidation.
Performing the analyses, the single frequency receivers were considered
the same way as the geodetic receivers.

There are two main reasons for this choice:

e Considering the performance of the background against obser-
vations, single frequency receivers did not show any different or

specific behavior compared to other receivers (e.g. Figure 7.3).

e An initial test was done where the analyses were performed con-
sidering only the geodetic receivers, i.e. without assimilating the
single frequency receivers; this test showed that the single fre-
quency receiver observations were closer to the analysis than to
the background confirming, indirectly, the possibility to use them
the same way as geodetic observations in performing the anal-
ysis. This is shown for the LOW1 receiver and for the ZTD in
Figure 7.6. The RMSE of the background is 1.74 cm, which re-
duces to 1.06 cm for the analysis. The correlation coefficient is

0.88 for the background and 0.96 for the analyses [73].

Figure 7.7(a) shows the RMSE of the GPS-ZTD computed for the
background and for the whole period at 12 UTC. Its value ranges be-
tween 0.9 cm and 2.1 cm, depending on the station.

After the analysis (Figure 7.7(b)), the error is considerably reduced,
from 0.3 cm to 1.8 cm.

ZTD error is reduced for all stations.

Similar considerations can be made for the Bias; in particular, the ab-
solute value of the bias decreases for most stations (twenty-one out of
twenty-nine) for R4  ANL compared to R4.
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Fig. 7.6: Comparison between the background (Figure 7.6(a)) and analy-
ses (Figure 7.6(b)) with the observations of the LOW1 receiver. For this
experiment none of the single frequency receivers were assimilated

The correlation coefficient between R4~ ANL and the observations
increases for receivers compared to that between the background and
the observations and all the correlation coeflicients between R4 ANL
and the observations are larger than 0.9.

The performance of the analysis is quantified also for the IWV, which
is computed from the ZTD [16].

The error for the background is shown in Figure 7.7(c), which shows
errors ranging from 2.0 mm to 3.6 mm, depending on the station.
The analysis modifies the IWV showing an important impact (Fig-
ure 7.7 (d)), with errors ranging from 0.1 mm to 2.4 mm.

For the bias and the correlation coefficient similar considerations to
the ZTD can be applied [73].

It is interesting to examine the behavior of the analysis for a specific

site for the whole period. In this sense, the ROUN receiver (the posi-
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whole period; (b) as in (a) for the analysis (R4 ANL); (c¢) RMSE of the
IWV for the background (R4) computed over the whole period; (d) as in (c)
for the analysis (R4 ANL).

tion of this station is very close to the LOW1) was chosen because it
is representative of the results obtained for most receivers.

Figure 7.8(a) shows the linear regression, for the whole period at 12
UTC, between the ZTD for the background (x-axis) and observations
(y -axis).

The correlation coefficient is 0.91, demonstrating the ability of the
background to follow the evolution of the ZTD day by day.

There are also outliers of the ZTD estimated by the background, which

occur for specific days when the background performance was partic-
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ularly poor.

The correction given by the analysis is significant, as shown in Fig-
ure 7.8(b). The correlation coefficient is 0.98 and the RMSE is 0.67
cm, almost halved compared to the background value (Figure 7.8(a)).
Figure 7.8(c) and Figure 7.8(d) show the impact of the analysis on the
IWV.

The RMSE for the background is 2.3 mm and the correlation coeffi-
cient is 0.92, whereas for the analysis the RMSE is 1.1 mm and the
correlation coefficient 0.98 [73].
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In conclusion all the above results show the important and positive
impact of the ZTD data assimilation to define the analysis fields that
can be used to initialize the model.

At this point it is possible to show the impact of the assimilation of
the GPS-ZTD on the time-series of both the analysis and very short-
term forecast (VSF, 1-3 h) of the ZTD and IWV averaged over all the
receivers.

For the RAMS simulations, i.e. R4 and R4 ANL, the fields of ZTD
and IWV were first interpolated to the receivers positions, and then
the average over all receivers was considered.

For the observations the average over all the receivers was taken into
account [73].

Figure 7.9(a) shows the results for the ZTD at the analysis time, i.e.
12 UTC. There is a clear day-to-day dependence, which is caused by
the variability of the water vapor over the study area.

For some days (for example day 15 and 35), when the error of the
control simulation (R4) is larger, the impact of the GPS-ZTD data
assimilation is apparent, however for most days it is difficult to see the
difference between simulations and observations.

A similar consideration can be applied to IWV (Figure 7.9(b)) [73].
The time series of IWV for R4 and R4 ANL shows differences be-
tween the two simulations of the order of 1 mm (3%-5% of the IWV
depending on the day) and for some days larger than 2 mm (6%—10%
of IWV depending on the day).

This variation is not negligible because it represents an average over all
the receivers and the differences are higher for specific locations |73].
The difference between the analysis and background for ZTD and IWV

before and after the analysis can be represented more clearly consid-
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Fig. 7.9: Time series of the R4, R4 ANL and observations (OBS) for
ZTD (Figure (a)), IWV (Figure (b)) and for the differences between R4 and
observations and between R4 ANL and observations for ZTD (Figure (c))
and IWV (Figure (d))

ering the differences between R4 and GPS-derived ZTD and between
R4 ANL and GPS-derived ZTD (Figure 7.9(c) for ZTD and Fig-
ure 7.9(d) for IWV).

This representation highlights the improvement of the analysis com-
pared to the background, because the blue line is closer to zero than
the red line.

The RMSE for ZTD is 0.90 cm for R4 and 0.41 for R4 ANL.

For the IWV the RMSE after the analysis is 0.65 mm, while it is 1.45

mm for the background.
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The differences between R4 and observations and R4 ANL and obser-
vations at 13 UTC (e.g. for the 1 h forecast) show an improvement of
the forecast starting from the GPS-ZTD analysis for both ZTD (Fig-
ure 7.10(a)) and IWV (Figure 7.10(b)).

a) _ R4-0BS R4_ANL-OBS b) R4-0BS R4_ANL-OBS

ZTD [em]

L L L L L L L L ) L L 1

0 10 20 30 40 50 60 0 10 20 30 40 50 60
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Fig. 7.10: Time series of the differences between R4 and observations and
between R4 ANL and observations for ZTD (Figure (a)) and IWV (Figure
(b)). Verification at 1 hour forecast

At this time, there are some days when the forecast starting from the
analysis is worse than the background, nevertheless the forecast at 1
h is improved for most days. This is confirmed by the statistics taken
over the whole period at 13 UTC (Table 7.4).

For the ZTD, the RMSE is 0.85 cm for R4 and 0.65 cm for R4 ANL.
For IWV, the RMSE at 13 UTC for R4 is 1.4 mm, while it is 1.1 mm
for R4 ANL.

The forecasts at 14 UTC and 15 UTC show characteristics similar to
those of 13 UTC, and the forecast starting from the 12 UTC analyses
has a lower error compared to the background [73].

Statistics are detailed in Table 7.4.
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Tab. 7.3: Basic parameters of the RAMS (R10, R4) grids. NNXP is the
number of grid points in the WE direction, NNYP is the number of grid-
points in the SN direction, NNZP is the number of vertical levels, DX is the
size of the grid spacing in the WE direction, DY is the grid-spacing in the
SN direction. L, Ly, and L. are the domain extensions in the NS, WE, and
vertical directions. CENTLON and CENTLAT are the coordinates of the
grid centres. D1 refers to the first RAMS domain, D2 to the second domain

D1, R10 | D2, R4/R4 ANL
NNXP 301 201
NNYP 301 201
NNZP 36 36
Lx 3000 km 800 km
Ly 3000 km 800 km
Lz 22 400 m 22 400 m
DX 10 km 4 km
DY 10 km 4 km
CENTLAT (°) 43.0 N 43.0 N
CENTLON (°) 125 E 125 E

The RMSE is reduced by more than 10% of its value for both ZTD
and IWV, showing a non-negligible impact of the GPS ZTD data as-
similation on the VSF.

In conclusion, results showed that the GPS ZTD data, assimilated by
3D-Var, have an important impact on the analysis of the water vapor
field. The effect of the GPS ZTD data assimilation was also evaluated
for the VSF (1-3 h), obtaining an improvement of the ZTD and IWV
fields for all three hours of forecast [73].

In the end, it is important to point out that he aim to extend the geode-

tic network with single frequency receivers was to cheaply enhance the
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Tab. 7.4: Bias, MAE and RMSE for the analysis and for the three hours
of forecast. Statistics are computed for the whole period and are shown for

ZTD (Table upper part) and for INV (Table lower part)

R4, ZTD (cm) | R4anL, ZTD (cm)
Time Bias MAE RMSE Bias MAE RMSE
12 UTC 0.02 0.67 0.90 0.10 0.18 0.41
13 UTC 0.01 0.71 0.85 0.08 0.46 0.65
14 UTC 0.20 0.76 0.96 0.14 0.54 0.80
15 UTC 0.12 0.75 0.90 0.07 0.56 0.71
R4, IWV (mm) | R4anr, IWV (mm)
Time Bias MAE RMSE Bias MAE RMSE
12 UTC 0.04 1.08 1.45 0.16 0.30 0.65
13 UTC 0.02 1.15 1.39 0.14 0.75 1.05
14 UTC 0.34 1.25 1.56 0.23 0.88 1.30
15 UTC 0.21 1.23 1.47 0.120.91 1.16

representation of the atmospheric IWV, which is an important issue
over complex terrain, as that considered in this test.
Moreover, the assimilation of GPS-ZTD at the local scale could be

important to better predict the precipitation at the local scale.

7.2 Extreme events data comparison

The purpose of following case studies is to improve the knowledge
on lightning activity during extreme events by relating it with other
parameters such as Precipitable Water Vapor (PWV) and cloud top
Brightness Temperature (TB).

The lightning detection is performed by LINET (LIghtning detection
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NETwork) [13], a ground network of lightning detectors which covers
the entire Italian territory and the seas around it.

Each LINET station has an antenna to detect Very Low Frequency
(VLF) and Low Frequency (LF) waves emitted during the flash, a
GPS clock, a technical module (amplifier, filter, analog to digital con-
verter) and a transmitter.

Frequency ranges are used to distinguish both Cloud to Ground (CG)
and Intracloud (IC) lightning [14].

The events detection is based on a Pseudo-3D algorithm, which con-
sists in three phases: 2D location of the flash through a time of arrival
algorithm (TOA), exploitation of the time delay at the sensor nearest
to the lightning and time relaxation of the travel path of the radio-
wave [12].

With the aim of correlating the cloud top temperature with lightning
activity, the SEVIRI radiometer has been used.

SEVIRI data were collected every 15 minutes and have been parallax
corrected. IR channels 5, 6 and 9 have been used (respectively 6.25,
7.35 and 10.80 pum); in particular, the wavelengths at 6.25 pm and 7.35
pm are centered in the emission spectrum of the water vapor. The two
WYV channels (channels 5 and 6) determine the water vapor distribu-
tion in two distinct layers of the atmosphere and are able to give an
indication about the cloud optical depth; the IR channel 9 provide
continuous observation of the cloud top temperature.

The last comparison was referred to GNSS; the signal from GPS con-
stellation have been used to estimate the amount of ZTD and, conse-
quently, the PWV.

In this case a post-processing was carried out by RTKLIB, which

allowed to obtain ZTD estimations, by a Precise Point Positioning
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method, with a time rate of 30 seconds.

7.2.1 Naples - September 5th, 2015

The first case study regards a storm occurred over Naples in Septem-
ber 5, 2015 which presented a dynamic behaviour.
The convective cell was generated over the sea and then arrived over
Naples: the cell covered the area around the GPS dual-frequency re-
ceiver, NAPO (part of Campania Region permanent network), from
7:30 to 10:30 UTC.
An intense lightning activity (over 37000 strokes were detected by
LINET in 5 hours) and heavy hail were recorded [72|. In Figure 7.11,

125 13 133 4 14.5 15 155 18
Lesngite

Fig. 7.11: Overview on Naples - September 5, 2015 09:12 UTC; brightness
temperature and strokes
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brightness temperature from SEVIRI channel 9 (TBch9) displays in
blue the area covered by the cloud with values at the top, below 220K.
During the mature phase of the event TBs below 210K, which are con-
sidered to be very low in troposphere, are reached.

Red area identifies the clear sky region.

Black and white markers represent positive and negative strokes re-
spectively; their position, always near to the convective cell’s border,
locate the region of the active updraft which triggers the charging
mechanism of the cumulonimbus.

Figure 7.12 shows the comparison between the IC/CG ratio evaluated
over the 1°x1° box centred on GPS receiver and the total strokes de-
tected during the storm.

Moreover, grey dashed lines just identify the time interval of interest,
while red dashed line represents the mean value of the IC/CG ratio
over the 1°x1° box for the whole dataset.

During this event, the IC/CG ratio shows two peaks. Actually, the
first at 06:00 UTC occurred with a counting lower than 100 strokes,
so it is not meaningful of a strong IC activity. On the other hand,
the peak at 09:00 UTC has been reached over a sample of about 2000
strokes and its value, slightly higher than 2.5, evidences the prevalence
of IC with respect to CG strokes.

Furthermore, the IC/CG ratio is about 9 times greater if it is com-
pared with the IC/CG ratio mean value over a seven years dataset.
At this point it is possible to discuss the possible relationship existing
between ZTD, TB and strokes properties.

Figure 7.13 shows the daily pattern of ZTD (blue line), TBch9 (red
line), TB difference between SEVIRI channel 5 and 6 (ATB — dotted
point light blue line) and total lightning (black line).
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Fig. 7.12: comparison between the IC/CG ratio evaluated over the 1°x1°
box centred on GPS receiver and the total strokes detected during the storm
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Fig. 7.13: Relationship between ZTD, TB and strokes
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It is interesting to observe the presence of two peaks of ZTD, which
both coincide with a minimum for the TBch9 and higher values of
ATB.

It is possible to observe that ATB has a similar trend of ZTD and
reaches zero or even positive values in two different moments: the
first, in coincidence with the low lightning activity around 02:30 UTC,
the second around 8:00 UTC, preceding of about one hour the greater
lightning activity starting at 09:00 UTC. TBch9 has a specular trend
with respect to both ZTD and ATB: it reaches its minimum values in
coincidence with the lightning activity registered at 02:30 UTC and at
09:00 UTC. The timing of TBch9 starting decreasing is the same of
A'TB starting increasing, as well as the slope of the two curves of that

time frame is comparable.

7.2.2 Pineto - September 2nd, 2018

The second case study regards an extreme storm affected Pineto,
in Abruzzo Region, in September 27¢, 2018.
The convective cell moved from South-West toward the Adriatic Sea,
covering the GPS receiver area between 12:30 and 14:30 UTC, as shown
in Figure 7.14.
During its passage, heavy hail caused damages to cars and structures.
This storm showed a more static behavior compared to the case study
of Naples. Figure 7.14 shows the moment of most intense activity over
the GPS antenna, where colder TBs reached values between 240K and
220K.
Black and white markers represent positive and negative strokes re-

spectively.
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12,5 13 135 14 145 15 165 18 .
Langitude

Fig. 7.14: Overview on Pineto - September 2" 2018 event; brightness
temperature and strokes

Figure 7.15 shows the strokes analysis over the square 1°x1° for the
day of the event (blue line) and the mean IC/CG ratio (red dashed
line) evaluated over seven years.

Grey dashed lines just identify the time interval of interest.

This event points out resemblances with the Naples event, indeed in
both cases there is one main peak of lightning activity due to a con-

vective cell.

Figure 7.16 shows the result obtained by relating the TB of cloud
top for channel 9 (10.8 pum)and the ATB between the water vapor
channels 5 and 6, as measured by SEVIRI, to both ZTD and total
lightning.

During this case study, the peak of lightning activity is preceded by a
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Fig. 7.15: Overview on Pineto - September 2" 2018 event; brightness
temperature and strokes
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Fig. 7.16: Relationship between ZTD, TB and strokes
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drop of TBch9, accompanied by an increase of ATB.

The former parameter has a slower decreasing trend if compared with
that of the case study of Naples.

This drop of TB goes from 9:30 to 14:00 UTC, while in the previous
case study the drop occurred in less than one hour.

This slowness can be explained by the fact that this cell showed a less
dynamic behavior compared to that of Naples, where the convective

cells passed over the spot during a more mature phase of the storm.

7.2.3 Remarks

This short paragraph had the aim to correlate lightning activity
with GPS ZTD data and SEVIRI TB of the cloud top.
The combination of the three parameters shows a pattern in both the
considered case studies: the lightning jump is generally preceded by a
period in which the ATB (i.e. the difference between SEVIRI TB at
Channel 5 and Channel 6) shows an almost constant trend with values
greater than -5K. When ATB reaches this plateau, at the same time
(or shortly after), the ZTD starts to increase. The ZTD then reaches
a maximum (or a series of maxima) in conjunction with the major
lightning activity of the event. This mechanism starts about one hour
before the main lightning jump.
Another feature showing similar characteristics among the events is
the IC/CG ratio: for both case studies the IC/CG ratio is higher than
the mean value calculated over seven years in the same area of study,
but presents different magnitudes (going from 0.1 for Pineto up to 2.6
for Naples).
Moreover, the peak of this ratio is reached before the peak of the total
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lightning activity.

It is important to remind that the IC detection can be influenced by
the neighbourhood of an antenna network (i.e. a LINET antenna).
Interesting results were reached and future studies in this topic could

help to clarify the most relevant aspects.
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Chapter 8

Conclusions

"Migliorare sempre, peggiorare mai."

DANIELE SAMPIETRO

GNSS meteorology represents nowadays an impactful application of
GNSS technology.

Troposphere, the site of typical weather phenomena, is the atmospheric
layer characterized by the presence of water vapor which, interacting
with the GNSS signal, can provide interesting information for a num-
ber of meteorological applications.

In this thesis, GNSS was proposed as a tool for measuring the tropo-
spheric content of water vapor [16] [15] [4] [100] [21] [66] and several
kinds of applications were performed in order to show the great poten-
tial of this technique.

The high variability of water vapor [78], both in space and time, re-
quires very dense networks with homogeneous distribution in order to

map water vapor with high resolution, also suitable for local level fore-
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casting.

In this sense, a pilot permanent network of single-frequency GNSS re-
ceivers was installed to densify GNSS permanent networks of geodetic
receivers; the performed test, carried out in order to evaluate the data
quality and relevance, showed the possibility of using this type of re-
ceiver without particular difficulties, using appropriate arrangements
(Chapter 3).

Single-frequency data processing, indeed, has opened up interesting
investigations about methods of synthetic L2 observations reconstruc-
tion. After a benchmarking of methods, performed tests showed that
in critical study area, where no more than one geodetic receiver is avail-
able, under known conditions, the application of goSEID method can
provide good solutions up to about 40 km of distance between geodetic
and single-frequency device (ZTD St. Dev.=0.5 cm).

Also a software comparison was performed, highlighting the potential
of open source software (Chapter 3).

A reliability analysis of the GPS results was carried out through com-
parisons with precipitable water vapor measurement sensors (e.g. at-
mospheric sounding and radiometers), outputs showed PWV St. Dev.~1
mm in line with mentioned literature [108] [19] [38] [63].

Three calibration and validation tests of sun-sky radiometers (Chapter
4) were performed, also in this case outputs revealed consistence with
measurement campaigns performed at mid-latitudes (PWV RMSE <
1 mm) [18] [22] [80].

As regards the comparison with Linet network (Chapter 7), a recursive
behaviour in the relationship between occurrence of lightning, SEVIRI
TB and ZTD was found. The lightning jump is generally preceded by
a period in which the ATB (i.e. the difference between SEVIRI TB at
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Channel 5 and Channel 6) shows an almost constant trend with values
greater than -5K; when ATB reaches this plateau, at the same time
(or shortly after), the ZTD starts to increase. The ZTD then reaches a
maximum (or a series of maxima) in conjunction with the major light-
ning activity of the event. This interesting aspect, certainly requires
further investigation also in view of a possible multi-instrumental as-
similation in NWP models.

In this sense, an overview on GPS data assimilation in NWP mod-
els (one of the most impactful application of GNSS meteorology [110]
[42] [83] [8] [69]) was given (Chapter 5) and a specific case study was
analysed (Chapter 7). In the performed test, results showed that the
GPS-ZTD data, assimilated by 3D-Var, have an important impact on
the analysis of the water vapor field. The effect of the GPS ZTD data
assimilation was evaluated for the VSF (1-3 h), obtaining an improve-
ment of the ZTD and IWYV fields, with an RMSE reduction of more
than 10% of its value, for all three hours of forecast [73].

In order to highlight the great potential and the ongoing development
of the presented technology, the near real time data processing was
described with a short evaluation of results (Chapter 6). In this case,
real-time Z'TD estimates precision obtained were characterized by a St.
Dev. lower than 1 cm, in accordance with the target requirements for
the operational NWP nowcasting (1 kg/m2 for IWV) [40] and well be-
low the threshold given in literature by comparing NRT products with
respect to the meteorological sensors (PWV St. Dev.~ 3mm) [50].
Finally, results provide an overall assessment of the data quality ob-
tained through GPS post-processing and a milestone for NRT process-

ing, also in view of early warning systems.
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