Picosecond time scale imaging of mechanical contacts
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Abstract

By means of an ultrafast opto-acoustic technique we study the nanoindentation of thin chromium films on sapphire substrates using a ceramic ball bearing. Acoustic pulses at ~40 GHz returning from the film–indenter interface allow the film indentation profiles to be probed to sub-nanometer resolution over contact areas ~25 μm in radius. The deformation of the films during loading is thereby revealed. Furthermore, thermal wave imaging of the contact at megahertz frequencies is simultaneously achieved.

1. Introduction

The trend for device miniaturization requires the development of characterization techniques for the mechanical properties of nanostructures, especially thin films. Nanoindentation has provided a means to measure both elastic and plastic properties [1]. The use of sharp probes, such as pyramidal indenters or the tips in atomic force microscopes (AFM), offers nanometer lateral resolution determined by the indenter radius [2]. Owing to the localized force, plastic deformation occurs immediately as the sample is indented. In contrast to the case of spherical indenters [3], these sharp-tip techniques cannot be used to separately study elastic and plastic behaviour. Plastic deformation leads to pile-up or sink-in near the edges of the contact, inducing errors in the measurement of hardness or elasticity [1]. To quantify such effects, AFM or electronic microscope imaging of the indented surface can be performed after the indenter is withdrawn. However, this does not permit detailed measurement of plastic flow during loading.

Attention has therefore been focused on imaging during loading. In particular, ultrasonic imaging up to megahertz frequencies in contact mechanics allows access to the interfacial stiffness or the contact pressure [4–8]. However, with a resolution of the order of the acoustic wavelength (~0.1 mm) at the typical frequencies used (~30 MHz), one cannot effectively probe contacts of nanoscale thickness. In this paper we describe a profiling technique for nanoscale mechanical contacts that implements the generation of ultrasound with ultrashort optical pulses [9–11], offering acoustic frequencies up to and above 1 THz, sub-micron acoustic wavelengths, and ~1 μm lateral resolution by optical focusing to a diffraction limited spot. Furthermore, we show how this technique provides access to thermal properties through imaging MHz variations in thermoreflectance.

2. Contact characterization

We prepared two samples consisting of polycrystalline Cr films of thicknesses 110 nm and 215 nm deposited by RF (radio frequency) sputtering on (0 0 0 1) sapphire substrates of thickness 0.8 mm. The samples lie horizontally on a rigid holder pierced with a 3.5 mm diameter hole for optical access. A sintered silicon nitride ball bearing of radius R = 2.98 mm is pressed against the Cr film using a high precision displacement stage. The load, monitored with a load cell, is stable to 5% during the experiments. Relevant physical properties are the longitudinal sound velocity $V_L$, Poisson’s ratio $\nu$, and Young’s modulus $E$, with $n = i, f, s$ referring to the indenter, film, and substrate, respectively. We use the following values: $V_L = 10.6 \text{ km s}^{-1}$, $V_f = 6.65 \text{ km s}^{-1}$, $V_s = 11.1 \text{ km s}^{-1}$, $\nu_i = 0.29$, $\nu_f = 0.21$, $\nu_s = 0.23$, $E_i = 320 \text{ GPa}$, $E_f = 280 \text{ GPa}$ and $E_s = 440 \text{ GPa}$ [10–12].

In order to study phonon transmission through a nanoscale heterogeneous interface, we used highly polished surfaces. The surface roughnesses of the films and the sphere were determined using an AFM with a 40 nm step. Typical line traces are shown in Fig. 1. From the AFM images, we determine the distributions of asperity heights for each sample, as plotted in Fig. 2. We obtain a good fit of these distributions to Gaussian functions. The rms roughnesses thus obtained, defined as one standard deviation from
To describe accurately our indentation conditions, we need to include the elasticities of the Cr film and Si₃N₄ sphere. Since the Cr film thickness is very thin compared to \( a \) (typically \( \sim 30 \mu \text{m} \) in our experiment), we assume the pressure distribution at the surface of the substrate is not modified by the metal layer. So we consider the simplified system of a Al₂O₃ half-space indented by a Si₃N₄ sphere [14]:

\[
a = \left( \frac{3FR}{4E} \right)^{1/3},
\]

where

\[
E' = \frac{1 - \nu_i^2}{E_i} + \frac{1 - \nu_r^2}{E_r} - 1
\]

is the effective Young modulus accounting for the elasticities of both the indenter and the substrate. Empirical models [17,18] were proposed to modify \( E' \) to include the influence of the Cr film. In our case of a soft layer on a hard substrate,

\[
\frac{(1 - \nu_i)E_i}{(1 - \nu_r)E_r} < 0.6 < 1,
\]

the value of \( a \) is expected to be slightly (by less than 5%) larger compared to the no-layer case [19]. As seen from Eqs. (2) and (3), the contact pressure should then decrease, and the total indentation depth should increase accordingly. This relatively small effect is not considered here. The quantity \( \delta_0 \) of Eq. (3) is in this case not the indentation of the Cr film, but the approach of distant points in the normal direction of the whole Al₂O₃/Si₃N₄ system.

The surface roughness may also modify the pressure distribution and prevent the application of Hertz theory. Provided the scaled roughness \( \alpha = \sigma/\delta_0 \ll 1 \), where \( \sigma = (\sigma_i^2 + \sigma_r^2)^{1/2} \) is the combined roughness, Hertz theory remains valid [14]. In the present case, \( \sigma = 15 \mu \text{m} \) for the rougher film and \( \delta_0 = 180 \mu \text{m} \) at the lowest load \( F = 1.1 \text{ N} \). So \( \alpha < 0.08 < 1 \), and Hertz theory applies increasingly well as the load increases.

### 3. Picosecond ultrasonics

Picosecond longitudinal acoustic pulses are generated in the Cr films at the Al₂O₃–Cr interface with linearly polarized pump pulses of duration 200 fs from a Ti:Sapphire mode-locked laser (with a repetition rate of 80 MHz, a wavelength of 810 nm and a pulse energy of 0.5 nJ). The optical pump reflectance at this interface is 0.5. The pump light is chopped at a frequency of 1.1 MHz for synchronous lock-in detection. The in-phase transient optical reflectance change at the Al₂O₃–Cr interface \( \delta R(t)/R_0 \), where \( R_0 \approx 0.6 \) is the optical probe reflectance, is measured with frequency-doubled circularly-polarized probe pulses of wavelength 405 nm and pulse energy 0.06 nJ as a function of the time delay \( t \) between the pump and probe pulses. The pump and probe beams are both focused on the Al₂O₃–Cr interface with a 50× microscope objective to provide a lateral resolution of \( \sim 1 \mu \text{m} \). The objective is laterally scanned in the plane of the interface to probe different regions of the indented samples.

Fig. 3 shows \( \delta R(t)/R_0 \) (note that \( \delta R(t) < 0 \)) for the load \( F = 4.6 \text{ N} \) when probing at the center of the contact (bottom trace) and outside the contact (top trace) for the 215 nm sample. The 110 nm sample shows similar features, \( \delta R(t)/R_0 \) takes a lower value for delay times \( t < 0 \) in the case of contact. This is caused by thermally-induced changes in \( \delta R(t)/R_0 \) at the chopping frequency, discussed in Section 4. At \( t = 0 \) we observe a positive peak due to the excitation and relaxation of hot electrons in the Cr film. It is followed by a slow decrease owing to heat diffusion. At the maximum delay time we probe, \( \tau = 150 \text{ ps} \), the diffusion length in Cr is \( \mu \sim (2\pi\tau/C)^{1/2} \approx 94 \text{ nm} \), where \( \kappa = 94 \text{ W m}^{-1} \text{ K}^{-1} \) and \( C = 3.2 \times 10^{10} \text{ J m}^{-3} \text{ K}^{-1} \) are
the thermal conductivity and heat capacity of single crystal Cr, respectively [11]. Since $\mu$ is smaller than the film thickness, the picosecond-time-scale temperature variation at the contacting interface is not significant. Indeed in experiment, the background thermal decay does not depend on the contact (see Fig. 3). In what follows, we therefore do not consider picosecond-time-scale heat flow in the analysis of the mechanical contact.

Initially a hydrostatic longitudinal stress field is generated in the Cr over a depth $\sim 20$ nm determined by the $\sim 15$ nm optical absorption depth [20] at the pump wavelength and by the $\sim 15$ nm electron diffusion depth [11]. The acoustic impedances of Cr and Al$_2$O$_3$ are such that the acoustic strain reflection coefficient at the film–substrate interface is almost zero. This results in two unipolar compressive longitudinal acoustic pulses of typical frequency 40 GHz and wavelength 170 nm being launched perpendicular to the film–substrate interface in opposite directions [21]. The acoustic strain pulse in the Cr film is reflected from the Cr film surface (or film–indenter interface), and is detected at the film–substrate interface, giving rise to the echoes at $t = \tau$ $\sim 65$ ps in Fig. 3 (and at $t = \tau$ $\sim 30$ ps in the 110 nm sample). Only one echo is detected because of the acoustic impedance matching at the Al$_2$O$_3$–Cr interface.

The second acoustic pulse is transmitted into the substrate, and produces oscillations in $\Delta R(t)/R_0$ at the Brillouin frequency $\sim 100$ GHz [21]. Al$_2$O$_3$ has been chosen for its relatively high sound velocity (11.1 km/s) and low photoelastic constant $p_{12}$ ($-0.03$ at the probe wavelength) in order to minimize these oscillations. Due to transmission through the film–indenter interface and scattering on the asperities, the height of the acoustic echo is reduced in contact. This phenomenon, analyzed with a proper calibration, allows the determination of the contact pressure [4,7,8].

A distinctive characteristic of picosecond ultrasonics is the ability to extract the nanoscale film indentation $\Delta h = h_0 - h = h_0 - V_f c/2$ from the echo arrival time $t = \tau$ and the film thickness $h_0$ out of contact. Thereby the deformation of the film is monitored during the indentation process. The indentations $\Delta h$ obtained in the 110 nm and 215 nm samples are plotted as a function of the radial coordinate $r$ in Fig. 4a and b, respectively. The radius of the indented region increases with load, as described by Eq. (4). The observed spikes show correlation at the different applied loads, which points to the influence of the surface roughness. The indentation profiles in the thicker Cr film appear to be deeper and more sensitive to the indenter roughness. In order to confirm this observation, further measurements were performed.

The load $F$ is plotted against maximum indentation (at $r = 0$) in Fig. 5a for a first load–unload cycle (squares and triangles, respectively) in steps lasting 10 min in the 110 nm sample. A second load–unload cycle (circles and diamonds, respectively) performed at another location (not previously indented) shows the same trend, demonstrating the reproducibility of the experiment. The micro-hardness $H = 19$ GPa of RF sputtered Cr films of thickness $\sim 100$ nm has been determined by Vickers indentation in Ref. [22]. For soft metals, this value corresponds to a yield stress in compression of $\sim 0.36 H = 7$ GPa [14]. We estimate the maximum pressure $p_0 = 1.6$ GPa at the highest load $F = 4.6$ N from Eq. (2).

Thus the loading of the film is not sufficient for the bulk of the Cr to yield. The loading and unloading curves are nearly identical, as expected in the elastic regime. We now compare the measured indentation $\Delta h$ at $r = 0$ with the theory of indentation of a thin film on a rigid substrate by a rigid sphere [23]:

$$F = \frac{\pi(1 - v_f)R_0\Delta h^2}{(1 + v_f)(1 - 2v_f)h_0}. \quad (7)$$

As seen in Fig. 5a for the 110 nm film, this model (dashed line) provides a reasonable estimate of the indentation at the lowest loads ($F < 0.5$ N). However, the measured $\Delta h$ is smaller than that predicted at the highest loads, owing to the deformation of both the indenter and the substrate. The indentation at $r = 0$ in the 215 nm film corresponding to Fig. 4b (averaged over three points in the center of the contact) shows very good agreement with this theory, as depicted in Fig. 5b. This is presumably due to the lesser role played by the indenter and substrate elasticities for the thicker film [24].

To account for the elasticity of the substrate, one must determine the stresses resulting from an axisymmetric static load distribution on a finite region of the free surface, namely, the Boussinesq...
problem [24,25]. The use of Hankel transforms reduces the formulation of this problem to a system of ordinary differential equations. The detailed solution for an arbitrary pressure distribution is given in Ref. [26]. Here we assume that the pressure distribution \( p(r) \) at the contacting interface is not perturbed by the Cr film and remains Hertzian [27], as described in Eq. (1). The Hankel transform of order zero for \( p(r) \) is:

\[
\tilde{p}(\zeta) = \int_0^\infty p(r)j_0(\zeta r)dr = p_0 \left[ -\frac{\cos(\zeta a)}{a^3} + \frac{\sin(\zeta a)}{a^3} \right]
\]  

(8)

where \( j_0 \) is the zeroth order Bessel function of the first kind. Introducing Eq. (8) into the explicit expressions given in Ref. [26] allows us to calculate the Cr film indentation \( \Delta h \). We compare this result (solid line) with the measured \( \Delta h \) in Fig. 5a. This second approach provides an asymptotic description of the indentation at high loads, when the influence of the substrate’s elasticity is greatest. For this reason, it cannot be applied to describe the indentation of the 200 nm film since the high load limit is not reached for the range of loads we used for this sample. To represent \( \Delta h \) over the whole range of loads applied, the increasing participation of the substrate with increasing load should be introduced.

The second model for the indentation of an elastic layer resting on an elastic substrate also describes the radial deformation of the film. Since the predicted indentation matches the data well for the 110 nm film at high loads, we compare the indented profiles for the load \( F = 4.2 \) N in Fig. 4a. Good agreement is observed. When comparing with theory, the measured profile seems to bulge slightly at the edges of the contact area. This suggests the pressure distribution at the contacting interface is modified by the presence of the film.

### 4. MHz thermoreflectance

We also image the contact area in two spatial dimensions over a 200 \( \times \) 200 \( \mu \text{m} \) region with step 1 \( \mu \text{m} \), as shown for the example of \( t = 40 \) ps for the 110 nm sample in Fig. 6. Newton’s rings [28] are visible owing to the modulated optical absorption at the pump wavelength \( \lambda_{pp} = 810 \) nm. They appear at a spacing determined by thickness variations \( \Delta d \) of the ball-film air gap for which

\[
\Delta d = \frac{m\lambda_{pp}}{2}
\]

(9)

for the mth ring. Thereby we measure \( \Delta d \) outside the contact area. It is important to check if substrate bending affects these measurements. For a substrate of thickness \( h_s = 0.8 \) mm and for a sample holder pierced with a hole of radius \( a_h = 1.8 \) mm, plate theory can be applied [29]. The flexural rigidity of the sample is given by

\[
D = \frac{Eh_s^3}{12(1 - v_s^2)}.
\]

(10)

Solving the equations of equilibrium for a simply supported circular geometry under a concentrated force \( F \) applied at \( r = 0 \) leads to the following expression for the maximum deflection at the center of the sample:

\[
h_d = \frac{F a_h^4}{16E \pi D (1 + v_s)}
\]

(11)

For the maximum load \( F = 4.6 \) N, \( h_d = 40 \) nm. Since \( h_d \ll a_h \), the curvature of the sample is negligible.

We therefore calculate the gap predicted by Hertz theory for a \( \text{Al}_2\text{O}_3 \) half-space. The Cr layer is not considered since its deformation, measured at \( \sim 5 \) nm, is negligible compared to that of sapphire: \( \delta_0 = 500 \) nm at the maximum load \( F = 4.6 \) N. When the load \( F \) is applied, both the sphere and the sample are deformed. The sum of the deformations of each solid is

\[
\delta = \frac{\pi p_0 a_s}{4E0} (2a^2 - r^2)
\]

(12)
in contact, and

\[
\delta = \frac{p_0}{2Ea} \left[ (2a^2 - r^2) \sin^{-1} \left( \frac{r}{a} \right) + a r \sqrt{1 - \frac{r^2}{a^2}} \right]
\]

(13)

out of contact [14]. The position of the sphere surface during loading is described by the equation of the sphere penetrating into the sample by a depth \( \delta_0 \):

\[
d_0 = R - \sqrt{R^2 - r^2} - \delta_0.
\]

(14)

During loading, the gap thickness becomes

\[
\Delta d = d_0 - \delta.
\]

(15)

The position of the indenter and the deformed surface of the sample are shown in Fig. 7a. We compare the predicted gap thickness with the measurement from the Newton’s rings. The result for \( F = 3.1 \) N is plotted in Fig. 7b. Good agreement is found, confirming that the sample bending does not significantly affect the indentation process for \( F < 4.6 \) N. Fig. 8 shows the thermoreflectance image data for the 215 nm sample. As predicted for thicker films, no residual pump light penetrates through the Cr in the air gap, and so no Newton’s rings are observed.

An offset is observed in the transients in Fig. 3 due to the modulated temperature change \( \delta T \) at the chopping frequency. This thermoreflectance contribution dominates the variation observed in Figs. 6 and 8. The contact size increases with \( F \), in accord with Hertz theory [14]. Results for \( |\delta T|/R_0 \) in both samples are compared in Fig. 9 at \( t = -10 \) ps, a time when only the thermal effects contribute. Due to the use of laser pulse trains, thermal harmonics of the laser repetition frequency also have an influence at the chopping frequency [30]. The normalized amplitude \( A(r) \) of \( \delta T \) is shown. The contrast between in and out of contact is similar for both sam-

![Fig. 6. \( |\delta T|/R_0 \) images of the contact at \( t = 40 \) ps for the 110 nm sample.](image-url)

![Fig. 7. (a) Position of the Si3N4 sphere (solid line) and the deformed sample surface (dotted line). (b) Measured air gap thickness (circles) compared with Hertz theory (line).](image-url)
ple thicknesses. $\delta t$ remains constant in the contact area, and is independent of load $F$. Yet for non-interacting asperities, overall force balance dictates that $S_i/S_0 = p_0/H$, where $S_0$ is the apparent contact area described by Hertz theory and $S_i$ is the real contact area formed by the contacting asperities [31]. As $S_i$ increases with increasing $F$, one might expect the contact thermal boundary resistance and $\delta t$ to decrease in contact as $F$ increases [31]. However, the observed $F$-independent thermal contrast suggests that this boundary resistance does not depend significantly on load over the range of loads probed. This anomalous behaviour could be explained by an enhanced heat transport through the interstitial air gaps. It might alternatively arise from the peculiarities of the three-dimensional solution of the heat diffusion equation for a system involving thermal boundary resistances at the film–substrate and film–indenter interfaces. The thermal measurement of the contact should offer a high sensitivity to the presence of the contact at lower $F$, whereas the acoustic measurements are more suitable at higher $F$.

5. Conclusion

In conclusion, we have applied picosecond ultrasonics to probe thin film properties during indentation by a sphere. Access to surface deformation during the indentation process provides a useful tool for investigating nanoscale plastic flow in or near the contact area. In addition, MHz thermoreflectance gives clear images of the thermal contact. In future, it would be interesting to extend the method to the study of films thinner than the picosecond-time-scale thermal diffusion length to probe high frequency heat transport through imperfect nanoscale interfaces. The use of an acoustically mismatched film and substrate should allow the acoustic reflection from the indenter–film interface to be studied in more detail.
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