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Abstract

The aim of this paper is to study nonparametric regression estimators
on the sphere based on needlet block thresholding. The block thresholding
procedure proposed here follows the method introduced by Hall, Kerky-
acharian and Picard in [27], [28], which we modifyto exploit the properties
of spherical needlets. We establish convergence rates, and we show that
they attain adaptivity over Besov balls in the regular region. This work
is strongly motivated by issues arising in Cosmology and Astrophysics,
concerning in particular the analysis of Cosmic rays.
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1 Introduction

Over the last years, wavelet techniques have been used to achieve remarkable
results in the field of statistics, in particular in the framework of minimax estima-
tion in nonparametric settings. The pioneering work in this area was provided
by Donoho et al. in [13], where authors proved that nonlinear wavelet esti-
mators based on thresholding techniques attain nearly optimal minimax rates,
up to logarithmic terms, for a large class of unknown density and regression
functions. Since then, this research area has been deeply investigated and ex-
tended - we suggest for instance [26] as a textbook reference. In this paper,
we shall focus on block thresholding procedure; loosely speaking, this method
keeps or annihilates blocks of wavelet coefficients on each given level (for more
details, see [26]), hence representing an intermediate way between local and
global thresholding, which fix a threshold respectively for each coefficient and
for all of them. Block thresholding was initially suggested in [18] for orthogonal
series estimators and later applied by [27] for both wavelet and kernel density
estimation on R (see also [28]); it was also used in [6] in the framework of Oracle
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inequalities, while overlapping block thresholding estimators were studied in [8].
Block thresholding was also applied to study adaptivity in density estimation
in [11], a data-driven block thresholding procedure for wavelet regression is in-
vestigated in [9], while wavelet-based block thresholding rules on maxisets are
proposed by [1].
A huge number of results concerns estimation within the thresholding paradigm
in standard Euclidean frameworks, such as R or Rd; more recently general set-
tings, such as spherical data or more general manifolds have been considered.
Here we focus on a second-generation wavelet system on the sphere, the so-called
needlets. Needlets were introduced by Narcowich, Petrushev and Ward in [39],
[40]; their stochastic properties, when exploited on spherical random fields, were
studied in [2], [3], [35] and [36]. This approach has been extended to more gen-
eral manifolds by [23], [24], [25], while their generalization to spin fiber bundles
on the sphere were described in [21], [22]. Most of these researches can be mo-
tivated by applications to Cosmology and Astrophysics: for instance, a huge
amount of spherical data, concerning the Cosmic Microwave Background radia-
tion, are being provided by satellite missions WMAP and Planck, see [42], [38],
[43], [19], [44], [45], [12], [46], [16] and [17] for more details. The applications
mentioned here, however, do not concern thresholding estimation, but rather
they can be related to the study of random fields on the sphere, such as angular
power spectrum estimation, higher-order spectra, testing for Gaussianity and
isotropy, and several others (see also [10]). Of more direct interest here are
experiments concerning incoming directions of Ultra High Energy Cosmic Rays,
such as the AUGER Observatory (http://www.auger.org). Ultra-High Energy
Cosmic Rays are particles with energy above 1018 eV reaching the Earth. Even
if they were discovered almost a century ago, their origin, their mechanisms of
acceleration and propagation are still unknown. As described in [4], see also [20],
an efficient nonparametric estimation of the density function of these data would
explain the origin of the High Energy Cosmic Rays, i.e. if it is uniform, they
are generated by cosmological effects, such as the decay of the massive particles
generated during the Big Bang, or, on the other hand, if it is highly non-uniform
and, moreover, strongly correlated with the local distribution of nearby Galax-
ies, it implies that the they are generated by astrophysical phenomena, as for
instance the acceleration into Active Galactic Nuclei. Massive amount of data in
this area are expected to be available in the next few years. Also in view of this
application, the needlet approach was recently applied within the thresholding
paradigm to the estimation of the directional data: the seminal contribution
in this field is due to [4], see also [31], [30], while applications to astrophysical
data is still under way, see for instance [19], [20] and [29] (the latter related
to Gamma Rays, another major field where these ideas have proved extremely
fruitful). Minimax estimators for spherical data, outside the needlets approach,
were also studied by Kim and coauthors (see [33], [32], [34]). Furthermore,
adaptive nonparametric regression estimators of spin-functions, based on spin
pure and mixed needlets defined in [21], [22], were investigated in [15]. In this
case, the needlet nonparametric regression estimators were built on spin fiber
bundles on the sphere, i. e. the function to be estimated does not take as its
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values scalars but algebraic curves living on the tangent plane for each point of
the sphere.

This work aims to extend the results established in [4] and [15] towards the
needlet block thresholding procedure following two main directions. First of
all, we will suggest a construction of blocks of needlet coefficients, exploiting
the Voronoi cells based on the geodesic distance on the sphere. Then, we will
define the needlet block thresholding estimator, whose we will achieve a near
optimal convergence rate. In view of this purpose, we will use both the needlet
properties established in [39], [40] (see also [37]) and a set of well consolidated
standard techniques, introduced by [13] (see also [26]), remarking that this kind
of approach has been also applied within the needlet framework, just considering
local thresholding, by [4] and [15]. We also remark that we will describe the
nonparametric regression problem in terms of the so-called Gaussian white noise
model, able to give suitable approximation of discrete nonparametric regression
model, already commonly used in problems over R (see for instance [47] and
Section 3) and here used over the d-dimensional sphere for the first time, at
least at our knowledge.

Indeed, consider f ∈ Lp
(
Sd
)
, the needlet frame

{
ψjk

}
j,k

, whose main prop-

erties will be described in Section 2, and the corresponding needlet coefficients{
βjk

}
j,k

given as

βjk :=

∫

Sd

f (x)ψjk (x) dx .

As shown in Section 2, from the reconstruction formula (5), we can describe f
in terms of needlet decomposition as

f (x) =

+∞∑

j=0

Nj∑

k=1

βjkψjk (x) ,

where the equality holds in the L2-sense. Consider now Xn, a sample path of
an isonormal Gaussian process with common mean f (see Section 3), equivalent
to the available dataset, where the random element Xn

(
ψjk

)
can be described

as
Xn

(
ψjk

)
= βjk + εjk;n =: β̂jk ,

so that εjk;n is the noise with the properties described in Section 3. For any given
resolution level j, we therefore build Sj blocks, labeled as Rj;s, s = 1, ..., Sj,
each of them containing ℓj cubature points. We define

Âjs;p :=
1

ℓj

∑

k∈Rj;s

β̂
p

jk ,

and the corresponding weight function

wjs;p := I
(∣∣∣Âjs;p

∣∣∣ > κtpn

)
,
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(more details on κ and tn are in Section 3). Hence we build the needlet block
thresholding estimator for f

f̂ =

Jn∑

j=0

Sj∑

s=0

wjs;p



∑

k∈Rj;s

β̂jkψjk


 .

We will show that, under some regularity conditions (cfr. Theorem 1, Section
4), there exists cp > 0 so that

sup
f∈Br

πq(M)

E

∥∥∥f̂ − f
∥∥∥
p

Lp(Sd)
≤ cpn

−α(r,π,p) ,

where α (r, π, p) corresponds to the optimal rate in the regular zone (for defini-
tion, see Section 4) and it attains almost the optimal rate in the sparse zone (re-

call that in the soft thresholding procedure the minimax rate is (n/ logn)−α(r,π,p)).
The improvement achieved by block thresholding in the regular zone can be ex-
plained by the better trade-off between bias and variance; the latter is due to
the information in nearby coefficients. Note that adaptivity is conditional upon
a very careful choice of the block sizes (see Section 3 and also [7], [27] and [28]).
For what concerns the sparse zone, the choice of the block size itself will lead
us to a not optimal result, as motivated in Sections 3 and 5.

The plan of the paper is as follows: Section 2 will recall some preliminary
notions, as needlets, their main properties and the Besov spaces. Section 3
will describe the block thresholding procedure we build for needlet regression
estimation , while Section 4 will present the main minimax results. Section
5 will collect some auxiliary probabilistic results, while Section 6 will exploit
the proof of the main result of this work, named as Theorem 1. Finally, Sec-
tion 7 will compare our results with the others in literature concerning needlet
thresholding.

2 Background results

In this Section, we will review briefly a few of well-known features about the
Voronoi cells on the sphere, the spherical needlet construction and the Besov
spaces.

For what concerns the definition of Voronoi cells, we are following strictly [3]:
further details can be found for instance in the textbook [37], see also [2] and [40].
From now on, given two positive sequences {aj} and {bj}, we write that aj ≈ bj
if there exists a constant c > 1 so that c−1aj ≤ bj ≤ caj for all j. Let us call Sd

the unit sphere ofRd+1. Furthermore, Bx0 (α) =
{
x ∈ Sd : d (x, x0) < α

}
, where

d (·, ·) is the natural geodesic distance over the sphere, denotes the standard
open ball on Sd around x0 ∈ Sd, while |A| is the surface measure of a general
subset A ⊂ Sd: let us recall that this is the unique positive measure invariant

by rotation, with total mass ωd = (2π)
(d+1)/2

/Γ ((d+ 1) /2). Given ε > 0, the
set Ξε = {x1, ..., xN} of points on Sd, such that for i 6= j we have d (xi, xj) > ǫ,
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is called a maximal ε-net if it satisfies d (x,Ξε) < ε for x ∈ Sd, ∪xi∈ΞεBxi (ε) =
Sd and Bxi (ε/2)∩Bxj (ε/2) = ∅, for i 6= j. For all xi ∈ Ξε , a family of Voronoi
cells is defined as

V (xi) =
{
x ∈ S

d : for j 6= i, d (x, xi) < d (x, xj)
}
. (1)

In [3] it is proved that:

Bxi

(ε
2

)
⊂ V (xi) ⊂ Bxi (ε) .

Now, we resume the construction of the scalar needlet framework, suggesting
for a more detailed discussion [39], [40], see also [4] and [37]. A needlet system
describes a well-localized tight frame on the sphere: it is a well-known fact
(cfr. [39]) that any function belonging to L2

(
Sd
)
can be represented as a linear

combination of the components of that frame, preserving some of the most
relevant properties of needlets. Indeed, let us recall that the space L2

(
Sd
)
of

square-integrable functions on the sphere can be decomposed as the direct sum
of the spaces Hl of harmonic polynomials of degree l, spanned by spherical
harmonics of degree l, whose definition and properties can be found in [48] and
[4]; here we just recall that its dimension corresponds to gl,d =

(
l+d
d

)
−
(
l+d−2

d

)
.

For every f ∈ L2
(
Sd
)
, the following kernel operator describes the orthogonal

projector onto Hl:

PHl
f (x) =

∫

Sd

Ll (〈x, y〉) f (y) dy ,

where Ll is the Gegenbauer polyomial with parameter (d− 1) /2 and degree l,
normalized so that

∫

Sd

Ll (x)Lm (x)
(
1− x2

) d
2−1

dx =
gl,dΓ

(
d
2

)2

Γ (d)ω2
d

δl,k .

Following [39], [40] (see also [4]), if we consider

Πl =

l⊕

l′=0

Hl′ ,

the space of the restrictions to Sd of the polynomials of degree less (and equal)
to l, the following quadrature formula holds (see for instance [4]): given l ∈ N,
there exists a finite subset χl such that a positive real number λξ (the cubature
weight) corresponds to each ξ ∈ χl (the cubature point) and for all f ∈ Πl,

∫

Sd

f (x) dx =
∑

ξ∈χl

λξf (ξ) .

Given B > 1 and a resolution level j, we call χ[B2(j+1)] = Zj , card (Zj) = Nj ;

since now any element of the set of cubature points and weights,
{
ξjk, λjk

}
, will
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be indexed by j, the resolution level, and k, the cardinality over j, belonging to
Zj . Furthermore, we choose {Zj}j≥1to be nested so that

Nj ≈ Bdj , λjk ≈ B−dj . (2)

We consider a symmetric, real-valued, nonnegative function b (·) (see again [4])
such that

1. it has compact support on
[
B−1, B

]
;

2. b ∈ C∞ (R);

3. the following unitary property holds for |ξ| ≥ 1:

∑

j≥0

b2
(
ξ

Bj

)
= 1 .

For each ξjk ∈ Zj , given b (·) and B, the scalar needlets are defined as:

ψjk (x) =
√
λjk

∑

Bj−1<l<Bj+1

b

(
l

Bj

)
Ll

(〈
x, ξjk

〉)
.

The properties of the function b (·) yield to three basic properties of the needlets.
Indeed, from the infinite differentiability of b (·), we obtain a quasi-exponential
localization property (see for instance [40]), which states that for k ∈ N, there
exists ck such that for x ∈ Sd

∣∣ψjk (x)
∣∣ ≤ ckB

d
2 j

(
1 +B

d
2 jd
(
ξjk, x

))k , (3)

where d
(
ξjk, x

)
is the geodesic distance on the sphere. In view of this property,

it is possible to fix a bound (upper and lower), for the norms of needlets on
Lp
(
Sd
)
, for 1 ≤ p ≤ +∞. Given p, there exist two positive constants cp and Cp

such that
cpB

jd( 1
2−

1
p) ≤

∥∥ψjk

∥∥
Lp(Sd)

≤ CpB
jd( 1

2−
1
p ) . (4)

Because the function b (·) has compact support in
[
B−1, B

]
, it follows that

b
(

l
Bj

)
has compact support in

[
Bj−1, Bj+1

]
, hence needlets have compact sup-

port in the harmonic domain. Finally, the unitary property leads to the following
reconstruction formula (see again [39]): for f ∈ L2

(
Sd
)
, in the L2 sense,

f(x) =
∑

j,k

βjkψjk(x) , (5)

βjk :=
〈
f, ψjk

〉
L2(Sd)

=

∫

Sd

ψjk (x) f (x) dx , (6)

6



where βjk are the so-called needlet coefficients.
Before concluding this Section, we recall the definition and some main prop-

erties of the Besov spaces, referring again to [4], [15] and [26] for further theo-
retical details and discussions. Let f ∈ Lπ

(
Sd
)
; we define

Gk (f, π) = inf
H∈Hk

‖f −H‖Lπ(Sd) ,

which is the approximation error when replacing f by an element in Hk .
The Besov space Br

πq is therefore defined as the space of functions such that

f ∈ Lπ
(
Sd
)
and (

∞∑

k=0

1

k
(krGk (f, π))

q

)
<∞ .

The last condition is equivalent to




∞∑

j=0

(
BjrGBj (f, π)

)q

 <∞ .

Moreover, F ∈ Br
πq if and only if, for every j = 1, 2, . . .

(
∑

k

(∣∣βjk

∣∣ ∥∥ψjk

∥∥
Lπ(Sd)

)π
) 1

π

= εjB
−jr

where εj ∈ ℓq and B > 1. The Besov norm is defined as follows:

‖f‖Br
πq

=





‖f‖Lπ(Sd) +
[∑

j B
jq(r+d( 1

2−
1
π ))
{∑

k

∣∣βjk

∣∣π} q
π

] 1
q

q <∞
‖f‖Lπ(Sd) + sup

j
Bj(r+d( 1

2−
1
π ))
∥∥∥
(
βjk

)
k

∥∥∥ ℓπ q = ∞
.

As shown for instance in [4], if max (0, 1/π − 1/q) < r and π, q > 1, then we
have

f ∈ Br
πq ⇔ ‖f‖Br

πq
<∞ .

The Besov spaces present, among their properties, some embeddings which will
be pivotal in our proofs below. As proven in [4] and [15], we have that, for
π1 ≤ π2, q1 ≤ q2

Br
πq1 ⊂ Br

πq2 , Br
π2q ⊂ Br

π1q , Br
π1q ⊂ B

r−d
(

1
π1

− 1
π2

)

π2q . (7)

3 Needlet Block Thresholding on the Sphere

In this Section we will discuss the needlet estimators for nonparametric regres-
sion problems and, then, we will suggest a procedure to fix blocks for any given
resolution level j and, consequently, we will define the so-called needlet block
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threshold estimator. The construction of the needlet estimators is close to the
one described in [4], [15] for local thresholding, in turn an adaptation to the
sphere of the procedure developed on R in [27], [28], see also [26].

We start by introducing the Gaussian white noise model over the line seg-
ment, then we will extend it to the d-dimensional sphere using the so-called
uncentered isonormal Gaussian processes.

Usually, in the mathematical statistics literature, a nonparametric regression
problem over the line segment [0, 1] is defined by the following Gaussian white
noise model, e.g., the stochastic differential equation (see for instance [47])

dYt = f (t) dt+ εdW (t) , t ∈ [0, 1] , (8)

where W is a standard Wiener process on [0, 1], f is an unknown function
over [0, 1] and ε = n−1/2, for n a growing sequence of integers. It is assumed
that a sample path X = {Y (t) , 0 ≤ t ≤ 1} is observed; the statistical problem
regards the estimation of the unknown function f ∈ F , where F is a given
nonparametric class of functions. For x ∈ [0, 1], the function x 7→ fn (x,X),
defined on [0, 1] and measurable with respect X , is the estimator of f .

Remark 1 As proven in [5], see also for instance [47] Section 1.10 and the
references therein, the nonparametric linear regression model and linear regres-
sion in terms of the Gaussian white noise model are asymptotically equivalent.
Indeed, consider the process Y in (8). If ∆ > 0, we have

Y (t+∆)− Y (t)

∆
=

1

∆

∫ t+∆

t

f (s) ds+
ε

∆
(W (t+∆)−W (t)) .

Now, if

y (t) =
Y (t+∆)− Y (t)

∆
, z (t) =

ε

∆
(W (t+∆)−W (t)) ,

for any t ∈ [0, 1], z (t) is a centered Gaussian with variance ε2/∆. Taking
ε = 1/

√
n and ∆ = 1/n, z (t) ∼ N (0, 1). Up to deterministic residuals, for

sufficient small ∆ and sufficient smooth f ,

1

∆

∫ t+∆

t

f (s) ds− f (t) → 0 ,

hence
y (t) = f (t) + z (t) .

For i = 1, ..., n, we take Xi = i/n, Yi = Y (Xi) , zi = z (Xi), so that

Yi = f (Xi) + zi ,

which corresponds to the nonparametric regression model with regular design
and i.i.d. errors zi distributed as N (0, 1). Further details can be found in [47].
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If we consider the d-dimensional sphere, we can describe the same problem
in terms of the so-called uncentered isonormal Gaussian processes with mean
f . Following [41], an isonormal Gaussian process over H is defined as X =
{X (h) : h ∈ H}, where H is a real separable Hilbert space, with inner product
〈·, ·〉. Hence, we assume that X describes a family of (uncentered) Gaussian
variables, defined on some probability space (Ω,F,P ) such that for all h1, h2 ∈ H,
{X(h1), X(h2)} are jointly Gaussian with mean

EX(h) = 〈h, f〉 =
∫

Sd

f(x)h(x)dx

and covariance

E (X(h1)− EX(h1)) (X(h2)− EX(h2)) = 〈h1, h2〉 .

In our case, Ω := Sd and F is the σ-algebra generated by X . We will use L2
(
Sd
)

instead of L2
(
Sd,F, P

)
to simplify the notation. We shall in fact be concerned

with Xn =
{
Y (x) , x ∈ Sd

}
, the observed sample path associated to the process,

where we assume that

EXn(h) = 〈h, f〉 =
∫

Sd

f(x)h(x)dx

and covariance

E (Xn(h1)− EXn(h1)) (Xn(h2)− EXn(h2)) =
1

n
〈h1, h2〉 .

In other words, in order to estimate the unknown function f , on a proper class
of function (in our case, the Besov ball), we will study the estimator of f which

is a function x 7−→ f̂ (x) = f̂ (x,Xn) defined on the d-dimensional sphere and
measurable with respect to the observation Xn, see again [47] and cfr. Remark
1.

Consider now the usual needlet system
{
ψjk

}
j,k

and let f ∈ Lp(Sd); we have

the following:

βjk = EXn(ψjk) =
〈
ψjk, f

〉
=

∫

Sd

f(x)ψjk(x)dx ,

β̂jk = Xn(ψjk) = βjk + εjk;n , (9)

where

Eεjk;n = E
(
Xn(ψjk)− EXn(ψjk)

)
= 0 ,

Eε2jk;n =
1

n

〈
ψjk, ψjk

〉
L2(Sd)

=
1

n

∥∥ψjk

∥∥2
L2(Sd)

, (10)

Eεjk1 ;nεjk2 ;n =
1

n

〈
ψjk1

, ψjk2

〉
L2(Sd)

=
1

n

∑
l b

2( l
2j )Ll(

〈
ξjk1

, ξjk2

〉
)

∑
l b

2( l
2j )Ll(1)

=
1

n

∑
l b

2( l
2j )Ll(

〈
ξjk1

, ξjk2

〉
)

∑
l b

2( l
2j )

gl,d
ωd

.
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In a formal sense, one could consider the Gaussian white noise measure on
the sphere such that for all A,B ⊂ Sd, we have

EW (A)W (B) =

∫

A∩B

dx ,

so that

εjk;n =
1

n

∫

Sd

ψjk(x)W (dx) ,

as in the Gaussian white noise model on [0, 1], described by [47].

Remark 2 Following the same reasoning illustrated in Remark 1, asymptotic
equivalence holds between our Gaussian white noise model over Sd and the dis-
crete nonparametric regression model

Yi = f (Xi) + εi , i = 1...n ,

where in this case {Xi}ni=1 are uniform random locations over Sd and {Yi}ni=1

are the corresponding observations. By the practical point of view, considering
the Remarks 1 and 2, (cfr. also [15]), given the dataset {Xi}ni=1, the needlets
estimator defined in (9) corresponds to

β̂jk :=
1

n

n∑

i=1

Yiψjk (Xi) =
1

n

n∑

i=1

[
ψjk (Xi) f (Xi) + ψjk (Xi) εi

]
.

Furthermore, the unbiasedness is easily verified :

E
(
β̂jk

)
=

1

n

n∑

i=1

E
[
ψjk (Xi) f (Xi) + ψjk (Xi) εi

]

=

∫

Sd

ψjk (x) f (x) dx = βjk . (11)

As described above (see also [4], [15]), f can be described in terms of needlet
coefficients, up to a constant, as

f =
∑

j≥0

Nj∑

k=1

βjkψjk .

Let us now define the threshold blocks: as anticipated in the Introduction,
differently from [27], the structure itself of the needlet framework suggests a
quite intuitive way to be followed. Let us fix j > 0: recall that for each resolution
level j, we have Nj ≈ Bdj cubature points. Given the size of the blocks, i.e. the
number of cubature points belonging to each of them - let us say ℓj - we will
build using (1) a set of Voronoi cells, containing ℓj cubature points. For each
cell, we choose a cubature point ξjs to index it: we define Sj (ℓj) as the number
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of Voronoi cells obtained to split cubature points into groups of cardinality ℓj .
Let us define the set

Rj;s =
{
k : ξjk ∈ V

(
ξjs
)}
, s = 1, ..., Sj . (12)

From (1), it is immediate to see that each cubature point ξjk belongs to a unique
Voronoi cell. Obviously, Sj · ℓj = Nj .

Let us call, for any integer p ≥ 1,

Ajs;p :=
1

ℓj

∑

k∈Rj;s

βp
jk ,

hence we can define the corresponding estimator

Âjs;p =
1

ℓj

∑

k∈Rj;s

β̂
p

jk ,

similar to the ones suggested in [27], Remark 4.7.
We build the following weight function as follows

wjs;p = I
(∣∣∣Âjs;p

∣∣∣ > κtpn

)
;

we can define the function estimator as:

f̂ =

Jn∑

j=0

Sj∑

s=1



∑

k∈Rj;s

β̂jkψjk


wjs;p , (13)

where:

• Jn is the highest resolution level considered, taken such that

BJn = n
1
d , (14a)

consistent with the existent literature (see for instance [26], [4])

• κ is the threshold constant (for more discussions see for instance [4], [15],
and [26]). As suggested in [4], κ has to be proportional to M , the bound
of ‖f‖∞, multiplied by a constant κ0 that can be made explicit with an
iterative procedure to count the blocks not annihilated by the threshold;

• the scaling factor tn, depends on the size of the sample. We will fix

tn = n− 1
2 .

This choice is motivated by two main facts. On one hand, it allows f̂ to
attain the optimal rate of convergence in the regular zone (cfr. Theorem
1 and Remark 3). On the other hand, this choice is consistent with the
literature related to thresholding procedures in needlet frameworks, see
[4] and [15]).
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• The block size will be chosen so that

ℓj = [Nj ]
η
,

where [·] denotes the integer part and 0 < η < 1
2 . The size of the block

has to be chosen also considering, on one hand, the value of the threshold
(see above the point related to the choice of κ) and, on the other hand,
the number of cubature points at a fixed resolution level j. More details
will be given in the Section 7.

By the practical point of view, given the size of the sample n and the scale
parameter B, Jn and tn are easily computed. Therefore, the experimenter
should test, for different sizes of the blocks, chosen taking on account the whole
number of cubature points, and for different values of κ0 the number of blocks
not annihilated by the procedure.

4 Minimax risk rates of convergence

This Section aims to describe the performance of the procedure in terms of the
optimality of its convergence rates with respect to general Lp

(
Sd
)
-loss functions:

this result is established in the Theorem 1. First of all, we recall the definition
of optimal rate of convergence from [26]. We say that an estimator f̂ attains
the optimal rate of convergence Rn (V, p) on the class V for the Lp-risk if

sup
f∈V

E

∥∥∥f̂ − f
∥∥∥
p

Lp
≃ Rn (V, p) .

In our case V corresponds to the Besov ball Br
πq (M) and Rn (V, p) will assume

the form of n−α(r,π,p).

Theorem 1 Let f ∈ Br
πq (M), the Besov ball so that ‖f‖Br

πq(M) ≤ M < +∞,

r − d
π > 0. Consider f̂ as defined by (13). For p ∈ N, there exists a constant

cp = cp (p, r, q,M,B) such that

sup
f∈Br

πq(M)

E

∥∥∥f̂ − f
∥∥∥
p

Lp(Sd)
≤ cpn

−α(r,π,p) ,

where

α (r, π, p) =





rp
2r+d for π ≥ dp

2r+d
p(r−d( 1

π− 1
p ))

2(r−d( 1
π− 1

2 ))
− δ for π < dp

2r+d

,

where δ = δ (η, d, π, p, r) =
ηd(1−π

p )
2(r−d( 1

π− 1
2 ))

.

If p = +∞, there exists a constant c∞ = c∞ (r, q,M,B)

sup
f∈Br

πq(M)

E

∥∥∥f̂ − f
∥∥∥
∞

≤ c∞n
−α(r,π,p) ,
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where

α (r, π, p) =

(
r − d

π

)

2
(
r − d

(
1
π − 1

2

)) .

Let us recall that in literature (cfr. for instance [26]) the case π ≥ dp/ (2r + d)
is named regular case, the other being referred as sparse case.

Remark 3 Our results achieve the minimax rates provided in [4] and [15], see
also [26] just in the regular zone, while in the sparse zone the rate is worsened
by the term nδ. Note that for convenience our arguments are implemented for
integer values p ∈ N. Other real values can be dealt with by interpolation,
but we omit to do it for brevity’s sake. Of course, the most relevant case for
practitioners is p = 2, in which case the function certainly belongs to the regular
zone, where our rates are optimal, see also [7], [14].

As in [4] and [15], the minimax rates are not affected by the construction over
the sphere, which instead is pivotal in the development of statistical procedures.
As mentioned in the Introduction, the proof of this Theoremmakes extensive use
of standard techniques (see for instance [26]), modified to exploit the properties
of the needlets described in Section 2. The procedure is therefore close to the
ones employed in [4] and [15], the main differences concerning the probabilistic
inequalities in Section 5 and some of the pivotal steps of the proof remarked in
Section 6.

5 Auxiliary Results

This Section collects the probabilistic inequalities necessary to prove Theorem
1.

Lemma 2 Consider β̂jk as described in 9. There exist constants Cp, C∞, CA

such that, for Bj ≤ n
1
2 , j = 0, ..., Jn,

E

[∣∣∣β̂jk − βjk

∣∣∣
p]

≤ Cpn
−p/2 , p ≥ 1 (15)

E

[
sup

k=1,...,Nj

∣∣∣β̂jk − βjk

∣∣∣
p
]
≤ C∞ (j + 1)

p
n−p/2, p ≥ 1 , (16)

and for all γ > 0, p ∈ N, there exists κ > 0 such that

P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ > κtpn

)
≤ Cp,γ

1

nγ
. (17)
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Proof. First of all, consider that, from Equations (9) and (10), we have

E

(∣∣∣β̂jk − βjk

∣∣∣
p)

= E (|εjk;n|p)

= (V ar (εjk;n))
p
2
2

p
2 Γ
(
p+1
2

)
√
π

=
1

n
p
2

∥∥ψjk

∥∥p
L2(Sd)

2
p
2 Γ
(
p+1
2

)
√
π

= O
(
n−

p
2

)
,

to obtain (15). Now, for Mill’s inequality, if Z ∼ N (0, 1), we have P (|Z| ≥ x) ≤√
2/π exp

(
−x2/2

)
/x . Hence, from (10), we obtain

P (|εjk;n| ≥ x) = 2P
(
|Z| ≥ √

nx
)

≤
√

2

π

e−
nx2

2√
nx

≤ Cεe
−nx2

2 .

On the other hand, we have

E

[
sup

k=1,...,Nj

∣∣∣β̂jk − βjk

∣∣∣
p
]

=

∫

R+

xp−1
P

(
sup

k=1,...,Nj

∣∣∣β̂jk − βjk

∣∣∣ ≥ x

)
dx

=

∫

R+

xp−1
P

(
sup

k=1,...,Nj

|εjk;n| ≥ x

)
dx

= E1 + E2 ,

where

E1 =

∫

0≤x≤ 2
√

2√
n
j

xp−1dx ,

E2 = C

∫

x> 2
√

2√
n
j

xp−1B2j max
k

P (|εjk;n| ≥ x) dx .

We can easily see that
E1 = C1j

pn−
p
2 ,

while on the other hand, considering that for x > 2
√
2/nj

B2je−
nx2

2 ≤ e−
nx2

4 −nx2

4 +2j ≤ e−
nx2

4 ,

we obtain

E2 ≤ C

∫

x> 2
√

2√
n
j

xp−1B2je−
nx2

2 dx

≤ C2n
−

p
2 ,
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so we achieve (16). In order to prove (17), we write

P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ > κtpn

)

= P






 1

ℓj

ℓj∑

k=1

(
β̂
p

jk − Eβ̂
p

jk

)



1/p

>
κ√
n





.

Define
β̃jk :=

√
nβjk +

√
nεjk;n =

√
nβjk + εjk ,

where
εjk :=

√
nεjk;n ;

our aim is hence to study the behaviour of the terms of the form


 1

ℓj

ℓj∑

k=1

εpjk +
p
√
n

ℓj

ℓj∑

k=1

βjkε
p−1
jk + ...+

pn(p−1)/2

ℓj

ℓj∑

k=1

βp−1
jk εjk




1/p

. (18)

Observe that:

1

ℓj

ℓj∑

k=1

βp−1
jk εjk ≤


 1

ℓj

ℓj∑

k=1

β2p−2
jk




1/2
 1

ℓj

ℓj∑

k=1

ε2jk




1/2

;

we have that

ℓj∑

k=1

β2p−2
jk ≤

Nj∑

k=1

β2p−2
jk = O

(
B−jsB−j d

2 (1−
1

p−1 )
)
= O

(
B−jsB−j d

2 (
p−2
p−1 )

)
.

O
(
B−jsB−j d

2 (
p−2
p−1 )

)

On the other hand, by Lemma 3, for all p, γ > 0, there exists κ > 0 such that

P





1

ℓj

ℓj∑

k=1

|εjk|p > κ



 ≤ Cp,γ

ℓ
γ/2
j

.

Hence, we obtain

pn(p−1)/2

ℓj

ℓj∑

k=1

βp−1
jk εjk ≤ C

n(p−1)/2

ℓ
γ+2
2

j

B−j( d
2

p−2
p−1+s) .

By choosing suitable s and γ, we have

pn(p−1)/2

ℓj

ℓj∑

k=1

βp−1
jk εjk = o


 1

ℓj

ℓj∑

k=1

εpjk


 .

The same holds for all the other mixed terms in Equation (18).
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Lemma 3 Assume that Eεjk = 0, Eε2jk = 1, and

Eεjk1εjk2 ≤ CM{
1 +B

d
2 jd(ξjk1

, ξjk2
)
}M

, for all M > 0 .

For all p ∈ N, γ > 0 there exists κ > 0 such that

P





1

ℓj

ℓj∑

k=1

|εjk|p > κ



 ≤ Cp,γ

ℓ
γ/2
j

.

Proof. Without loss of generality we can take p to be even; note indeed that

P





1

ℓj

ℓj∑

k=1

|εjk|p > κ



 ≤ P





1

ℓj

ℓj∑

k=1

ε2pjk > κ2



 .

Let us rewrite

1

ℓj

ℓj∑

k=1

εpjk = Eεpjk +

p∑

τ=1

cτHτ (εjk) ,

whence

P





1

ℓj

ℓj∑

k=1

εpjk > p(κ+ Eεpjk)



 ≤

p∑

τ=1

P





1

ℓj

ℓj∑

k=1

Hτ (εjk) >
κ

cτ



 .

By the Markov’s inequality, the result will hence follow if we prove that

E


 1

ℓj

ℓj∑

k=1

Hτ (εjk)



γ

≤ C

ℓ
γ/2
j

.

Now let us take for notational simplicity τ = 2; the argument for the other
terms is identical. We have

E


 1

ℓj

ℓj∑

k=1

Hτ (εjk)



γ

=
1

ℓγj

ℓj∑

k1,..,kγ=1

E
{
Hτ (εjk1)...Hτ (εjkγ )

}

=
1

ℓγj





ℓj∑

k1k2

[E(εjk1εjk2)]
2





γ/2

+
1

ℓγj





ℓj∑

k1k2

[E(εjk1εjk2 )]
2





γ
2 −2



ℓj∑

k1...k4

E(εjk1εjk2 )E(εjk2εjk3)E(εjk3εjk4 )E(εjk4εjk1 )
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+
1

ℓγj





ℓj∑

k1k2

[E(εjk1εjk2 )]
2





γ
2 −4



ℓj∑

k1...k6

E(εjk1εjk2 )...E(εjk6εjk1 )





+
1

ℓγj





ℓj∑

k1...kγ

E(εjk1εjk2 )...E(εjkγ εjk1)





= O(ℓ
−γ/2
j ) +O(ℓ

−
γ
2 −1

j ) + ...+O(ℓ−γ+1
j ) ,

because

ℓj∑

k1...kγ

E(εjk1εjk2 )...E(εjkγ εjk1 ) ≤
ℓj∑

k1...kq

|E(εjk1εjk2 )| ...
∣∣E(εjkγ−1εjkγ )

∣∣

≤ ℓj





ℓj∑

k2

|E(εjk1εjk2 )|





γ−1

= O(ℓj) .

6 Proof of Theorem 1 (upper bound)

This Section will describe in details the proof of the Theorem 1. As previously
mentioned, some of the passages of this proof will be very close to those devel-
oped for local thresholding described in [4] and [15], hence we will omit them.
First of all, observe that

Sj∑

s=1

∑

k∈Rj;s

=

Nj∑

k=1

.

Standard calculations (see for instance [26]) lead to:

E

∥∥∥f̂ − f
∥∥∥
p

Lp(Sd)
= E

∥∥∥∥∥∥

Jn∑

j=0

Sj∑

s=1


 ∑

k∈Rj;s

β̂jkψjk


wjs;p −

∑

j≥0

Nj∑

k=1

βjkψjk

∥∥∥∥∥∥

p

Lp(Sd)

= E

∥∥∥∥∥∥

Jn∑

j=0

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk −

∑

j>Jn

Nj∑

k=1

βjkψjk

∥∥∥∥∥∥

p

Lp(Sd)

≤ 2p−1


E

∥∥∥∥∥∥

Jn∑

j=0

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥

p

Lp(Sd)

+

∥∥∥∥∥∥

∑

j>Jn

Nj∑

k=1

βjkψjk

∥∥∥∥∥∥

p

Lp(Sd)




= : I + II .

17



Consider now the two different cases mentioned in Section 4.
CASE I: Regular Case
Consider p < +∞. For p ≤ π, we have Br

πq ⊂ Br
pq: we therefore take π = p .

Consider instead the case p > π: we use the embedding Br
πq ⊂ Br−d( 1

p−
1
π )

pq , and
moreover we assume

r ≥ d

p
,

r

2r + d
=

rp

(2r + d) p
≤ rπ

dp
,

we have as in [4], [15], that

II ≤ O
(
n−

pr
2r+d

)
,

as claimed.
About the variance term, from the Loève’s inequality we have

I ≤ CE

∥∥∥∥∥∥

Jn∑

j=0

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥

p

Lp(Sd)

≤ CJp−1
n

∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥

p

Lp(Sd)

.

As described in [4], see also [37], we have the following needlet property:

E

∥∥∥∥∥
∑

k

αkψjk

∥∥∥∥∥

p

Lp(Sd)

=
∥∥ψjk

∥∥p
Lp(Sd)

∑

k

E ‖αk‖pLp(Sd) .

Hence, we obtain

∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥

p

Lp(Sd)

(19)

=
∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjkI

(∣∣∣Âjs;p

∣∣∣ ≥ tpn

)
I

(
|Ajs;p| ≥

tpn
2

)∥∥∥∥∥∥

p

Lp(Sd)

+
∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjkI

(∣∣∣Âjs;p

∣∣∣ ≥ tpn

)
I

(
|Ajs;p| <

tpn
2

)∥∥∥∥∥∥

p

Lp(Sd)

+
∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjkI

(∣∣∣Âjs;p

∣∣∣ < tpn

)
I (|Ajs;p| ≥ 2tpn)

∥∥∥∥∥∥

p

Lp(Sd)

+
∑

j≤Jn

E

∥∥∥∥∥∥

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjkI

(∣∣∣Âjs;p

∣∣∣ < tpn

)
I (|Ajs;p| < 2tpn)

∥∥∥∥∥∥

p

Lp(Sd)
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≤ C




∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

E

[(
β̂jk − βjk

)p
I
(∣∣∣Âjs;p

∣∣∣ ≥ tpn

)
I

(
|Ajs;p| ≥

tpn
2

)]

+
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

E

[(
β̂jk − βjk

)p
I
(∣∣∣Âjs;p

∣∣∣ ≥ tpn

)
I

(
|Ajs;p| <

tpn
2

)]

+
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

∣∣βjk

∣∣p E
[
I
(∣∣∣Âjs;p

∣∣∣ < tpn

)
I (|Ajs;p| ≥ 2tpn)

]

+
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

∣∣βjk

∣∣p E
[
I
(∣∣∣Âjs;p

∣∣∣ < tpn

)
I (|Ajs;p| < 2tpn)

]




= Aa+Au + Ua+ Uu .

The procedure follows these guidelines: we have to split (19) into four terms:

in one of them, Aa, both the Âjs;p and Ajs;p are supposed to be bigger than
the respective threshold; in another one, Uu, they are both smaller and in the
last two of them, Au and Ua, the distance between Âjs;p and Ajs;p is shown to
be bigger than a suitable threshold. In the first two cases, in order to achieve
the minimax rate of convergence, we will split these terms into two parts and
we will show the convergence of each part by using mainly (4), (15) and (16).
The convergence of the last two terms will be instead proved by applying (17).

Observe that

Aa ≤ C
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

E

[∣∣∣β̂jk − βjk

∣∣∣
p]
I

(
|Ajs;p| ≥

tpn
2

)

≤ C
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

Bdj( p
2−1)I

(
|Ajs;p| ≥

tpn
2

)
E

[∣∣∣β̂jk − βjk

∣∣∣
p]

.

As in [4], [15], we fix J1n such that

BJ1n = O
(
n

1
2r+d

)
;

simple calculations show that

Jn∑

j=J1n

ℓjB
dj( p

2−1)
Sj∑

s=1

I

(
|Ajs;p| ≥

tpn
2

)
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≤
Jn∑

j=J1n

ℓjB
dj( p

2−1)
Sj∑

s=1

|Ajs;p|
(
tpn
2

)−1

≤ Ct−p
n

Jn∑

j=J1n

Bdj( p
2−1)

Nj∑

k=1

∣∣βjk

∣∣p

≤ Cn
p
2

Jn∑

j=J1n

Nj∑

k1=1

∣∣βjk1

∣∣pBdj( p
2−1) .

Because f ∈ Br
pq, we have

Nj∑

k=1

∣∣βjk1

∣∣pBdj( p
2−1) = C

Nj∑

k=1

∣∣βjk1

∣∣p ∥∥ψjk

∥∥p
p
≤ CB−prj ,

and, as in [4], [15]

n
p
2

Jn∑

j=J1n

Nj∑

k1=1

∣∣βjk1

∣∣pBdj( p
2−1) ≤ Cn

p
2r+d ≤ BpJ1n .

so that
Jn∑

j=J1n

ℓjB
dj( p

2−1)
Sj∑

s=1

I

(
|Ajs;p| ≥

tpn
2

)
≤ BpJ1n .

Hence, we obtain

Aa ≤ Cn−p/2


 ∑

j≤J1n

Sj∑

s=1

ℓjB
dj( p

2−1)I

(
|Ajs;p| ≥

tpn
2

)

+

Jn∑

j=J1n

Sj∑

s=1

ℓjB
dj( p

2−1)I

(
|Ajs;p| ≥

tpn
2

)


≤ Cn−p/2



∑

j≤J1n

Bj d
2 p +BpJ1n




≤ Cn−p/2BpJ1n = Cn
−pr
2r+d .
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Consider now the term Uu. We have that

Uu ≤ C
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

∣∣βjk

∣∣p I (|Ajs;p| < 2tpn)

≤ C
∑

j≤Jn

ljB
dj( p

2−1)
Sj∑

s=1

Ajs;pI (|Ajs;p| < 2tpn)

≤ C


 ∑

j≤J1n

NjB
dj( p

2−1)2tpn +

Jn∑

j=J1n

Nj∑

k=1

∣∣βjk

∣∣p ∥∥ψjk

∥∥p
Lp(Sd)




≤ C
[
n−

p
2BpJ1n +B−prJ1n

]
= O

(
n−

pr
2(r+1)

)
.

Let us study now Au and Ua. As in [4], [15], we have

Au ≤
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

(
E

[∣∣∣β̂jk − βjk

∣∣∣
2p
]) 1

2

×
(
P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κn−
p
2

2

)) 1
2

≤ CBpJnn−
p
2 n−γ ≤ Cn−γ ;

Ua ≤
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

∣∣βjk

∣∣p
(
P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κn−
p
2

))

≤ Cn−γ ‖F‖pp . (20)

Because for r ≥ 1, we have

n−γ ≤ n− 1
2 ≤ n

−r
2r+d ,

the result is proved.
Consider now p = +∞: we assume now f ∈ Br

∞,∞, to obtain

E

∥∥∥f̂ − f
∥∥∥
∞

≤ E

∥∥∥∥∥∥

Jn∑

j=0

Nj∑

k=1

(
wj;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥
L∞(Sd)

+

∥∥∥∥∥∥

∑

j>Jn

Nj∑

k=1

βjkψjk

∥∥∥∥∥∥
L∞(Sd)

= : I + II .

As in [4], [15], we have:
II = O

(
n− r

2r+d
)
.

For what concerns I, we have instead

I ≤
Jn∑

j=0

E

∥∥∥∥∥∥

Nj∑

k=1

(
wj;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥
L∞(Sd)

≤ C

Jn∑

j=0

Bj
E

[
sup
k

(
wj;pβ̂jk − βjk

)]
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≤ C

Jn∑

j=0

Bj
E

[
sup
k

(
β̂jk − βjk

)]
I

(
|Ajs;p| ≥

κn−
p
2

2

)

+C

Jn∑

j=0

Bj
E

[
sup
k

(
β̂jk − βjk

)
I

(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κn−
p
2

2

)]

+C

Jn∑

j=0

Bj sup
k

∣∣βjk

∣∣E
[
I
(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κn−
p
2

)]

+C

Jn∑

j=0

Bj sup
k

∣∣βjk

∣∣ I
(
|Ajs;p| < 2κn−

p
2

)

= Aa+Au+ Ua+ Uu .

Again, we choose J1,n such that

BJ1,n = κ′n
1

2r+d ; I

(
|Ajs;p| ≥

κn−
p
2

2

)
= 0 for j > J1,n ,

and, similarly to [4], [15], we obtain

Aa ≤ CJ1,nn
− 1

2BJ1,n ≤ Cn− r
2(r+1) ;

Uu ≤ C
{
B−J1,n(r+1) +B−J1,n

}
≤ Cn− r

2(r+1) .

The other two terms Au and Ua are similar to the case previously described.
For general π and q, we observe that Br

πq ⊂ Br′

∞∞, r′ = r − 2/π. Hence we
obtain

E

∥∥∥f̂ − f
∥∥∥
L∞(Sd)

≤ CJnn
− r′

2r′+d = CJnn
−

r−d/π
2(r−d(1/π−1/2)) ,

as claimed.
CASE II: Sparse Case
The proof follows the same procedure of the regular case. Indeed, recalling

that we have Br
πq ⊂ Br−d( 1

π− 1
p )

pq , we have

E

∥∥∥f̂ − f
∥∥∥
p

Lp(Sd)

≤ 2p−1
E

∥∥∥∥∥∥

Jn∑

j=0

Sj∑

s=1

∑

k∈Rj;s

(
wjs;pβ̂jk − βjk

)
ψjk

∥∥∥∥∥∥

p

Lp(Sd)

+

∥∥∥∥∥∥

∑

j>Jn

Nj∑

k=1

βjkψjk

∥∥∥∥∥∥

p

Lp(Sd)

= : I + II .

Also in this case, as in [4], [15], because r−d
(

1
π − 1

p

)
≥
(
r − d

(
1
π − 1

p

))
/2
(
r − d

(
1
π − 1

2

))
,

we have for the bias term:

II = O
(
n−p(r−d( 1

π− 1
p ))/2(r−d( 1

π− 1
2 ))
)

.
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On the other hand, we split I again into four terms as above. On one hand, we
obtain

Au ≤
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

(
E

[∣∣∣β̂jk − βjk

∣∣∣
2p
]) 1

2

×
(
P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κtpn
2

)) 1
2

Ua ≤
∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

∥∥ψjk

∥∥p
Lp(Sd)

∣∣βjk

∣∣p
(
P

(∣∣∣Âjs;p −Ajs;p

∣∣∣ ≥ κtpn

))
,

whose upper bounds recall exactly the same procedure developed in regular
zone. On the other hand, consider initially:

Aa ≤ Cn−
p
2

∑

j≤Jn

Sj∑

s=1

∑

k∈Rj;s

Bjd( p
2−1)I

(
|Ajs;p| ≥

κn−
p
2

2

)
.

In this case, we fix J2n so that

BJ2n = O

(
n

1

2(r−d( 1
π

− 1
2 ))
)

, I

(
|Ajs;p| ≥

tpn
2

)
≡ 0 for j ≥ J2n .

to obtain

Aa ≤ Cn−
p
2

∑

j≤J2n

Sj∑

s=1

∑

k∈Rj;s

Bjd( p
2−1)I

(
|Ajs;p| ≥

tpn
2

)
(21)

≤ Cn−
p
2

∑

j≤J2n

Bjd( p
2−1)

Sj∑

s=1

ℓjI

(
|Ajs;p| ≥

tpn
2

)

≤ Cn−
p
2 t−p

n

∑

j≤J2n

Bjd( p
2−1)B−prjB−jdp( 1

2−
1
π )

≤ CBJ2n(−p(r−d( 1
π− 1

p )))

≤ Cn
−

p(r−d( 1
π

− 1
p ))

2(r−d( 1
π

− 1
2 )) .

where we used the inequality

Nj∑

k=1

∣∣βjk

∣∣p ≤




Nj∑

k=1

∣∣βjk

∣∣π



p
π

.
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Consider now

Uu ≤ C
∑

j≤Jn

Bjd( p
2−1)ℓj

Sj∑

s=1

Ajs;pI (|Ajs;p| < 2tpn) (22)

= C
∑

j≤J2n

Bjd( p
2−1)ℓj

Sj∑

s=1

Ajs;pI (|Ajs;p| < 2tpn)

+

Jn∑

j=J2n

Bjd( p
2−1)ℓj

Sj∑

s=1

Ajs;pI (|Ajs;p| < 2tpn)

= Uu1 + Uu2 .

As in [4], [15], fix

m =
dp
(

1
2 − 1

p

)

r − d
(
1
π − 1

2

) ,

so that

p−m = p
r − d

(
1
π − 1

p

)

r − d
(
1
π − 1

2

) > 0 ;

m− π =
d
2p− π

(
r + d

2

)

r − d
(
1
π − 1

2

) > 0 .

Furthermore, consider that the following implication holds

(|Ajs| < 2tpn) → ∀k ∈ Rjs,
∣∣βjk

∣∣p < 2ℓjt
p
n ,

so that
∀k ∈ Rjs,

∣∣βjk

∣∣p−π
< (2ℓj)

p−π
p tp−π

n .

Simple calculations lead to

Uu1 = C
∑

j≤J2n

Bjd( p
2−1)

Nj∑

k=1

∣∣βjk

∣∣p I (|Ajs| < 2tpn)

≤ C
∑

j≤J2n

Bjd( p
2−1)t

Nj∑

k=1

∣∣βjk

∣∣π ℓ1−
π
p

j tp−π
n

≤ Cn
π−p

2

∑

j≤J2n

Bjηd(1−π
p )Bj(p d

2−π( d
2+r))

= O


n

−
p(r+d( 1

p
− 1

π ))
2(r+d( 1

2
− 1

π ))
+δ
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We have to study just the last term

Uu2 = C

Jn∑

j=J2n

Bjη(1−π
p )Bjd( p

2−1)
Nj∑

k=1

∣∣βjk

∣∣p I (|Ajs;p| < 2tpn) .

Analogously, we have

Uu2 = C

Jn∑

j=J2n

Bjd( p
2−1)

Nj∑

k=1

∣∣βjk

∣∣p I (|Ajs;p| < 2tpn)

≤ C

Jn∑

j=J2n

Bjd( p
2−1)

Nj∑

k=1

∣∣βjk

∣∣m tp−mℓ
1−m

p

j

≤ Ctp−m
n ℓ

1−m
p

J2n

Jn∑

j=J2n

Bjd( p
2−

m
2 )




Nj∑

k=1

∣∣βjk

∣∣mBjd(m
2 −1)




≤ Ctp−m
n ℓ

1−m
p

J2n

Jn∑

j=J2n

Bjd( p
2−1)B−mj(r−d( 1

π− 1
m ))

We can easily see that

(p−m)−m

(
r − d

(
1

π
+

1

m

))
= 0 .

Hence

Uu2 ≤ Cℓ
1−m

p

J2n
tp−n
n = O


n

−
p(r+d( 1

p
− 1

π ))
2(r−d( 1

π
− 1

2 ))
+δ


 ,

as claimed.

7 Conclusions

In this final Section we shall compare our results with those obtained by similar
procedures, involving needlets, in [4] and [15].

While in [4] the authors established minimax results on density estimation
by using local needlet thresholding (i.e., fixing a threshold for each coefficients),
in [15] the authors attain the same minimax results for the nonparametric re-
gression problem on sections of spin s fiber bundles defined on the sphere, which
can be reduced to the scalar case taking s = 0 (for more details see [15]). In
both cases, the convergence rates for the Lp

(
S
d
)
-loss functions assume the form

sup
f∈Br

πq(M)

E

∥∥∥f̂ − f
∥∥∥
p

Lp(Sd)
≤ cp (logn)

p

(
n

logn

)−α1(r,π,p)

,
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where

α1 (r, π, p) =





rp
2r+d for π ≥ dp

2r+d
p(r−d( 1

π− 1
p))

2(r−d( 1
π− 1

2 ))
for π < dp

2r+d

.

In the regular zone, the block thresholding rate we established is faster, indeed
the ratio with the local one is provided by

(
n

logn

)−α1(r,π,p)

n−α(r,π,p)
= O

(
(logn)

rp
2r+d

)
;

on the other hand, in the sparse zone, we obtain worse results, because

(
n

logn

)−α1(r,π,p)

n−α(r,π,p)
= O


n−δ (logn)

p(r−d( 1
π

− 1
p ))

2(r−d( 1
π

− 1
2 ))


 .

This can be motivated by choice of the sample scaling factor tn, fixed to
allow optimality in the regular zone. In the sparse zone this is not possible also
in view of the result in Lemma 2, where (17) is proportional to n−γ and can
not be improved. We indeed recall that in [4] and in [15] the corresponding in-
equality, related just on a coefficient instead of a sum of them, follows Bernstein
inequality and, therefore, that probability decays as a negative exponential.
As already mentioned in the Introduction, the best performance achieved by
block thresholding in the regular zone can be explained by the better trade-off
between bias and variance. The latter is due to the information provided by
nearby coefficients, which allows the balance between variance and bias to be
”adaptively smoothed” along the curve, given a suitable choice of the threshold
tn. On the other hand, the worse results obtained in the sparse regions are
due to the balance between the choice of the size of threshold tn and the size
of the block. Indeed, given tn, the probability inequality (17) is suitable to
attain minimax rate in the regular zone if we choose blocks as described in (12).
Fixing a smaller size, as for instance (logNj)

γ
(see [27]), the convergence rate

in the regular zone is worsened. Our suggestion is to fix the block sizes which
ensure the minimax results in the regular zone; as explained in Remark 3, this
warrants optimality in the most relevant case for practitioners, e.g., the case of
a quadratic loss function.

Acknowledgement 4 The author thanks Domenico Marinucci for useful dis-
cussions.
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