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Abstract. Ion beam therapy is a rapidly growing technique for tumor radiation

therapy. Ions allow for a high dose deposition in the tumor region, while sparing

the surrounding healthy tissue. For this reason, the highest possible accuracy in

the calculation of dose and its spatial distribution is required in treatment planning.

On one hand, commonly used treatment planning software (TPS) solutions adopt a

simplified beam-body interaction model by remapping pre-calculated dose distributions

into a three-dimensional water-equivalent representation of the patient morphology.

On the other hand, Monte Carlo (MC) simulations, which take explicitly into account

all the details in the interaction of particles with human tissues, are considered to

be the most reliable tool to address the complexity of mixed field irradiation in a

heterogeneous environment. However, full MC calculations are not routinely used in

clinical practice, because they typically demand substantial computational resources.

Therefore MC simulations are usually only used to check treatment plans for a

restricted number of difficult cases. The advent of general-purpose programming GPU

cards prompted the development of trimmed-down MC-based dose engines which can

significantly reduce the time needed to recalculate a treatment plan with respect to

standard MC codes on CPU hardware. In this work, we report on the development of

fred, a new MC simulation platform for treatment planning in ion beam therapy. The

code can transport particles through a 3D voxel grid using a class II MC algorithm.

Both, primary and secondary particles, are tracked and their energy deposition is

scored along the trajectory. Effective models for particle-medium interaction have

been implemented balancing accuracy in dose deposition with computational cost. At

present the most refined module is the transport of proton beams in water: single

pencil beam dose-depth distributions obtained with fred agree with those produced

by standard MC codes within 1–2% of the Bragg peak in the therapeutic energy

range. Comparison with measurements taken at CNAO treatment center shows that

the lateral dose tails are reproduced within 2% in the Field Size Factor test up to

20 cm. The tracing kernel can run on GPU hardware, achieving 10 million primary/s

on a single card. This performance allows to recalculate a proton treatment plan at

1% of total particles in just a few minutes.
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1. Introduction

Charged Particle Therapy (CPT), i.e. radiotherapy performed with protons or light

ions, aims to deliver a high precision treatment of solid tumors (Jäkel et al 2008,Durante

et al 2010). The dose deposition of ions as a function of depth in the traversed

matter exhibits a sharp peak (the Bragg peak) at the end of particle range and CPT

exploits this characteristic shape. Compared to standard X-ray radiotherapy, CPT

can obtain accurate irradiation of the tumor and at the same time reduce the dose

to surrounding healthy tissue, thus achieving less complication probability. According

to recent statistics (PTCOG 2017), until the end of 2014 more than 137,000 patients

worldwide had been treated with charged hadrons (about 86% with protons), and the

number of clinical centers dedicated to CPT is rapidly increasing. The high spatial

selectivity of CPT puts stringent requirements on the accuracy that has to be achieved.

In order to preserve the intrinsic advantages of hadrontherapy, fast and accurate dose

calculation tools are necessary to check, verify, and eventually correct initial treatment

planning.

One of the most powerful and versatile strategies to dose optimization is the intensity

modulated particle therapy (IMPT) (Lomax 1999, Albertini et al 2011) with active

scanning where a flat depth-dose distribution throughout the target volume is generated

by superposing many thousands of individually weighted, narrow beam Bragg peaks.

The main advantage of this technique is that it can deliver highly-conformal dose

distributions to arbitrarily shaped tumor volumes. Sophisticated software tools, called

Treatment Planning Systems (TPS), have been developed to produce a patient-specific

set of particle beams. Standard commercial solutions are typically based on a pencil

beam algorithm, where an accurate dose-depth profile is remapped in the transverse

direction using analytical functions. These semi-analytical algorithms are fine tuned

on measurements taken at each treatment center. They are very effective and accurate

in reproducing the dose distribution under homogeneous irradiation conditions, e.g. the

spread-out Bragg peak distribution in liquid water. However, in presence of large density

gradients and non-uniform materials, several studies have indicated that the most

accurate approaches for dose estimation are those based on Monte Carlo (MC) methods

(Paganetti et al 2008,Parodi et al 2012,Grassberger et al 2015). Well established general

purpose MC codes (Ferrari et al 2005,Agostinelli et al 2003,Pelowitz 2011) can be used

to perform a complete plan recalculation. A significant effort has recently been made

to interface these MC tools with the accelerator machine and patient data, to produce

integrated software platforms, e.g. TOPAS (Perl et al 2012), which could be more

easily introduced in the clinical environment. The large computing resources needed

when compared to semi-analytical codes prevented the use of MC simulations in the

clinical practice until recently .The advent of general programming graphics processing

units (GP-GPU) prompted the development of MC codes that can dramatically reduce

the plan recalculation time (Jia et al 2012,Jia et al 2014,Giantsoudi et al 2015).

In this framework, our group developed fred (Fast paRticle thErapy Dose evaluator):
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a dose engine on GPU to recalculate and optimize ion beam treatment plans. The

purpose of the code is to rapidly recalculate a complete treatment plan within minutes,

opening the way to many clinical applications where the time-factor is important. The

recalculation of a patient verification plan, as described in section 7, will be the first

testbed of the new tool.

While developing from scratch the tracing algorithm, we tried to balance accuracy,

calculation time, and GPU execution guidelines. In this effort, we chose the most

effective physical models from literature and tested their implementation. For many

processes, fred relies on a library of precomputed look-up tables, instead of performing

an explicit calculation. This approach performs extremely well on GPU cards, where

hardware interpolation can be exploited using the so-called texture units.

2. Code structure and physical models

fred code has been designed to perform fast and accurate calculation of energy

deposition in the patient’s body during the delivery of a treatment plan. The plan

consists of the whole set of beam directions, particle energy, spot shape and fluence

produced by the TPS. A plan is hierarchically decomposed in fractions, each fraction

having one or more fields, i.e. treatment directions, each field consisting of a series of

pencil beams. The pencil beam encapsulates all the accelerator parameters that can be

controlled in a given treatment facility. It corresponds to a single source of particles,

controlling direction, angular divergence, energy or momentum spectrum of particles to

be traced. During the calculation, each pencil beam generates a user-prescribed number

of primary particles, which are traced one-by-one in parallel by the tracing kernel.

The simulation domain is called phantom, and it could represent both a uniform volume

of material (e.g. liquid water or PMMA, for testing purposes) or a patient’s three

dimensional reconstruction obtained from a series of CT scans. The phantom is divided

by a cartesian uniform grid in voxels, each storing information on the local density and

atomic composition. Translation of CT values from Hounsfield units (HU) to material

properties is performed using a built-in (Schneider et al 1996, Schneider et al 2000) or

user-supplied conversion table.

The simulation setup is performed by parsing a text file of input parameters, or it can be

prepared by a series of python scripts which parse a DICOM file tree containing patient

CT scans together with morphological decomposition, radiation therapy plans, and TPS-

calculated dose maps. Once the complete geometry has been imported, the primary

particles are generated using the plan prescription. Particles are produced inside the

accelerator beamline in vacuum. Effects of beam monitors and exit window are modeled

by a water-equivalent layer placed inside the vacuum pipe. Propagation from the exit

window to the phantom is performed in air using the energy loss and scattering routines

implemented in the code. Each field could have several filters (clipping filters, range

shifters, ripple filters, etc.), which can alter the propagation of the primary particle.

The phase space distributions after each filter have been characterized using full-MC
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simulations. Particle position, direction and energy are sampled from these distributions

for each traversed filter. If a particle reaches the phantom, it is queued to the tracing

kernel. Depending on the hardware the code is running on, the kernel adopts different

strategies for distributing the workload among the available computing resources. In any

case, the finest granularity of the simulation is the evaluation of the history of a single

particle in going through the phantom. The particle track is generated step by step

using a class II Monte Carlo algorithm (Berger 1963), i.e. the physical processes acting

on the particle are divided into condensed-history or continuous models, and point-

like or discrete interaction models. At the beginning of the step, all active physical

models are requested to determine the smax,i maximum allowed tracklength which is a

function of particle energy, voxel composition, and requested accuracy. The actual step

length is the minimum value s = mini si, expressed in areal density, i.e. g/cm2. The

continuous processes are then applied to the traced particle, determining for instance the

mean energy loss, the energy fluctuation, the mean scattering angle. The end of a step

corresponds to a voxel boundary crossing or a discrete interaction point. In the former

case, the position of the particle in the simulation grid is updated. In the latter case,

the cross sections for discrete interactions are evaluated, and the occurring interaction

is determined via a sampling procedure. In a discrete interaction, other particles might

be produced by knock-on events or nuclear fragmentation of both the particle projectile

or the target nucleus. These secondary particles are queued for later tracking if their

energy is above threshold, or extinguished locally in the voxel as described later on.

At this stage the original particle is updated in position, direction and energy, and the

stepping process is restarted. The particle history ends if it exits the phantom or if its

energy becomes smaller than the threshold.

fred code can transport several kinds of particles (e.g. protons, deuterons, light ions,

electrons, photons) with different level of detail and accuracy. In this paper we will

focus on the tracking features needed to simulate the proton beams only, which is the

most refined module presently integrated in the code, and for which the first clinical

applications of our tool are described in the last sections.

3. Continuous processes for protons

3.1. Mean energy loss

In the energy range relevant for CPT (10 MeV to 300 MeV), protons lose energy in their

passage through the matter mainly by collisions with atomic electrons. The average

energy release is well reproduced by the Bethe-Bloch formula (Bethe et al 1953). At the

very end of proton range, also the interaction with the target nuclei becomes important.

The mean energy loss dT suffered by a proton of energy T in a step is given by

dT = S(T ) ρ dz = S(T ) ds , (1)

where S is the total stopping power for the considered material, ρ is the density, dz

is the actual tracklength, and ds is the corresponding areal density. In going through
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liquid water, the energy loss for the same tracklength would be

dTw = Sw(T )ρw dz , (2)

so that we can define in relative terms

dT =
S(T )

Sw(T )
· ρ
ρw
· dTw = fS ·

ρ

ρw
· dTw (3)

where actually the density ρ, being expressed in g/cm3, is already given relatively to

water. The stopping power ratio fS = S/Sw depends mainly on the electronic properties

of the material, and is obtained for human tissues using a calibration curve (Schneider

et al 1996,Schneider et al 2000). There is also a slight dependence of fS on the proton

energy, which is computed using the approach adopted by Fippel et al (2004)

fS(T, ρ) = 1.0123− 3.386 · 10−5 T − 0.291(1 + T−0.3421)(1− ρ−0.7) (4)

for material density ρ > 0.9 g/cm3.

The code uses PSTAR (Berger et al 2016) tabulated total stopping power for integrating

Eq.2 for a given step length s. In order to speed-up the calculation while retaining a

high level of accuracy, the tabulated Sw is spline-interpolated and integrated at the

beginning of the simulation for a series of initial proton energies Ti and step lengths sj
using

sj = −
∫ Tend

Ti

dT

Sw(T )
(5)

The results are stored in a look-up table (Ti, sj), which is bilinearly interpolated to

obtain Tend, the mean proton energy at the end of the step.

3.2. Energy fluctuations

The distribution of total energy loss for each step is described by an energy straggling

probability function, the shape of which is dependent on several parameters related to

the particle and to material properties. Two different regimes can be identified. In

the thick absorber regime, the number of collisions suffered by the incoming proton is

large, and the energy fluctuations can be well approximated by a Gaussian distribution

centered on the mean energy loss value given by the stopping power of the previous

section. The standard deviation of the distribution is computed as follows (Seltzer and

Berger 1964):

σ2
E = ξ Tmaxe

(
1− 1

2
β2

)
MeV2 , (6)

where Tmaxe = 2meβ2γ2

1+2γme/mp+(me/mp)2
is the maximum energy transferable by the proton

to an electron in a single collision. Here me and mp are the electron and proton mass

in MeV/c2; β and γ are the relativistic factors. The ξ parameter is the characteristic

energy loss corresponding to the leading term in the Bethe-Bloch formula

ξ = 4πNAr2eme z
2Z

A

1

β2
ds , (7)
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where NA, re, z and Z/A are, respectively, the Avogadro’s number, the classical electron

radius, the particle atomic number, and the atomic number over atomic mass ratio of

the medium.

For very thin layers of material, the number of collision events is not enough to lead

to a normal distribution of energy losses. The energy fluctuation is well described by

the model developed by Landau (1944) and Vavilov (1957). Since the evaluation of

the Landau-Vavilov distribution function is demanding in terms of calculation time,

in the code we approximated the distribution for given pairs of k and β2 parameters

with a logarithmic normal function. This allowed to extremely simplify the extraction

procedure, and to maintain the accuracy level within the treatment plan requirements.

In order to determine the energy straggling regime for each step, the k parameter

is evaluated

k =
ξ

Tmaxe

(8)

Following Seltzer and Berger (1964) we used the Gaussian approximation (thick absorber

regime) for k ≥ 10. For k < 10 the distribution of energy loss was generated by

sampling the Vavilov distribution, and it was then interpolated with a logarithmic

normal function:

LN(λL) =
1

(λL − θ)
√

2πσ
exp

[
−

(ln λL−θ
m

)2

2σ2

]
, (9)

where λL is the Landau parameter (Vavilov 1957). The shape σ, location θ and scale

m parameters of Eq.9 were stored in a look-up table as a function of k and particle β2.

Figure 1 shows the Vavilov distribution and the logarithmic normal fit implemented in

fred calculated for 37 MeV protons through 10 cm of argon at 1.2 atmospheres (Seltzer

and Berger 1964). The experimental conditions correspond to k = 0.22 and β2 = 0.074.

3.3. Multiple Coulomb Scattering

Fast charged particles going through matter suffer a large number of small-angle

deflections due to elastic Coulomb scattering, mainly with medium nuclei. The overall

deflection angle is well described by the Molière (1948) theory of multiple Coulomb

scattering (MCS). We adopted the small-angle approximation for the determination of

the scattering angle θ, which is valid for the most part of particle trajectory in the

case of protons and heavier ions. The angle distribution is roughly Gaussian for small

deflection angles, but at larger angles it behaves like Rutherford scattering. Several

effective distributions are implemented in the code, balancing accuracy with sampling

calculation time.

Single Gaussian approximation This is the simplest approach capturing the central

part of the distribution. It derives from the first approximation of Molière formula
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Figure 1: Comparison of Vavilov (blue line) and logarithmic normal (red line)

distributions with experimental results of Gooding and Eisberg for 37 MeV protons

through 10 cm of argon at 1.2 atm, corresponding to k = 0.2 and β2 = 0.07. Data

points were taken from Seltzer and Berger 1964.

(Molière 1948) and it is a Gaussian distribution with zero mean

fG(θ) =
1√

2π θ0
exp

[
−1

2

θ2

θ20

]
. (10)

The width of the distribution is computed using Highland’s formula (1975)

θ0 =
14.1 MeV

pv
z

√
L

LR

[
1 +

1

9
log

(
L

LR

)]
rad (11)

where p,v and z are the momentum, velocity and charge of the particle, L and LR are

the thickness and the radiation length of the material.

As shown in Fig.2.a), the single Gaussian is an excellent approximation for a single

pencil beam, reproducing the 98% of the angular distribution. In CPT, however, the

superposition of thousands of pencil beams calls for a more accurate description of the

lateral tails (see Fig.2.b).

Double Gaussian approximation A slight improvement can be obtained by adding a

second Gaussian distribution with a larger width to the core Gaussian (Fig.2.c)

f2G(θ) =
(1− w)√

2πσ1
exp

[
−1

2

(
θ

σ1

)2
]

+
w√
2πσ2

exp

[
−1

2

(
θ

σ2

)2
]

with σ1 < σ2 and w � 1. The central width σ1 is very close to θ0.
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Gauss-Rutherford approximation The correction to the central Gaussian is here

represented by a Rutherford-like distribution with wider tails

fGR(θ) =
1− w√

2πσ1
exp

[
−1

2

(
θ

σ1

)2
]

+ w
a

(θ + b)c
, c ∼ 2.0 (12)

Figure 2.d) shows that this approach is by far superior to the previous ones for a single

step. It is worth mentioning that it is also the only one that can retain a good degree

of accuracy after a few hundred steps, close to the end of a particle track. The gain in

accuracy has a cost in terms of calculation time which amounts to typically a 20% run

time increase with respect to the other implementations.
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Figure 2: Single step angular distributions for 150 MeV protons through 1 mm of liquid

water using Geant4 (blue) and the fit implemented in fred (red).

In the code, at the end of each step, the scattering angle is sampled from the

chosen distribution and the velocity direction is rotated accordingly. The parameters of

the distributions, depending of step length, material and particle energy, were extracted

from a series of simulations performed with Geant4 code (Agostinelli et al 2003). The

results were stored in a pre-calculated look-up table for fast interpolation at run time.
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4. Discrete processes for protons

With respect to the continuous processes, the discrete events are characterized by short-

range hard interactions which lead to large variations to the energy and/or direction of

the incoming particle. For hadrons and in particular for protons, the main discrete

processes of interest in the CPT energy range are the nuclear elastic and inelastic

interactions. In the model, each discrete process is statistically independent from the

others, and each one contributes to the determination of the total macroscopic cross

section Σtot. The cross section is computed at each step, since it depends on particle

kind, energy and medium composition. The on-the-fly mean free path is then defined

by λ = 1/Σtot, expressed in g/cm2.

The number nλ of mean free paths to the next discrete interaction point is sampled

from an exponential distribution at the beginning of a track (and regenerated just after

a discrete event) (Geant4 2016). This number is decreased step after step by the fraction

δn of mean free path travelled by the particle:

δn =
ds

λ
= Σtot ds . (13)

When nλ reaches zero, the code determines by a sampling procedure which of the

active discrete processes is occurring, weighting each one by its contribution to the total

cross section. The selected interaction is then processed, and finally the particle is

reinserted in the stepping kernel.

In the following sections we describe the two nuclear interaction models implemented

for protons.

4.1. Nuclear inelastic interactions

The inelastic interactions in particle therapy are responsible for the production of

secondary protons, deuterons and tritons and other fragments, generally emitted at

large angle and in a wide kinetic energy range. This process has a huge impact on

the lateral tails of the pencil beam inside the patient, and must be carefully taken into

account.

The ICRU Report 63 (ICRU 2000) and ENDF database (McLane 2001) of double

differential cross section of the interaction of p−X between 10 and 250 MeV were

used to compute the nuclear inelastic interaction probability and the emission angle

and energy of the particles after the interaction. According to the ICRU46 (ICRU

1992), the materials included in the ICRU63 tables account for the vast majority of the

human body materials. The data for the elements not present in the ICRU tables are

interpolated using a A
2
3 rule.

The macroscopic cross section Σ, i.e. the interaction probability per unit length for

a given step, is computed from the microscopic cross section σ by

Σ(Tp) = ρNA
wX
AX

σ(Tp) , (14)
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Figure 3: Kinetic energy distribution obtained in fred for secondary protons produced

by the interaction of a 200 MeV proton with Carbon nucleus. The solid line shows the

ICRU63 data.

where ρ is the density, NA the Avogadro constant, wX is the fractional weight of the X

element, and AX is the atomic mass. At the energy of interest, several kinds of secondary

particles are produced in the p−X inelastic nuclear interaction: protons, neutrons,

deuterons, tritons, alpha particles and de-excitation photons. Even higher charge

secondaries are generated with a limited rate. In the present fred implementation

we explicitly take into account only the production of secondary protons and deuterons.

The rest of the charged interaction products are considered as local dose deposition only,

due to their limited range.

The multiplicity of protons and deuterons in each event are interpolated from the

ICRU63 data for the specific p−X interaction. In case of an inelastic interaction,

the program first samples the secondary multiplicity (protons and deuterons) from a

Poisson distribution with the interpolated value as average. Then the energy and finally

the angle of the particle is sampled for each generated secondary.

The kinetic energy of the secondary Ts is obtained following the procedure described

in Fippel et al (2004), but substituting the original uniform sampling of the kinetic

energy with a sampling from the distribution given by:

f(x) = 2
1 + a x

2 + a
x =

Ts − Tmins

Tmaxs − Tmins

(15)

with a = 0.2, and Tmin,maxs defined as in Fippel et al (2004). Figure 3 shows the kinetic

energy distribution for the produced protons in the p−C interaction with kinetic energy

of the primary proton Tp = 200 MeV.
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Figure 4: Distribution of sin(2θ) for secondary protons of Ts = 99 MeV produced by the

interaction of a 200 MeV proton with Carbon nucleus. The points show the ICRU63

data.

Once the kinetic energy of the secondary has been assigned, the propagation angle

with respect to the incoming primary proton is computed. The azimuthal angle around

the parent particle is uniformly distributed while the aperture angle θ is sampled within

the kinematic limit:

2
Ts
Tp
− 1 ≤ cos(θ) ≤ 1 (16)

and according to a parametric distribution function of sin(2θ) defined by:

f(θ) = B exp [−B sin(2θ)] (17)

The B parameter is a function of the kinetic energy of the primary proton Tp and of the

secondary kinetic energy Ts, given by:

B = C0 + exp

(
−C1

Ts
Tp

)
(18)

C0 = 0.1853 + 0.02157Tp − 5.442× 10−5T 2
b (19)

C1 = −2.476− 4.224 exp

(
−Tp − 7.878

2.753

)
(20)

Fig. 4 presents the distribution of sin(2θ) of secondary protons with Ts = 99 MeV

generated by a primary proton with Tp = 200 MeV, while in Fig.5 the same distribution

is shown for protons with Ts = 35 MeV and primary with Tp = 120 MeV. The points in

the figure represent the ICRU63 data.
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Figure 5: Distribution of sin(2θ) for secondary protons of Ts = 35 MeV produced by

the interaction of a 120 MeV primary proton with Carbon nucleus. The points show

the ICRU63 data.

4.2. Nuclear elastic interactions

The model of nuclear elastic scattering adopted in fred closely follows the approach

presented in Fippel et al (2004), to which we refer for implementation details. The

macroscopic cross section is computed using the fit in Fippel et al (2004) for p−p and

p−O elastic interactions. For other nuclei, the relevant parameters of p−O interaction

are rescaled using a A
2
3 rule.

The kinematics of p−p scattering is solved in the center of mass, and then Lorentz

transformed back to the laboratory frame. Both protons are treated as secondary

particles and queued to the tracing kernel, if they are above the tracking energy

threshold.

In the case of p−O elastic interaction, the knock-on Oxygen deposits locally its energy,

while the scattered proton is transported further by the tracing kernel.

5. Water model

The implemented physics models and the fast-MC performance were tested against the

full-MC codes FLUKA and Geant4 for protons in liquid water.

Fig.6 presents the Bragg curves for monoenergetic proton beams in a water phantom.

The elastic and inelastic nuclear interactions were switched on and off in order to check

separately each interaction model. The profiles closely overlap for most part of particle
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Figure 6: Bragg curves for protons in water with different energy. The nuclear

interactions were switched on/off to check each model separately. fred (red), FLUKA

(blue) and Geant4 (green) calculations are presented. The inset shows the peak details

for 200 MeV protons with the complete physical model.

range. Just near the peak, slight differences can be spotted out, as highlighted in the

inset. The agreement with FLUKA is within 1.5% of the Bragg peak value for all models

in the 50–250 MeV energy range. Using the complete interaction model, we scored the

dose on a 12x12x40 cm water box on a 1 mm grid, and compared the full-MC dose map

with the fred calculation. We performed a γ-index test (Low et al 1998, Depuydt et

al 2002) to compare the dose distributions, and we found a 100% pass-rate at 1mm/1%

for all voxels in the 50–250 MeV energy range. We also compared the dose maps using

z-statistics analysis (Kawrakow and Fippel 2000), finding that systematic differences

between fred and FLUKA are well within 1% of maximum dose.

The accuracy of lateral dose distribution is very important for CPT applications, since

the dose value in a single voxel is dependent on contributions from many thousand

pencil beams closely bundled in the transverse direction. The dose distribution for a

single pencil beam of 150 MeV is presented in panel a) of Fig.7. The colormap is in

logarithmic scale, so that the tracks of secondary protons and deuterons are clearly

visible. The dose line profile b) along the beam axis shows the lateral beam spreading

due to MCS. The transverse lineouts at the Bragg peak position, namely z = 15.6 cm,
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c)

d)

a)

Dose map

FLUKA

b)

Figure 7: Dose in water for a 150 MeV proton beam with 0 FWHM. Dose map a),

central voxel lineout along beam axis b), lateral lineout at 15.6 cm depth in linear c)

and logarithmic d) scale.

show in c) linear and d) logarithmic scale the tails of the distribution, mainly due to

nuclear interactions. Comparison with FLUKA simulation (dashed lineouts), with same

scoring grid and same statistics, shows good agreement up to 4 orders of magnitude in

lateral dose distribution at a distance of 3 cm from beam axis.

The Field Size Factor (FSF) test is a technique that allows to directly measure the

contribution of long-range lateral tails in the dose distribution (see also Russo et al

(2015) for more details). The test is performed in homogeneous conditions, placing a

dose detector inside a liquid water phantom. A set of pencil beams having same energy

and fluence are delivered to the phantom. The scan spots are distributed on a square

grid with constant spacing centered on the detector. The field size, i.e. the side of the

spots square grid, is increased, and the dose recorded by the detector is scored at several

depths in water. The test can be easily reproduced in simulations, allowing therefore

also a comparison method for dose calculations codes.

The FSF test was run for a series of proton energies in water both with fred and

FLUKA. Fig.8 presents the case of a field made by 200 MeV pencil beams with 1 cm

FWHM stacked with a transverse pitch of 2 mm. The dose was scored in a cylinder

representing the active volume of a Markus ionization chamber placed at 20 cm depth

in a water phantom. Integrated dose was normalized to the value of maximum field
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size, namely 10 cm, for the FLUKA simulation. It was found that the lateral tails of

fred dose distribution perfectly match the full-MC up to 3 cm away from the field

axis. Further out, the signal is lower with respect to FLUKA, since long range particles

such as neutrons or gamma-rays are currently not transported. The overall agreement

is within 1% for fieldsize up to 10 cm.

FLUKA
Fred

Figure 8: Field size factor test for a 200 MeV proton beam with 1 cm FWHM. Signal

at the Markus ionization chamber at 20 cm depth is normalized to the maximum value

of the FLUKA simulation.

6. Comparison with TPS and clinical data

The accuracy of fred dose recalculation was compared with results of the CNAO TPS.

Since fred in principle could achieve a higher accuracy in dose computation with respect

to CNAO TPS, we also benchmarked fred results with data collected in the treatment

room.

The commercial CE-marked Syngo RT Planning TPS (Siemens AG Healthcare,

Erlangen, Germany) version VB10 was used for proton plan calculation and

optimization. The software models each scan spot by a single pencil beam and

calculates patient plans applying the water equivalent approach (Krämer et al 2000).
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The longitudinal dose profile is read from the database for the corresponding beam

energy, whilst the dose is distributed across the plane perpendicular to the pencil beam

central line according to a 2D distribution function, using the weighted sum of two

Gaussian distributions (Parodi et al 2011,Schwaab et al 2011). For proton effective dose

calculation, a constant RBE value of 1.1 is currently applied (ICRU 2007). In order to

allow a meaningful comparison of fred results with a clinical case, it is fundamental

that a realistic beam model is implemented in fred. This has been accomplished by

importing the specific phase space description of CNAO beam, which has been generated

by Monte Carlo simulations, constrained by experimental data, developed at CNAO in

order to compare MC simulations with Treatment Planning results. The successful

implementation of such a phase space is exemplified in Fig. 9, where a comparison of

energy spectra and transverse profiles at nozzle exit and at isocenter position in air as

calculated by FLUKA and fred is presented.

nozzle nozzle

isocenter isocenter

Figure 9: Phase space distributions of kinetic energy and lateral position at nozzle exit

(crosses) and at the isocenter position (diamonds). Fluka simulations in blue and fred

results in red.

At CNAO, following plan approval, a patient-specific quality-assurance (Patient

QA) protocol is applied (Molinelli et al 2013, Magro et al 2015). The absorbed

dose distribution is recalculated with the TPS in the PTW MP3-P water phantom,

independently for each treatment field. The dosimetric system consists of a dedicated

PMMA 3D block holder, able to host up to 24 pin-point ionization chambers (IC)

aligned in six rows in such a way that each one is directly facing the beam. The holder

is attached to the movable arm inside the water phantom and optimal positions, in

terms of dose sampling, are selected on the TPS. In our experimental settings, each

measurement data set consists of the simultaneous use of 12 ICs (PTW model 31015),
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connected to a multi-channel precision electrometer (PTW Multidos). For each data

set, at least two consecutive measurements are performed and the mean values taken.

The accuracy of TPS dose calculation and the integrity of whole treatment chain are also

verified as part of the periodic QA protocol. The SOBP QA consists of a set of four 6 cm-

side cubic volumes, which are planned and verified in water with the same dosimetric

system applied for patient-specific QA. Each volume is centered at a different water

depth, namely 9, 15, 21 and 27 cm, in order to cover a wide energy range. Additionally,

a 3-cm cube centered at 21 cm in water is verified to test dose calculation in small

volumes at large depth.

The level of agreement between computed dose maps and measured dose points is

evaluated using the relative mean deviation d̄ and absolute deviation ¯|d|

d̄ =
1

N

N∑
i=1

dmeas,i − dcalc,i
dmax

; ¯|d| = 1

N

N∑
i=1

|dmeas,i − dcalc,i|
dmax

(21)

calculated as the difference between measured dmeas and calculated dose dcalc,

normalized to the maximum beam dose dmax and averaged over N IC positions.

The actual N points included in the calculation are the measuring positions with a

calculated gradient lower than 0.04 Gy/mm. This threshold value was determined by

sensitivity and limitations of the employed hardware. For QA measurements in reference

conditions, the applied acceptance threshold is 5% for both mean deviation and its

standard deviation over a data set. In addition, ±7% maximum deviation is accepted

for any single IC point.

The SOBP QA was calculated with the TPS and then recalculated with fred. Figure 10

presents a) the irradiation geometry and dose maps in the b) longitudinal and c)

transverse planes for the SOBP QA cube at 15 cm depth. Dose profiles for TPS and

fred going through the cube center point are also shown in panels d) and e). It

is worthwhile to note that the TPS does not score the dose in the entry channel in

air, but only inside the phantom. The mean deviation and the standard deviation were

computed for all cubes, both for the TPS and for fred. Panels f) and g) in Fig. 10 show

the lineouts corresponding to the pin-point IC number 11 together with the measured

point. Differences in the 3D dose distributions were quantitatively assessed through

a γ-index analysis extended to the cubic target volume. The 2mm/2% pass-rate for

mid-depth cubes was higher than 99%, whereas for the 9 cm and the 27 cm depth cubes

the pass-rate was around 92%. Table 1 reports the evaluation of mean dose deviation

with respect to the measured data set acquired for the SOBP QA. The deviation was

computed for the nominal ‘zero-shift’ PPCH holder position. In order to take into

account possible systematic errors in target alignment, as described in Molinelli et al

(2013), the position of the holder was also varied in a 1 mm sided cube around the

nominal position, and the ‘best-shift’ minimizing the dose deviation is presented in

Table 1. Even if the acceptance threshold of the protocol is 5%, the results of Table 1

clearly show that both the TPS and fred are well within that limit. The agreement

with experimental data significantly improves exploring points close to the nominal
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zero shift best shift

TPS FRED TPS FRED

cube N

mean

dose

diff

stdev

mean

dose

diff

stdev

mean

dose

diff

stdev

mean

dose

diff

stdev

6x6x6 cm3

9 cm depth
11 -1.89 % 0.72% 1.27% 0.65% -1.60% 1.08% -0.56% 1.32%

6x6x6 cm3

15 cm depth
11 -0.44% 0.55% 0.06% 0.57% 0.0% 0.62% 0.0% 0.58%

6x6x6 cm3

21 cm depth
11 -0.16% 0.47% 0.41% 0.85% 0.0% 0.38% 0.06% 1.13%

3x3x3 cm3

21 cm depth
10 -0.32% 1.78% 0.65% 2.03% 0.0% 1.27% 0.0% 1.48%

6x6x6 cm3

27 cm depth
11 -0.29% 0.48% 1.57% 0.60% -0.15% 0.88% 1.4% 0.8%

Table 1: Relative dose differences with respect to experimental data of TPS and fred

dose calculation in the SOBP QA protocol.

position (see best-shift evaluations). fred dose maps are equivalent to TPS-generated

dose distributions, except for the cube at 27 cm, suggesting that at great depth the

effective models implemented in the fast-MC need further improvement.

The same dosimetric setup was used also for the Field Size Factor measurements

and Figure 11 shows the comparison of measured dose levels with the synthetic curved

generated with fred. For this data set, a single advanced Markus ionization chamber

was collocated inside the CNAO water phantom (Russo et al 2015). Computed and

collected data points were normalized to their respective value at 10 cm field size. fred

reproduces experimental data within 2% for field size up to 20 cm.

7. Verification plan at CNAO

As anticipated in section 6, the Patient QA requires that for each field of an approved

plan the dose map is recalculated in water with the TPS and measured with the water

phantom. Figure 12 presents the dose distribution for a verification plan using the TPS

and fred. The main features of the dose distribution are well predicted by fred,

and this is confirmed by a 99.6% pass rate for γ-index 2mm/2%, and 96.7% for the

1mm/1%. It also possible to see the differences in the low dose regions between the

pencil beam algorithm of the TPS and the discrete tracks of the fast-MC. The complete

field recalculation at the 1% of total number of planned protons, namely 680 million

primary particles, took 2 minutes on a 4-GPU workstation (see Appendix A for details).

This field was also measured and the mean dose deviation was calculated over 11 IC

positions. The results are 1.7%/0.8% (absolute mean and std. deviation) for the TPS,
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z x

y

a)

d)

b)

c)

e)

f) g)

Figure 10: SOBP QA cube at 15 cm depth: irradiation geometry (a); CT scan of the

water phantom with overlaid fred dose map in the longitudinal (b) and transverse (c)

plane; TPS and fred dose lineouts through the cube center (d and e). Enlarged version

of the profiles together with the measured dose level for pin-point IC number 11 (f and

g).
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Figure 11: Field size factor test for a 226.61 MeV/u proton beam with the Markus

chamber positioned at 20 cm depth in the CNAO water phantom. FSF is normalized

to 10 cm size value. FSF computed with fred and measured data (left), and relative

error (right).

and 1.9%/1.1% for fred, leading both to a verified plan.

As a final check, the accuracy of dose calculation was tested on a complete plan with

the actual patient geometry. The plan consisted of a 3 field proton irradiation of a

superficial tumor. As such, each field had a range shifter for spreading out the Bragg

peaks. Figure 13 compares the results obtained with fred and the TPS. The overall

agreement of dose distributions is at the level of 97% for γ-index 2mm/2%. However

hot and cold spots (up to 5%) can be identified at a finer scale. Fine-tuning of the

simulation setup (e.g. using the same HU calibration curves) and conversion from dose-

to-medium to dose-to-water (Paganetti et al 2009) for direct comparison will be included

in a subsequent publication.

8. Conclusions

The development of a new platform for treatment planning in particle therapy has been

presented. Few years ago, when the project started, MC simulations were used only

for academic investigations or off-routine plan verification, due to the large computing

resources and/or execution time needed. The possibility to exploit the computing power

of multiple GPU cards opened up the way to bringing MC simulations into the treatment

planning itself. The new hardware demanded for a new bottom-up development of a

tracing kernel, balancing speed of calculation with the accuracy of implemented physical

models. The fred code has reached a considerable speed-up in the plan recalculation,

namely a typical run of about 72 hours/core (Mairani et al 2013) can now be delivered in

less than 2 minutes on a GPU-fitted workstation (see Appendix A). The code can run

on a variety of hardware configurations, and it can be used as a standalone application

or it can be driven as an external library. A great effort has been made in order to
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Figure 12: Transverse and longitudinal dose maps for a patient verification plan obtained

with the TPS (top) and with fred (bottom).

match the dose deposition accuracy reached by state-of-the-art commercial tools and

general purpose MC codes. The most refined model currently implemented in fred is

the transport of proton beams in liquid water. The dose maps calculated with fred are

in good agreement with de-facto standard MC codes and with the adopted TPS. The

beamline QA and patient QA protocols of CNAO were reproduced with fred, and the

results are well within the acceptance thresholds set by the treatment center. We foresee

a first clinical application of fred in the recalculation of patient verification plans at

CNAO. The code will run in parallel to the actual QA protocol, during a commissioning

phase. Once a significant statistical base will be acquired, we will proceed to a clinical

validation of the tool and progressively introduce fred in the patient QA protocol,

partly replacing the time-consuming measuring sessions with an in silico verification

calculated with the fred code. Future developments of the project are the introduction

of RBE models for proton therapy, and the implementation of a Carbon ion transport

model in water for the patient QA with C at CNAO.
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Figure 13: Physical dose maps for a 3 field proton plan obtained with the TPS (top)

and with fred (bottom). Dose points within the patient skin are shown only.

Appendix A. Computation platform structure

The fred fast-MC platform has been designed for maximum utilization of computing

resources available to the user. The front-end is written in C++ and deals with the

parsing of input data and parameters, the model of accelerator machine, and the post-

processing and output of the dose calculation. Typically a complete treatment plan is

stored in a DICOM file tree including a series of patient CT scans, the definition of the

volumes of interest (e.g. RTSTRUCT), the plan together with the irradiation geometry

and the accelerator set-up (RTPLAN), and the evaluated dose (RTDOSE). A series

of python scripts interface the code with DICOM data, allowing customization of the

import routines.

The particle tracing kernel is the computing core of the platform, and it gathers

all available resources before laying out the computation plan. fred can run on a

distributed cluster of nodes using MPI communications. The intranode computation

is split and balanced between the CPU cores and the connected GPU devices. High

parallelism is achieved using POSIX threads on multicore CPU hardware and OpenCL

threads on GPU hardware.

Using this paradigm, the code can run at high performance on laptops, workstations and

mainframes as well. For treatment planning in a clinical center the reference hardware is

a workstation with multicore CPU and one or more GPU devices. The code performance
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was measured on a few hardware platforms and is reported in table A1. The benchmark

case consists of a 150 MeV proton beam with 1 cm FWHM propagating through a

water phantom. The scoring grid is a 20x20x20 cm box with 2 mm cubic voxels. It is

worthwhile to notice that the sub-linear scaling with respect to CPU threads on the same

hardware is mainly due to cache competition and/or automatic chipset overclocking of

IntelTM processors. The ‘full-MC’ performance is representative of both FLUKA and

Geant4 codes, which held almost the same result on the tested hardware.

Single-card GPU performance is very sensitive to chipset model and number of available

computing cores. A 2x performance increase has been observed for the latest generation

of cards with respect to the previous one, e.g. the NVIDIA R© GTX 1080 versus NVIDIA R©

GTX 980.

Multi-card GPU performance showed a high level of scalability. Lower part of table A1

reports performance scaling at fixed workload for a 4 GPU system. Up to 93% of linear

scaling was obtained for concurrent execution on 4 cards.

In order to exploit the high-parallelism of GPU hardware, the tracing kernel allocates

one particle history per thread. By using double-queue asynchronous execution on each

device and host pinned memory for data exchange (see Fig.A1), it was possible to

continuously stream particles to the GPU achieving significant occupancy of the device.

As a consequence, the GPU cards heat up rapidly, reaching 80 oC within seconds, when

the temperature protection circuitry of the device downgrades the performance. For

long runs, water-cooling of the GPUs was necessary in order to obtain a 100% duty

cycle during the calculation.

Taking into account that the computing time is highly dependent on several factors

(e.g. size of the treatment volume, size and spacing of the scoring grid, energy transport

threshold, adopted hardware solution) the overall computing performance of fred is

similar to other GPU-based dose engines for proton therapy (Nan Qin et al 2016,Wan

Can Tseung et al 2015).
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