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Preface by the General Chair

Thank you so much for joining us in Copenhagen! Welcome to a cosmopolitan city of fantastic

restaurants, lovely seascapes, rich history, and lots and lots of cyclists!

We have an exciting program lined up for you, with three Invited talks, fifteen workshops, seven tutorials,

nine TACL presentations, 322 reviewed papers presented as both oral talks and posters, and twenty-one

demos. I am especially grateful to our Program Chairs, Rebecca Hwa and Sebastian Riedel, who did a

fantastic job managing a backbreaking 1,500 paper submissions (1466 reviewed papers). This involved

51 Area chairs and 980 reviewers. We tried some new things this year (never conducive to a smooth

process) including a more careful handling of the COIs that result from Area Chair submissions, and the

addition of a meta-review step to encourage more thoughtful reviewing. We are soliciting feedback on the

meta-review process, from both reviewers and authors. Despite the additional time involvement, many

of the Area Chairs embraced this new approach, and would like to repeat it. However, there are clearly

a few dissenters, since Rebecca and Sebastian ended up writing around 200 meta-reviews themselves at

the last minute! We are also trying to raise the visibility and status of the poster sessions by integrating

them as parallel sessions alongside oral talks, with poster session chairs. This is in response to the survey

results from EMNLP 2015 that indicated a decided preference for smaller, more frequent poster sessions

during the day rather than evening mega-sessions. Finally, Rebecca and Sebastian are bringing you three

outstanding invited speakers, Dan Jurafsky, Sharon Goldwater, and Nando de Freitas. No program chairs

ever worked harder to bring you a superb set of presentations in an attendee friendly setting.

I am also very grateful to Victoria Fossum and Karl Moritz Hermann, our Workshop Chairs, who

put together a terrific slate of fifteen workshops, and paid meticulous attention to ensuring that each

workshop could hold exactly the poster sessions, invited talks and special events that it required. Our

tutorial chairs, Alexandra Birch and Nathan Schneider, also outdid themselves, providing especially

tempting tutorial offerings. Matt Post deserves to be singled out, for being an Advisor to our

conscientious and successful Handbook Chair, Joachim Bingel, as well as becoming a welcome last

minute addition to our excellent team of Demo Chairs, Lucia Specia and Michael Paul. Thanks are due

to our Website Chair, Anders Johannsen, who responded promptly and deftly to all of our requests, and

to our Student Volunteer and Student Sponsorship Chairs, Zeljko Agic and Yonatan Bisk, who brought

you the helpful and energetic volunteers who keep things running smoothly.

Last but not least, many thanks to your hosts, our Local Arrangements Chairs, Dirk Hovy and Anders

Søgaard and their team. Their concern has been increasing the enjoyment of your experience, and to

that end they proposed a stunning venue, put together an amazing reception and Social Event, chose

your conference bags, issued all the invitation letters for visas, helped create all the signs, etc., etc., etc.

Dan Hardt, our Sponsorship chair, working with Anders and Dirk, raised an unusual amount of local

sponsorships, all to defray the cost of the Social Event.

As always, we are extremely indebted to our generous sponsors. Our platinum sponsors are Google,

Amazon, Baidu, Apple, Facebook, Bloomberg and Siteimprove. Gold sponsors include IBM Research,

Microsoft, eBay, SAP, Textkernel, Maluuba, Zalando, Recruit Institute of Technology and Deloitte.

Silver sponsors are Nuance, Oracle, Sogou, Huawei, Duolingo, CVTE, Unsilo and Wizkids. Snap Inc.,

Grammarly and Yandex are our Bronze sponsors.

Finally, many, many thanks to our Area Chairs, our reviewers, and our authors, whose outstanding

research is being showcased here for your delectation. Nyd det mens det varer!

Best Regards,

Martha Palmer

EMNLP 2017 General Chair
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Preface by the Program Committee Co-Chairs

Welcome to the 2017 Conference on Empirical Methods in Natural Language Processing! This is an

exciting year; we have received a new record-high in the number of submissions: 1,509 papers. After

discounting early withdraws, duplicates, and other invalid submissions, we sent out 1,418 submissions

(836 long papers, 582 short papers) to be reviewed by the program committee. Ultimately, 216 long

papers (25.8% acceptance rate) and 107 short papers (18.4% acceptance rate) have been accepted for

presentation, making a total of 323 papers and an overall acceptance rate of 22.8%.

This year’s technical program consists of three invited talks and 113 oral presentations and 219 poster

presentations for the 323 long and short accepted papers as well as nine papers accepted to the

Transactions of the Association for Computational Linguistics. To accommodate all the presentations

in a compressed timeframe, we opted to have plenary sessions for the invited talks and the winners of the

Best Paper Awards, while allotting three parallel oral sessions and thematically related poster sessions

for all other presentations. We chose to have concurrent poster and oral sessions for several reasons.

First, this is the preferred model of the majority (51.6%) of participants who filled out the EMNLP 2015

post-conference survey. Second, this allows us to spread out the poster presentations across three days

in smaller thematically related clusters. Finally, this maximises the number of acceptances for the high

quality submissions we received; by having more poster sessions, we are able to maintain the acceptance

rates at the previous year’s level despite an increase in submissions by 40%.

It would not have been possible to properly handle such a large number of submissions without the

generous voluntary help from all the members of the program committee, which consists of 980 reviewers

overseen by 51 area chairs. We continued last year’s experiment of defining twelve relatively broad topic

areas and assigning multiple area chairs to facilitate consistent ranking of larger sets of papers. Most

technical program decisions, from the selection of papers to the modes of presentation to the choice of

outstanding papers, are primarily made in a bottom-up fashion: reviewers assessed and scored papers,

made recommendations for oral vs poster decisions, and marked papers suitable for best paper awards;

area chairs ensured the quality of assessments, encouraged discussions and assembled opinions into their

own recommendations; finally, we construct the technical program, considering the recommendations

from the area chairs while taking into account venue constraints and balance across areas. A new

experimental feature of this year’s EMNLP reviewing process is the “meta review,” in which the area

chairs briefly summarize the major discussions between the reviewers to give authors a more transparent

view of the process.

Per EMNLP tradition, awards are given to outstanding papers in three categories: Best Long Paper, Best

Short Paper, and Best Resource Paper. The selection process is bottom-up: based on the reviewers and

area chairs’ recommendations, we nominated four papers for each category; we invited expert members

to form a Best Papers committee for each category; each committee reviews the candidates and select

the winners. The awarded papers will be presented at a special plenary session on the last day of the

conference.

We are extremely grateful that three amazing speakers have agreed to give invited talks at EMNLP. Nando

de Freitas (Google Deepmind) will discuss simulated physical environments, and whether language

would benefit from the development of such environments, and could contribute toward improving such

environments and agents within them. Sharon Goldwater (University of Edinburgh) will describe work

on developing unsupervised speech technology for those of the world’s 7,000 or so languages not spoken

in large rich countries. Dan Jurafsky (Stanford University) will talk about processing the language

of policing to automatically measure linguistic aspects of the interaction from discourse factors like

conversational structure to social factors like respect.

The conference would not have been possible without the support of various people inside and outside

of the committee. In particular, we would like to thank:

• Martha Palmer, whose encouragement and advice as the general chair has been invaluable every

step of the way;

vii



• Chris Callison-Burch, who has given us excellent advice and support in his capacity as the SIGDAT

Secretary;

• Priscilla Rasmussen, who always has the right answers;

• Xavier Carreras and Kevin Duh, who generously shared their experiences as the chairs of EMNLP

2016;

• Anders Johannsen, who is lightning fast with website updates;

• Our 51 area chairs: David Bamman, Mohit Bansal, Roberto Basili, Chris Biemann, Jordan

Boyd-Graber, Marine Carpuat, Joyce Chai, David Chiang, Jinho Choi, Jennifer Chu-Carroll,

Trevor Cohn, Cristian Danescu-Niculescu-Mizil, Dipanjan Das, Hal Daume, Mona Diab, Mark

Dredze, Jacob Eisenstein, Sanja Fidler, Alona Fyshe, Dan Gildea, Ed Grefenstette, Hannaneh

Hajishirzi, Julia Hockenmaier, Kentaro Inui, Jing Jiang, Philipp Koehn, Mamoru Komachi, Anna

Korhonen, Tom Kwiatkowski, Gina Levow, Bing Liu, Nitin Madnani, Mausam, Rada Mihalcea,

Marie-Francine Moens, Saif M. Mohammad, Mari Ostendorf, Sameer Pradhan, Alexander Rush,

Anoop Sarkar, William Schuler, Hinrich Schütze, Sameer Singh, Thamar Solorio, Vivek Srikumar,

Amanda Stent, Tomek Strzalkowski, Mihai Surdeanu, Andreas Vlachos, Scott Wen-tau Yih, Zhang

Yue;

• The best papers award committee members: Chris Brew, Mike Collins, Kevin Duh, Adam Lopez,

Ani Nenkova, Bonnie Webber, Luke Zettlemoyer;

• Preethi Raghavan and Siddharth Patwardhan, the publications co-chairs and Joachim Bingel, the

conference handbook chair;

• Dirk Hovy and Anders Søgaard, the local arrangements co-chairs;

• Rich Gerber and Paolo Gai at SoftConf.

Finally, we’d like to thank SIGDAT for the opportunity to serve as Program Co-Chairs of EMNLP 2017.

It is an honor and a rewarding learning experience. We hope you will be as inspired by the technical

program as we are.

EMNLP 2017 Program Co-Chairs

Rebecca Hwa, University of Pittsburg

Sebastian Riedel, University College London
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Handbook Proofreader
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Conference App Chair
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Yonatan Bisk, University of Southern California, ISI

SIGDAT Liason
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Program Committee Co-chairs

Rebecca Hwa, University of Pittsburgh
Sebastian Riedel, University College London

Area Chairs

Information Extraction, Information Retrieval, and Question Answering

Mihai Surdeanu, University of Arizona
Jing Jiang, Singapore Management University
Hinrich Schütze, LMU Munich
Sameer Singh, UC Irvine
Scott Wen-tau Yih, MSR
Tomek Strzalkowski, SUNY Albany

Language and Vision

Sanja Fidler, University of Toronto
Hannaneh Hajishirzi, University of Washington

Linguistic Theories and Psycholinguistics

William Schuler, The Ohio State University

Machine Learning

Mohit Bansal, UNC Chapel Hill
Jordan Boyd-Graber, University of Colorado
Trevor Cohn, University of Melbourne
Hal Daumé, University of Maryland
Alona Fyshe, University of Victoria
Anoop Sarkar, Simon Fraser University

Machine Translation and Multilinguality

Marine Carpuat, University of Maryland
David Chiang, University of Notre Dame
Mona Diab, George Washington University
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Segmentation, Tagging, and Parsing

Jinho Choi, Emory University
Julia Hockenmaier, University of Illinois at Urbana-Champaign
Alexander Rush, Harvard University
Zhang Yue, Singapore University of Technology and Design

Semantics

Roberto Basili, University of Roma, Tor Vergata
Chris Biemann, University of Hamburg
Ed Grefenstette, DeepMind
Tom Kwiatkowski, Google
Sameer Pradhan, cemantix.org and Boulder Learning, Inc
Vivek Srikumar, University of Utah

Sentiment Analysis and Opinion Mining

Bing Liu, University of Illinois at Chicago
Rada Mihalcea, University of Michigan
Saif M. Mohammad, National Research Council Canada

Social Media and Computational Social Science

David Bamman, University of California, Berkeley
Cristian Danescu-Niculescu-Mizil, Cornell University
Mark Dredze, Johns Hopkins University
Jacob Eisenstein, Georgia Tech

Spoken Language Processing

Mari Ostendorf, University of Washington

Summarization, Generation, Discourse, Dialogue

Joyce Chai, Michigan State University
Jennifer Chu-Carroll, Elemental Cognition
Kentaro Inui, Tohoku University
Gina Levow, University of Washington
Amanda Stent, Bloomberg LP

Text Mining and NLP Applications

Dipanjan Das, Google
Mamoru Komachi, Tokyo Metropolitan University
Anna Korhonen, University of Cambridge
Nitin Madnani, Educational Testing Service (ETS)
Marie-Francine Moens, KU Leuven
Thamar Solorio, University of Houston
Andreas Vlachos, University of Sheffield

Primary Reviewers

Muhammad Abdul-Mageed; Amjad Abu-Jbara; Heike Adel; Željko Agić; Eneko Agirre; Salah Ait-
Mokhtar; Ahmet Aker; Cem Akkaya; Afra Alishahi; Alexandre Allauzen; Tim Althoff; Carlos Alzate;
Bharat Ram Ambati; Antonios Anastasopoulos; Daniel Andor; Jacob Andreas; Nicholas Andrews;
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Anietie Andy; Gabor Angeli; Marianna Apidianaki; Yuki Arase; Arturo Argueta; Ron Artstein; Yoav
Artzi; Ehsaneddin Asgari; Nicholas Asher; Ramón Astudillo; Isabelle Augenstein; Michael Auli; Eleft-
herios Avramidis; amittai axelrod; Wilker Aziz; Yoram Bachrach; Hessam Bagherinezhad; Collin
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Miguel Ballesteros; Siddhartha Banerjee; Chitta Baral; Marco Baroni; Alberto Barrón-Cedeño; Pier-
paolo Basile; Fernando Batista; Riza Theresa Batista-Navarro; Timo Baumann; Daniel Beck; Beata
Beigman Klebanov; Núria Bel; Yonatan Belinkov; Dane Bell; Eric Bell; Kedar Bellare; Islam Belt-
agy; Anja Belz; Emily M. Bender; Darina Benikova; Luciana Benotti; Jonathan Berant; Taylor Berg-
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Gonzalez; Matthew R. Gormley; Cyril Goutte; Amit Goyal; Pawan Goyal; Joao Graca; David Grang-
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Navarro; Roberto Navigli; Adeline Nazarenko; Mark-Jan Nederhof; Arvind Neelakantan; Sapna Negi;
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Invited Speaker: Dan Jurafsky, Stanford University
"Does This Vehicle Belong to You”? Processing the Language of Policing

for Improving Police-Community Relations"

Abstract: Police body-cameras have the potential to play an important role in understanding and im-
proving police-community relations. In this talk I describe a series of studies conducted by our large
interdisciplinary team at Stanford that use speech and natural language processing on body-camera
recordings to model the interactions between police officers and community members in traffic stops.
We use text and speech features to automatically measure linguistic aspects of the interaction, from
discourse factors like conversational structure to social factors like respect. I describe the differences
we find in the language directed toward black versus white community members, and offer suggestions
for how these findings can be used to help improve the fraught relations between police officers and the
communities they serve.

Bio: Dan Jurafsky is Professor and Chair of Linguistics and Professor of Computer Science, at Stanford
University. His research has focused on the extraction of meaning, intention, and affect from text and
speech, on the processing of Chinese, and on applying natural language processing to the cognitive
and social sciences. Dan’s deep interest in NLP education led him to co-write with Jim Martin the
widely-used textbook "Speech and Language Processing” (whose 3rd edition is in (slow) progress) and
co-teach with Chris Manning the first massive open online class on natural language processing. Dan
was the recipient of the 2002 MacArthur Fellowship and is a 2015 James Beard Award Nominee for his
book, "The Language of Food: A Linguist Reads the Menu".

Invited Speaker: Sharon Goldwater, University of Edinburgh
Towards more universal language technology: unsupervised learning

from speech

Abstract: Speech and language processing has advanced enormously in the last decade, with successful
applications in machine translation, voice-activated search, and even language-enabled personal assis-
tants. Yet these systems typically still rely on learning from very large quantities of human-annotated
data. These resource-intensive methods mean that effective technology is available for only a tiny
fraction of the world’s 7000 or so languages, mainly those spoken in large rich countries.

This talk describes our recent work on developing unsupervised speech technology, where transcripts
and pronunciation dictionaries are not used. The work is inspired by considering both how young infants
may begin to acquire the sounds and words of their language, and howwemight develop systems to help
linguists analyze and document endangered languages. I will first present work on learning from speech
audio alone, where the system must learn to segment the speech stream into word tokens and cluster
repeated instances of the same word together to learn a lexicon of vocabulary items. The approach
combines Bayesian and neural network methods to address learning at the word and sub-word levels.

Bio: Sharon Goldwater is a Reader at the University of Edinburgh’s School of Informatics, where she
is a member of the Institute for Language, Cognition and Computation. She received her PhD in 2007
from Brown University and spent two years as a postdoctoral researcher at Stanford University before
moving to Edinburgh. Her research interests include unsupervised learning for speech and language
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processing, computer modelling of language acquisition in children, and computational studies of lan-
guage use. Dr. Goldwater co-chaired the 2014 Conference of the European Chapter of the Association
for Computational Linguistics and is Chair-Elect of EACL. She has served on the editorial boards of the
Transactions of the Association for Computational Linguistics, the Computational Linguistics journal,
and OPEN MIND: Advances in Cognitive Science (a new open-access journal). In 2016, she received
the Roger Needham Award from the British Computer Society, awarded for "distinguished research
contribution in computer science by a UK-based researcher who has completed up to 10 years of post-
doctoral research."

Invited Speaker: Nando de Freitas, Google Deepmind
Physical simulation, learning and language

Abstract: Simulated physical environments, with common physical laws, objects and agents with
bodies, provide us with consistency to facilitate transfer and continual learning. In such environments,
research topics such as learning to experiment, learning to learn and emergent communication can be
easily explored. Given the relevance of these topics to language, it is natural to ask ourselves whether
research in language would benefit from the development of such environments, and whether language
can contribute toward improving such environments and agents within them. This talk will provide
an overview of some of these environments, discuss learning to learn and its potential relevance to
language, and present some deep reinforcement learning agents that capitalize on formal language
instructions to develop disentangled interpretable representations that allow them to generalize to a
wide variety of zero-shot semantic tasks. The talk will pose more questions than answers in the hope
of stimulating discussion.

Bio: I was born in Zimbabwe, with malaria. I was a refugee from the war in Mocambique and thanks
to my parents getting in debt to buy me a passport from a corrupt official, I grew up in Portugal without
water and electricity, before the EU got there, and without my parents who were busy making money
to pay their debt. At 8, I joined my parents in Venezuela and began school in the hood; see City of
God. I moved to South Africa after high-school and sold beer illegally in black-townships for a living
until 1991. Apartheid was the worst thing I ever experienced. I did my BSc in electrical engineering
and MSc in control at the University of the Witwatersrand, where I strived to be the best student to
prove to racists that anyone can do it. I did my PhD on Bayesian methods for neural networks at Trinity
College, Cambridge University. I did a postdoc in Artificial Intelligence at UC Berkeley. I became a
Full Professor at the University of British Columbia, before joining the University of Oxford in 2013.
I quit Oxford in 2017 to join DeepMind full-time, where I lead the Machine Learning team. I aim
to solve intelligence so that future generations have a better life. I have been a Senior Fellow of the
Canadian Institute for Advanced Research for a long time. Some of my recent awards, mostly thanks
to my collaborators, include: Best Paper Award at the International Conference on Machine Learning
(2016), Best Paper Award at the International Conference on Learning Representations (2016), Winner
of round 5 of the Yelp Dataset Challenge (2015), Distinguished Paper Award at the International Joint
Conference on Artificial Intelligence (2013), Charles A. McDowell Award for Excellence in Research
(2012), and Mathematics of Information Technology and Complex Systems Young Researcher Award
(2010).
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The Promise of Premise: Harnessing Question Premises in Visual Question Answer-

ing

Aroma Mahendru, Viraj Prabhu, Akrit Mohapatra, Dhruv Batra and Stefan Lee

Guided Open Vocabulary Image Captioning with Constrained Beam Search

Peter Anderson, Basura Fernando, Mark Johnson and Stephen Gould

Zero-Shot Activity Recognition with Verb Attribute Induction

Rowan Zellers and Yejin Choi

Deriving continous grounded meaning representations from referentially structured

multimodal contexts

Sina Zarrieß and David Schlangen

Hierarchically-Attentive RNN for Album Summarization and Storytelling

Licheng Yu, Mohit Bansal and Tamara Berg

Video Highlight Prediction Using Audience Chat Reactions

Cheng-Yang Fu, Joon Lee, Mohit Bansal and Alexander Berg
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Saturday, September 9, 2017 (continued)

Reinforced Video Captioning with Entailment Rewards

Ramakanth Pasunuru and Mohit Bansal

Evaluating Hierarchies of Verb Argument Structure with Hierarchical Clustering

Jesse Mu, Joshua K. Hartshorne and Timothy O’Donnell

Incorporating Global Visual Features into Attention-based Neural Machine Trans-

lation.

Iacer Calixto and Qun Liu

Mapping Instructions and Visual Observations to Actions with Reinforcement

Learning

Dipendra Misra, John Langford and Yoav Artzi

An analysis of eye-movements during reading for the detection of mild cognitive

impairment

Kathleen C. Fraser, Kristina Lundholm Fors, Dimitrios Kokkinakis and Arto Nord-
lund

Evaluating Low-Level Speech Features Against Human Perceptual Data

Caitlin Richter, Naomi H Feldman, Harini Salgado and Aren Jansen

Sunday, September 10, 2017

07:30–17:30 Registration Day 2

08:00–09:00 Morning Coffee

li



Sunday, September 10, 2017 (continued)

09:00–10:00 Plenary Session. Invited Talk by Sharon Goldwater

09:00–10:00 Towards more universal language technology: unsupervised learning from speech

Sharon Goldwater

10:00–10:30 Coffee Break

10:30–12:10 Session 4A: Reading and Retrieving

10:30–10:55 A Structured Learning Approach to Temporal Relation Extraction

Qiang Ning, Zhili Feng and Dan Roth

10:55–11:20 Importance sampling for unbiased on-demand evaluation of knowledge base popu-

lation

Arun Chaganty, Ashwin Paranjape, Percy Liang and Christopher D. Manning

11:20–11:45 PACRR: A Position-Aware Neural IR Model for Relevance Matching

Kai Hui, Andrew Yates, Klaus Berberich and Gerard de Melo

11:45–12:10 Globally Normalized Reader

Jonathan Raiman and John Miller

10:30–12:10 Session 4B: Multimodal NLP 2

10:30–10:55 Speech segmentation with a neural encoder model of working memory

Micha Elsner and Cory Shain

10:55–11:20 Speaking, Seeing, Understanding: Correlating semantic models with conceptual

representation in the brain

Luana Bulat, Stephen Clark and Ekaterina Shutova

11:20–11:45 Multi-modal Summarization for Asynchronous Collection of Text, Image, Audio and

Video

Haoran Li, Junnan Zhu, Cong Ma, Jiajun Zhang and Chengqing Zong

11:45–12:10 Tensor Fusion Network for Multimodal Sentiment Analysis

Amir Zadeh, Minghai Chen, Soujanya Poria, Erik Cambria and Louis-Philippe
Morency

lii



Sunday, September 10, 2017 (continued)

10:30–12:10 Session 4C: Human Centered NLP and Linguistic Theory

10:30–10:55 ConStance: Modeling Annotation Contexts to Improve Stance Classification

Kenneth Joseph, Lisa Friedland, William Hobbs, David Lazer and Oren Tsur

10:55–11:20 Deeper Attention to Abusive User Content Moderation

John Pavlopoulos, Prodromos Malakasiotis and Ion Androutsopoulos

11:20–11:45 Outta Control: Laws of Semantic Change and Inherent Biases in Word Representa-

tion Models

Haim Dubossarsky, Daphna Weinshall and Eitan Grossman

11:45–12:10 Human Centered NLP with User-Factor Adaptation

Veronica Lynn, Youngseo Son, Vivek Kulkarni, Niranjan Balasubramanian and H.
Andrew Schwartz

10:30–12:10 Session 4D: Poster Session. Semantics 2

Neural Sequence Learning Models for Word Sense Disambiguation

Alessandro Raganato, Claudio Delli Bovi and Roberto Navigli

Learning Word Relatedness over Time

Guy D. Rosin, Eytan Adar and Kira Radinsky

Inter-Weighted Alignment Network for Sentence Pair Modeling

Gehui Shen, Yunlun Yang and Zhi-Hong Deng

A Short Survey on Taxonomy Learning from Text Corpora: Issues, Resources and

Recent Advances

Chengyu Wang, Xiaofeng He and Aoying Zhou

Idiom-Aware Compositional Distributed Semantics

Pengfei Liu, Kaiyu Qian, Xipeng Qiu and Xuanjing Huang

Macro Grammars and Holistic Triggering for Efficient Semantic Parsing

Yuchen Zhang, Panupong Pasupat and Percy Liang

liii



Sunday, September 10, 2017 (continued)

A Continuously Growing Dataset of Sentential Paraphrases

Wuwei Lan, Siyu Qiu, Hua He and Wei Xu

Cross-domain Semantic Parsing via Paraphrasing

Yu Su and Xifeng Yan

A Joint Sequential and Relational Model for Frame-Semantic Parsing

Bishan Yang and Tom Mitchell

Getting the Most out of AMR Parsing

Chuan Wang and Nianwen Xue

AMR Parsing using Stack-LSTMs

Miguel Ballesteros and Yaser Al-Onaizan

An End-to-End Deep Framework for Answer Triggering with a Novel Group-Level

Objective

Jie Zhao, Yu Su, Ziyu Guan and Huan Sun

Predicting Word Association Strengths

Andrew Cattle and Xiaojuan Ma

10:30–12:10 Session 4E: Poster Session. Discourse

Learning Contextually Informed Representations for Linear-Time Discourse Pars-

ing

Yang Liu and Mirella Lapata

Multi-task Attention-based Neural Networks for Implicit Discourse Relationship

Representation and Identification

Man Lan, Jianxiang Wang, Yuanbin Wu, Zheng-Yu Niu and Haifeng Wang

Chinese Zero Pronoun Resolution with Deep Memory Network

Qingyu Yin, Yu Zhang, Weinan Zhang and Ting Liu

How much progress have we made on RST discourse parsing? A replication study

of recent results on the RST-DT

Mathieu Morey, Philippe Muller and Nicholas Asher

liv



Sunday, September 10, 2017 (continued)

What is it? Disambiguating the different readings of the pronoun ‘it’

Sharid Loáiciga, Liane Guillou and Christian Hardmeier

Revisiting Selectional Preferences for Coreference Resolution

Benjamin Heinzerling, Nafise Sadat Moosavi and Michael Strube

Learning to Rank Semantic Coherence for Topic Segmentation

Liang Wang, Sujian Li, Yajuan Lv and Houfeng WANG

GRASP: Rich Patterns for Argumentation Mining

Eyal Shnarch, Ran Levy, Vikas Raykar and Noam Slonim

Patterns of Argumentation Strategies across Topics

Khalid Al Khatib, Henning Wachsmuth, Matthias Hagen and Benno Stein

Using Argument-based Features to Predict and Analyse Review Helpfulness

Haijing Liu, Yang Gao, Pin Lv, Mengxue Li, Shiqiang Geng, Minglan Li and Hao
Wang

Here’s My Point: Joint Pointer Architecture for Argument Mining

Peter Potash, Alexey Romanov and Anna Rumshisky

Identifying attack and support argumentative relations using deep learning

Oana Cocarascu and Francesca Toni

lv



Sunday, September 10, 2017 (continued)

10:30–12:10 Session 4F: Poster Session. Machine Translation and Multilingual NLP 1

Neural Lattice-to-Sequence Models for Uncertain Inputs

Matthias Sperber, Graham Neubig, Jan Niehues and Alex Waibel

Memory-augmented Neural Machine Translation

Yang Feng, Shiyue Zhang, Andi Zhang, Dong Wang and Andrew Abel

Dynamic Data Selection for Neural Machine Translation

Marlies van der Wees, Arianna Bisazza and Christof Monz

Neural Machine Translation Leveraging Phrase-based Models in a Hybrid Search

Leonard Dahlmann, Evgeny Matusov, Pavel Petrushkov and Shahram Khadivi

Translating Phrases in Neural Machine Translation

Xing Wang, Zhaopeng Tu, Deyi Xiong and Min Zhang

Towards Bidirectional Hierarchical Representations for Attention-based Neural

Machine Translation

Baosong Yang, Derek F. Wong, Tong Xiao, Lidia S. Chao and Jingbo Zhu

Massive Exploration of Neural Machine Translation Architectures

Denny Britz, Anna Goldie, Minh-Thang Luong and Quoc Le

Learning Translations via Matrix Completion

Derry Tanti Wijaya, Brendan Callahan, John Hewitt, Jie Gao, Xiao Ling, Marianna
Apidianaki and Chris Callison-Burch

Reinforcement Learning for Bandit Neural Machine Translation with Simulated Hu-

man Feedback

Khanh Nguyen, Hal Daumé III and Jordan Boyd-Graber

Towards Compact and Fast Neural Machine Translation Using a Combined Method

Xiaowei Zhang, Wei Chen, Feng Wang, Shuang Xu and Bo Xu

Instance Weighting for Neural Machine Translation Domain Adaptation

Rui Wang, Masao Utiyama, Lemao Liu, Kehai Chen and Eiichiro Sumita
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Sunday, September 10, 2017 (continued)

Regularization techniques for fine-tuning in neural machine translation

Antonio Valerio Miceli Barone, Barry Haddow, Ulrich Germann and Rico Sennrich

Source-Side Left-to-Right or Target-Side Left-to-Right? An Empirical Comparison

of Two Phrase-Based Decoding Algorithms

Yin-Wen Chang and Michael Collins

Using Target-side Monolingual Data for Neural Machine Translation through

Multi-task Learning

Tobias Domhan and Felix Hieber

12:10–13:40 Lunch

12:40–13:40 SIGDAT Business Meeting

13:40–15:20 Session 5A: Semantics 3

13:40–14:05 Encoding Sentences with Graph Convolutional Networks for Semantic Role Label-

ing

Diego Marcheggiani and Ivan Titov

14:05–14:30 Neural Semantic Parsing with Type Constraints for Semi-Structured Tables

Jayant Krishnamurthy, Pradeep Dasigi and Matt Gardner

14:30–14:55 Joint Concept Learning and Semantic Parsing from Natural Language Explanations

Shashank Srivastava, Igor Labutov and Tom Mitchell

14:55–15:20 Grasping the Finer Point: A Supervised Similarity Network for Metaphor Detection

Marek Rei, Luana Bulat, Douwe Kiela and Ekaterina Shutova

lvii



Sunday, September 10, 2017 (continued)

13:40–15:20 Session 5B: Computational Social Science 1

13:40–14:05 Identifying civilians killed by police with distantly supervised entity-event extraction

Katherine Keith, Abram Handler, Michael Pinkham, Cara Magliozzi, Joshua Mc-
Duffie and Brendan O’Connor

14:05–14:30 Asking too much? The rhetorical role of questions in political discourse

Justine Zhang, Arthur Spirling and Cristian Danescu-Niculescu-Mizil

14:30–14:55 Detecting Perspectives in Political Debates

David Vilares and Yulan He

14:55–15:20 "i have a feeling trump will win..................": Forecasting Winners and Losers from

User Predictions on Twitter

Sandesh Swamy, Alan Ritter and Marie-Catherine de Marneffe

13:40–15:20 Session 5C: Sentiment Analysis 2

13:40–14:05 A Question Answering Approach for Emotion Cause Extraction

Lin Gui, Jiannan Hu, Yulan He, Ruifeng Xu, Lu Qin and Jiachen Du

14:05–14:30 Story Comprehension for Predicting What Happens Next

Snigdha Chaturvedi, Haoruo Peng and Dan Roth

14:30–14:55 Using millions of emoji occurrences to learn any-domain representations for detect-

ing sentiment, emotion and sarcasm

Bjarke Felbo, Alan Mislove, Anders Søgaard, Iyad Rahwan and Sune Lehmann

14:55–15:20 Opinion Recommendation Using A Neural Model

Zhongqing Wang and Yue Zhang
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Sunday, September 10, 2017 (continued)

13:40–15:20 Session 5D: Poster Session. Syntax 3

CRF Autoencoder for Unsupervised Dependency Parsing

Jiong Cai, Yong Jiang and Kewei Tu

Efficient Discontinuous Phrase-Structure Parsing via the Generalized Maximum

Spanning Arborescence

Caio Corro, Joseph Le Roux and Mathieu Lacroix

Incremental Graph-based Neural Dependency Parsing

Xiaoqing Zheng

Neural Discontinuous Constituency Parsing

Miloš Stanojević and Raquel Garrido Alhama

Stack-based Multi-layer Attention for Transition-based Dependency Parsing

Zhirui Zhang, Shujie Liu, Mu Li, Ming Zhou and Enhong Chen

Dependency Grammar Induction with Neural Lexicalization and Big Training Data

Wenjuan Han, Yong Jiang and Kewei Tu

Combining Generative and Discriminative Approaches to Unsupervised Depen-

dency Parsing via Dual Decomposition

Yong Jiang, Wenjuan Han and Kewei Tu

Effective Inference for Generative Neural Parsing

Mitchell Stern, Daniel Fried and Dan Klein

Semi-supervised Structured Prediction with Neural CRF Autoencoder

Xiao Zhang, Yong Jiang, Hao Peng, Kewei Tu and Dan Goldwasser

TAG Parsing with Neural Networks and Vector Representations of Supertags

Jungo Kasai, Bob Frank, Tom McCoy, Owen Rambow and Alexis Nasr

lix



Sunday, September 10, 2017 (continued)

13:40–15:20 Session 5E: Poster Session. Relations

Global Normalization of Convolutional Neural Networks for Joint Entity and Rela-

tion Classification

Heike Adel and Hinrich Schütze

End-to-End Neural Relation Extraction with Global Optimization

Meishan Zhang, Yue Zhang and Guohong Fu

KGEval: Accuracy Estimation of Automatically Constructed Knowledge Graphs

Prakhar Ojha and Partha Talukdar

Sparsity and Noise: Where Knowledge Graph Embeddings Fall Short

Jay Pujara, Eriq Augustine and Lise Getoor

Dual Tensor Model for Detecting Asymmetric Lexico-Semantic Relations

Goran Glavaš and Simone Paolo Ponzetto

Incorporating Relation Paths in Neural Relation Extraction

Wenyuan Zeng, Yankai Lin, Zhiyuan Liu and Maosong Sun

Adversarial Training for Relation Extraction

Yi Wu, David Bamman and Stuart Russell

Context-Aware Representations for Knowledge Base Relation Extraction

Daniil Sorokin and Iryna Gurevych

A Soft-label Method for Noise-tolerant Distantly Supervised Relation Extraction

Tianyu Liu, Kexiang Wang, Baobao Chang and Zhifang Sui

A Sequential Model for Classifying Temporal Relations between Intra-Sentence

Events

Prafulla Kumar Choubey and Ruihong Huang

Deep Residual Learning for Weakly-Supervised Relation Extraction

YiYao Huang and William Yang Wang

lx



Sunday, September 10, 2017 (continued)

Noise-Clustered Distant Supervision for Relation Extraction: A Nonparametric

Bayesian Perspective

Qing Zhang and Houfeng Wang

Exploring Vector Spaces for Semantic Relations

Kata Gábor, Haifa Zargayouna, Isabelle Tellier, Davide Buscaldi and Thierry
Charnois

Temporal dynamics of semantic relations in word embeddings: an application to

predicting armed conflict participants

Andrey Kutuzov, Erik Velldal and Lilja Øvrelid

13:40–15:20 Session 5F: Poster Session. Language Models, Text Mining, and Crowd Sourc-

ing

Dynamic Entity Representations in Neural Language Models

Yangfeng Ji, Chenhao Tan, Sebastian Martschat, Yejin Choi and Noah A. Smith

Towards Quantum Language Models

Ivano Basile and Fabio Tamburini

Reference-Aware Language Models

Zichao Yang, Phil Blunsom, Chris Dyer and Wang Ling

A Simple Language Model based on PMI Matrix Approximations

Oren Melamud, Ido Dagan and Jacob Goldberger

Syllable-aware Neural Language Models: A Failure to Beat Character-aware Ones

Zhenisbek Assylbekov, Rustem Takhanov, Bagdat Myrzakhmetov and Jonathan N.
Washington

Inducing Semantic Micro-Clusters from Deep Multi-View Representations of Novels

Lea Frermann and György Szarvas

Initializing Convolutional Filters with Semantic Features for Text Classification

Shen Li, Zhe Zhao, Tao Liu, Renfen Hu and Xiaoyong Du

Shortest-Path Graph Kernels for Document Similarity

Giannis Nikolentzos, Polykarpos Meladianos, Francois Rousseau, Yannis Stavrakas
and Michalis Vazirgiannis
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Sunday, September 10, 2017 (continued)

Adapting Topic Models using Lexical Associations with Tree Priors

Weiwei Yang, Jordan Boyd-Graber and Philip Resnik

Finding Patterns in Noisy Crowds: Regression-based Annotation Aggregation for

Crowdsourced Data

Natalie Parde and Rodney Nielsen

CROWD-IN-THE-LOOP: A Hybrid Approach for Annotating Semantic Roles

Chenguang Wang, Alan Akbik, laura chiticariu, Yunyao Li, Fei Xia and Anbang Xu

A Joint Many-Task Model: Growing a Neural Network for Multiple NLP Tasks

Kazuma Hashimoto, caiming xiong, Yoshimasa Tsuruoka and Richard Socher

15:20–15:50 Coffee Break

15:50–17:30 Session 6A: Machine Translation 2

15:50–16:15 Earth Mover’s Distance Minimization for Unsupervised Bilingual Lexicon Induc-

tion

Meng Zhang, Yang Liu, Huanbo Luan and Maosong Sun

16:15–16:40 Unfolding and Shrinking Neural Machine Translation Ensembles

Felix Stahlberg and Bill Byrne

16:40–17:05 Graph Convolutional Encoders for Syntax-aware Neural Machine Translation

Joost Bastings, Ivan Titov, Wilker Aziz, Diego Marcheggiani and Khalil Simaan

17:05–17:30 Trainable Greedy Decoding for Neural Machine Translation

Jiatao Gu, Kyunghyun Cho and Victor O.K. Li
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Sunday, September 10, 2017 (continued)

15:50–17:30 Session 6B: Text Mining and NLP applications

15:50–16:15 Satirical News Detection and Analysis using Attention Mechanism and Linguistic

Features

Fan Yang, Arjun Mukherjee and Eduard Dragut

16:15–16:40 Fine Grained Citation Span for References in Wikipedia

Besnik Fetahu, Katja Markert and Avishek Anand

16:40–17:05 Joint Modeling of Topics, Citations, and Topical Authority in Academic Corpora

Jooyeon Kim, Dongwoo Kim and Alice Oh

17:05–17:30 Identifying Semantic Edit Intentions from Revisions in Wikipedia

Diyi Yang, Aaron Halfaker, Robert Kraut and Eduard Hovy

15:50–17:30 Session 6C: Machine Comprehension

15:50–16:15 Accurate Supervised and Semi-Supervised Machine Reading for Long Documents

Daniel Hewlett, Llion Jones, Alexandre Lacoste and izzeddin gur

16:15–16:40 Adversarial Examples for Evaluating Reading Comprehension Systems

Robin Jia and Percy Liang

16:40–17:05 Reasoning with Heterogeneous Knowledge for Commonsense Machine Comprehen-

sion

Hongyu Lin, Le Sun and Xianpei Han

17:05–17:30 Document-Level Multi-Aspect Sentiment Classification as Machine Comprehension

Yichun Yin, Yangqiu Song and Ming Zhang

lxiii



Sunday, September 10, 2017 (continued)

15:50–17:30 Session 6D: Poster Session. Summarization, Generation, Dialog, and Discourse

1

What is the Essence of a Claim? Cross-Domain Claim Identification

Johannes Daxenberger, Steffen Eger, Ivan Habernal, Christian Stab and Iryna
Gurevych

Identifying Where to Focus in Reading Comprehension for Neural Question Gener-

ation

Xinya Du and Claire Cardie

Break it Down for Me: A Study in Automated Lyric Annotation

Lucas Sterckx, Jason Naradowsky, Bill Byrne, Thomas Demeester and Chris De-
velder

Cascaded Attention based Unsupervised Information Distillation for Compressive

Summarization

Piji Li, Wai Lam, Lidong Bing, Weiwei Guo and Hang Li

Deep Recurrent Generative Decoder for Abstractive Text Summarization

Piji Li, Wai Lam, Lidong Bing and Zihao Wang

Extractive Summarization Using Multi-Task Learning with Document Classification

Masaru Isonuma, Toru Fujino, Junichiro Mori, Yutaka Matsuo and Ichiro Sakata

Towards Automatic Construction of News Overview Articles by News Synthesis

Jianmin Zhang and Xiaojun Wan

Joint Syntacto-Discourse Parsing and the Syntacto-Discourse Treebank

Kai Zhao and Liang Huang

Event Coreference Resolution by Iteratively Unfolding Inter-dependencies among

Events

Prafulla Kumar Choubey and Ruihong Huang

When to Finish? Optimal Beam Search for Neural Text Generation (modulo beam

size)

Liang Huang, Kai Zhao and Mingbo Ma

Steering Output Style and Topic in Neural Response Generation

Di Wang, Nebojsa Jojic, Chris Brockett and Eric Nyberg

lxiv



Sunday, September 10, 2017 (continued)

15:50–17:30 Session 6E: Poster Session. Summarization, Generation, Dialog, and Discourse

2

Preserving Distributional Information in Dialogue Act Classification

Quan Hung Tran, Ingrid Zukerman and Gholamreza Haffari

Adversarial Learning for Neural Dialogue Generation

Jiwei Li, Will Monroe, Tianlin Shi, Sébastien Jean, Alan Ritter and Dan Jurafsky

Using Context Information for Dialog Act Classification in DNN Framework

Yang Liu, Kun Han, Zhao Tan and Yun Lei

Modeling Dialogue Acts with Content Word Filtering and Speaker Preferences

Yohan Jo, Michael Yoder, Hyeju Jang and Carolyn Rose

Towards Implicit Content-Introducing for Generative Short-Text Conversation Sys-

tems

Lili Yao, Yaoyuan Zhang, Yansong Feng, Dongyan Zhao and Rui Yan

Affordable On-line Dialogue Policy Learning

Cheng Chang, Runzhe Yang, Lu Chen, Xiang Zhou and Kai Yu

Generating High-Quality and Informative Conversation Responses with Sequence-

to-Sequence Models

Yuanlong Shao, Stephan Gouws, Denny Britz, Anna Goldie, Brian Strope and Ray
Kurzweil

Bootstrapping incremental dialogue systems from minimal data: the generalisation

power of dialogue grammars

Arash Eshghi, Igor Shalyminov and Oliver Lemon

Composite Task-Completion Dialogue Policy Learning via Hierarchical Deep Re-

inforcement Learning

Baolin Peng, Xiujun Li, Lihong Li, Jianfeng Gao, Asli Celikyilmaz, Sungjin Lee
and Kam-Fai Wong

Why We Need New Evaluation Metrics for NLG

Jekaterina Novikova, Ondřej Dušek, Amanda Cercas Curry and Verena Rieser

Challenges in Data-to-Document Generation

Sam Wiseman, Stuart Shieber and Alexander Rush

lxv



Sunday, September 10, 2017 (continued)

15:50–17:30 Session 6F: Poster Session. Computational Social Science 2

All that is English may be Hindi: Enhancing language identification through auto-

matic ranking of the likeliness of word borrowing in social media

Jasabanta Patro, Bidisha Samanta, Saurabh Singh, Abhipsa Basu, Prithwish
Mukherjee, Monojit Choudhury and Animesh Mukherjee

Multi-View Unsupervised User Feature Embedding for Social Media-based Sub-

stance Use Prediction

Tao Ding, Warren K. Bickel and Shimei Pan

Demographic-aware word associations

Aparna Garimella, Carmen Banea and Rada Mihalcea

A Factored Neural Network Model for Characterizing Online Discussions in Vector

Space

Hao Cheng, Hao Fang and Mari Ostendorf

Dimensions of Interpersonal Relationships: Corpus and Experiments

Farzana Rashid and Eduardo Blanco

Argument Mining on Twitter: Arguments, Facts and Sources

Mihai Dusmanu, Elena Cabrio and Serena Villata

Distinguishing Japanese Non-standard Usages from Standard Ones

Tatsuya Aoki, Ryohei Sasano, Hiroya Takamura and Manabu Okumura

Connotation Frames of Power and Agency in Modern Films

Maarten Sap, Marcella Cindy Prasettio, Ari Holtzman, Hannah Rashkin and Yejin
Choi

Controlling Human Perception of Basic User Traits

Daniel Preoţiuc-Pietro, Sharath Chandra Guntuku and Lyle Ungar

Topic Signatures in Political Campaign Speeches

Clément Gautrais, Peggy Cellier, René Quiniou and Alexandre Termier

Assessing Objective Recommendation Quality through Political Forecasting

H. Andrew Schwartz, Masoud Rouhizadeh, Michael Bishop, Philip Tetlock, Bar-
bara Mellers and Lyle Ungar
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Sunday, September 10, 2017 (continued)

Never Abandon Minorities: Exhaustive Extraction of Bursty Phrases on Microblogs

Using Set Cover Problem

Masumi Shirakawa, Takahiro Hara and Takuya Maekawa

18:00–22:00 Social Event

Monday, September 11, 2017

07:30–17:30 Registration Day 3

08:00–09:00 Morning Coffee

09:00–10:00 Plenary Session. Invited Talk by Dan Jurafsky

09:00–10:00 "Does This Vehicle Belong to You”? Processing the Language of Policing for Im-

proving Police-Community Relations

Dan Jurafsky

10:00–10:30 Coffee Break

10:30–12:10 Session 7A: Machine Learning 3

10:30–10:55 Maximum Margin Reward Networks for Learning from Explicit and Implicit Super-

vision

Haoruo Peng, Ming-Wei Chang and Wen-tau Yih

10:55–11:20 The Impact of Modeling Overall Argumentation with Tree Kernels

Henning Wachsmuth, Giovanni Da San Martino, Dora Kiesel and Benno Stein

11:20–11:45 Learning Generic Sentence Representations Using Convolutional Neural Networks

Zhe Gan, Yunchen Pu, Ricardo Henao, Chunyuan Li, Xiaodong He and Lawrence
Carin

11:45–12:10 Repeat before Forgetting: Spaced Repetition for Efficient and Effective Training of

Neural Networks

Hadi Amiri, Timothy Miller and Guergana Savova

lxvii



Monday, September 11, 2017 (continued)

10:30–12:10 Session 7B: Syntax 4

10:30–10:55 Part-of-Speech Tagging for Twitter with Adversarial Neural Networks

Tao Gui, Qi Zhang, Haoran Huang, Minlong Peng and Xuanjing Huang

10:55–11:20 Investigating Different Syntactic Context Types and Context Representations for

Learning Word Embeddings

Bofang Li, Tao Liu, Zhe Zhao, Buzhou Tang, Aleksandr Drozd, Anna Rogers and
Xiaoyong Du

11:20–11:45 Does syntax help discourse segmentation? Not so much

Chloé Braud, Ophélie Lacroix and Anders Søgaard

11:45–12:10 Nonparametric Bayesian Semi-supervised Word Segmentation

Ryo Fujii, Ryo Domoto and Daichi Mochihashi

10:30–12:10 Session 7C: Dialogue

10:30–10:55 Deal or No Deal? End-to-End Learning of Negotiation Dialogues

Mike Lewis, Denis Yarats, Yann Dauphin, Devi Parikh and Dhruv Batra

10:55–11:20 Agent-Aware Dropout DQN for Safe and Efficient On-line Dialogue Policy Learning

Lu Chen, Xiang Zhou, Cheng Chang, Runzhe Yang and Kai Yu

11:20–11:45 Towards Debate Automation: a Recurrent Model for Predicting Debate Winners

Peter Potash and Anna Rumshisky

11:45–12:10 Conversation Modeling on Reddit Using a Graph-Structured LSTM

Victoria Zayats and Mari Ostendorf
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Monday, September 11, 2017 (continued)

10:30–12:10 Session 7D: Poster Session. Machine Translation and Multilingual NLP 2

Joint Prediction of Word Alignment with Alignment Types

Anahita Mansouri Bigvand, Te Bu and Anoop Sarkar

Further Investigation into Reference Bias in Monolingual Evaluation of Machine

Translation

Qingsong Ma, Yvette Graham, Timothy Baldwin and Qun Liu

A Challenge Set Approach to Evaluating Machine Translation

Pierre Isabelle, Colin Cherry and George Foster

Knowledge Distillation for Bilingual Dictionary Induction

Ndapandula Nakashole and Raphael Flauger

Machine Translation, it’s a question of style, innit? The case of English tag ques-

tions

Rachel Bawden

Deciphering Related Languages

Nima Pourdamghani and Kevin Knight

Identifying Cognate Sets Across Dictionaries of Related Languages

Adam St Arnaud, David Beck and Grzegorz Kondrak

Learning Language Representations for Typology Prediction

Chaitanya Malaviya, Graham Neubig and Patrick Littell

Cheap Translation for Cross-Lingual Named Entity Recognition

Stephen Mayhew, Chen-Tse Tsai and Dan Roth

Cross-Lingual Induction and Transfer of Verb Classes Based on Word Vector Space

Specialisation

Ivan Vulić, Nikola Mrkšić and Anna Korhonen

Classification of telicity using cross-linguistic annotation projection

Annemarie Friedrich and Damyana Gateva

lxix



Monday, September 11, 2017 (continued)

Semantic Specialisation of Distributional Word Vector Spaces using Monolingual

and Cross-Lingual Constraints

Nikola Mrkšić, Ivan Vulić, Diarmuid Ó Séaghdha, Ira Leviant, Roi Reichart, Milica
Gašić, Anna Korhonen and Steve Young
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Abstract

Annotating large numbers of sentences

with senses is the heaviest requirement

of current Word Sense Disambiguation.

We present Train-O-Matic, a language-

independent method for generating mil-

lions of sense-annotated training instances

for virtually all meanings of words in

a language’s vocabulary. The approach

is fully automatic: no human interven-

tion is required and the only type of hu-

man knowledge used is a WordNet-like

resource. Train-O-Matic achieves consis-

tently state-of-the-art performance across

gold standard datasets and languages,

while at the same time removing the bur-

den of manual annotation. All the training

data is available for research purposes at

http://trainomatic.org.

1 Introduction

Word Sense Disambiguation (WSD) is a key task

in computational lexical semantics, inasmuch as

it addresses the lexical ambiguity of text by mak-

ing explicit the meaning of words occurring in a

given context (Navigli, 2009). Anyone who has

struggled with frustratingly unintelligible transla-

tions from an automatic system, or with the mean-

ing bias of search engines, can understand the im-

portance for an intelligent system to go beyond the

surface appearance of text.

There are two mainstream lines of research in

WSD: supervised and knowledge-based WSD. Su-

pervised WSD frames the problem as a classi-

cal machine learning task in which, first a train-

ing phase occurs aimed at learning a classification

model from sentences annotated with word senses

and, second the model is applied to previously-

unseen sentences focused on a target word. A key

difference from many other problems, however, is

that the classes to choose from (i.e., the senses of a

target word) vary for each word, therefore requir-

ing a separate training process to be performed on

a word by word basis. As a result, hundreds of

training instances are needed for each ambiguous

word in the vocabulary. This would necessitate

a million-item training set to be manually created

for each language of interest, an endeavour that is

currently beyond reach even in resource-rich lan-

guages like English.

The second paradigm, i.e., knowledge-based

WSD, takes a radically different approach: the

idea is to exploit a general-purpose knowledge

resource like WordNet (Fellbaum, 1998) to de-

velop an algorithm which can take advantage of

the structural and lexical-semantic information in

the resource to choose among the possible senses

of a target word occurring in context. For ex-

ample, a PageRank-based algorithm can be devel-

oped to determine the probability of a given sense

being reached starting from the senses of its con-

text words. Recent approaches of this kind have

been shown to obtain competitive results (Agirre

et al., 2014; Moro et al., 2014). However, due to

its inherent nature, knowledge-based WSD tends

to adopt bag-of-word approaches which do not ex-

ploit the local lexical context of a target word,

including function and collocation words, which

limits this approach in some cases.

In this paper we get the best of both worlds and

present Train-O-Matic, a novel method for gen-

erating huge high-quality training sets for all the

words in a language’s vocabulary. The approach is

language-independent, thanks to its use of a mul-

tilingual knowledge resource, BabelNet (Navigli

and Ponzetto, 2012), and it can be applied to any

kind of corpus. The training sets produced with

Train-O-Matic are shown to provide competitive

performance with those of manually and semi-

78



automatically tagged corpora. Moreover, state-of-

the-art performance is also reported for low re-

sourced languages (i.e., Italian and Spanish) and

domains, where manual training data is not avail-

able.

2 Building a Training Set from Scratch

In this Section we present Train-O-Matic, a

language-independent approach to the automatic

construction of a sense-tagged training set. Train-

O-Matic takes as input a corpus C (e.g.,

Wikipedia) and a semantic network G = (V,E).
We assume a WordNet-like structure of G, i.e., V
is the set of concepts (i.e., synsets) such that, for

each word w in the vocabulary, Senses(w) is the

set of vertices in V that are expressed by w, e.g.,

the WordNet synsets that include w as one of their

senses.

Train-O-Matic consists of three steps:

• Lexical profiling: for each vertex in the se-

mantic network, we compute its Personalized

PageRank vector, which provides its lexical-

semantic profile (Section 2.1).

• Sentence scoring: For each sentence con-

taining a word w, we compute a probability

distribution over all the senses of w based on

its context (Section 2.2).

• Sentence ranking and selection: for each

sense s of a word w in the vocabulary, we

select those sentences that are most likely to

use w in the sense of s (Section 2.3).

2.1 Lexical profiling

In terms of semantic networks the probability of

reaching a node v′ starting from v can be inter-

preted as a measure of relatedness between the

synsets v and v′. Thus we define the lexical profile

of a vertex v in a graph G = (V,E) as the prob-

ability distribution over all the vertices v′ in the

graph. Such distribution is computed by applying

the Personalized PagaRank algorithm, a variant of

the traditional PageRank (Brin and Page, 1998).

While the latter is equivalent to performing ran-

dom walks with uniform restart probability on ev-

ery vertex at each step, PPR, on the other hand,

makes the restart probability non-uniform, thereby

concentrating more probability mass in the sur-

roundings of those vertices having higher restart

probability. Formally, (P)PR is computed as fol-

lows:

v(t+1) = (1− α)v(0) + αMv(t) (1)

where M is the row-normalized adjacency ma-

trix of the semantic network, the restart probabil-

ity distribution is encoded by vector v(0), and α
is the well-known damping factor usually set to

0.85 (Brin and Page, 1998). If we set v(0) to a

unit probability vector (0, . . . , 0, 1, 0, . . . , 0), i.e.,

restart is always on a given vertex, PPR outputs the

probability of reaching every vertex starting from

the restart vertex after a certain number of steps.

This approach has been used in the literature to

create semantic signatures (i.e., profiles) of indi-

vidual concepts, i.e., vertices of the semantic net-

work (Pilehvar et al., 2013), and then to determine

the semantic similarity of concepts. As also done

by Pilehvar and Collier (2016), we instead use the

PPR vector as an estimate of the conditional prob-

ability of a word w′ given the target sense1 s ∈ V
of word w:

P (w′|s, w) =
maxs′∈Senses(w′) vs(s

′)

Z
(2)

where Z =
∑

w” P (w”|s, w) is a normalization

constant, vs is the vector resulting from an ade-

quate number of random walks used to calculate

PPR, and vs(s
′) is the vector component corre-

sponding to sense s′. To fix the number of iter-

ations needed to have a sufficiently accurate vec-

tor, we follow Lofgren et al. (2014) and set the

error δ = 0.00001 and the number of iterations to
1
δ
= 100, 000.

As a result of this lexical profiling step we have

a probability distribution over vocabulary words

for each given word sense of interest.

2.2 Sentence scoring

The objective of the second step is to score the im-

portance of word senses for each of the corpus sen-

tences which contain the word of interest. Given

a sentence σ = w1, w2, . . . , wn, for a given target

word w in the sentence (w ∈ σ), and for each of its

senses s ∈ Senses(w), we compute the probabil-

ity P (s|σ,w). Thanks to Bayes’ theorem we can

determine the probability of sense s of w given the

1Note that we use senses and concepts (synsets) inter-
changeably, because – given a word – a word sense unam-
biguously determines a concept (i.e., the synset it is contained
in) and vice versa.
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sentence as follows:

P (s|σ,w) =
P (σ|s, w)P (s|w)

P (σ|w)
(3)

=
P (w1, . . . , wn|s, w)P (s|w)

P (w1, . . . , wn|w)

∝ P (w1, . . . , wn|s, w)P (s|w) (4)

≈ P (w1|s, w) . . . P (wn|s, w)P (s|w)
(5)

where Formula 4 is proportional to the original

probability (due to removing the constant in the

denominator) and is approximated with Formula

5 due to the assumption of independence of the

words in the sentence. P (wi|s, w) is calculated as

in Formula 2 and P (s|w) is set to 1/|Senses(w)|
(recall that s is a sense of w). For example, given

the sentence σ = “A match is a tool for starting

a fire”, the target word w = match and its set of

senses Smatch = {s1
match

, s2
match

}, where s1
match

is the sense of lighter and s2
match

is the sense of

game match, we want to calculate the probability

of each si
match

∈ Smatch of being the correct sense

of match in the sentence σ. Following Formula 5

we have:

P (s1match|σ,match) ≈

P (tool|s1match,match)

· P (start|s1match,match)

· P (fire|s1match,match)

· P (s1match|match)

= 2.1 · 10−4 · 2 · 10−3 · 10−2 · 5 · 10−1

= 2.1 · 10−9

P (s2match|σ,match) ≈

P (tool|s2match,match)

· P (start|s2match,match)

· P (fire|s2match,match)

· P (s2match|match)

= 10−5 · 2.9 · 10−4 · 10−6 · 5 · 10−1

= 1.45 · 10−15

As can be seen, the first sense of match has a much

higher probability due to its stronger relatedness to

the other words in the context (i.e. start, fire and

tool). Note also that all the probabilities for the

second sense are at least one magnitude less than

the probability of the first sense.

2.3 Sense-based sentence ranking and

selection

Finally, for a given word w and a given sense

s1 ∈ Senses(w), we score each sentence σ in

which w appears and s1 is its most likely sense

according to a formula that takes into account the

difference between the first (i.e., s1) and the sec-

ond most likely sense of w in σ:

∆s1(σ) = P (s1|σ,w)− P (s2|σ,w) (6)

where s1 = argmaxs∈Senses(w) P (s|σ,w), and

s2 = argmaxs∈Senses(w)\{s1} P (s|σ,w). We

then sort all sentences based on ∆s1(·) and return

a ranked list of sentences where word w is most

likely to be sense-annotated with s1. Although we

recognize that other scoring strategies could have

been used, this was experimentally the most effec-

tive one when compared to alternative strategies,

i.e., the sense probability, the number of words re-

lated to the target word w, the sentence length or a

combination thereof.

3 Creating a Denser and Multilingual

Semantic Network

In the previous Section we assumed that WordNet

was our semantic network, with synsets as vertices

and edges represented by its semantic relations.

However, while its lexical coverage is high, with

a rich set of fine-grained synsets, at the relation

level WordNet provides mainly paradigmatic in-

formation, i.e., relations like hypernymy (is-a) and

meronymy (part-of). It lacks, on the other hand,

syntagmatic relations, such as those that connect

verb synsets to their arguments (e.g., the appro-

priate senses of eatv and foodn), or pairs of noun

synsets (e.g., the appropriate senses of busn and

drivern).

Intuitively, Train-O-Matic would suffer from

such a lack of syntagmatic relations, as the rel-

evance of a sense for a given word in a sen-

tence depends directly on the possibility of vis-

iting senses of the other words in the same sen-

tence (cf. Formula 5) via random walks as calcu-

lated with Formula 1. Such reachability depends

on the connections available between synsets. Be-

cause syntagmatic relations are sparse in Word-

Net, if it was used on its own, we would end

up with a poor ranking of sentences for any

given word sense. Moreover, even though the

methodology presented in Section 2 is language-

independent, Train-O-Matic would lack informa-
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mouse (animal) mouse (device)

WordNet WordNetBN WordNet WordNetBN

mouse1n mouse1n mouse4n mouse4n
tail1n little1a wheel1n computer1n
hairless1a rodent1n electronic device1n pad4n
rodent1n cheese1n ball3n cursor1n
trunk3n cat1n hand operated1n operating system1

n

elongate2a rat1n mouse button1n trackball1n
house mouse1n elephant1n cursor1n wheel1n
minuteness1n pet1n operate3v joystick1n
nude mouse1n experiment1n object1n Windows1n

Table 1: Top-ranking synsets of the PPR vectors computed on WordNet (first and third columns) and

WordNetBN (second and fourth columns) for mouse as animal (left) and as device (right).

tion (e.g. senses for a word in an arbitrary vocab-

ulary) for languages other than English.

To cope with these issues, we exploit Babel-

Net,2 a huge multilingual semantic network ob-

tained from the automatic integration of WordNet,

Wikipedia, Wiktionary and other resources (Nav-

igli and Ponzetto, 2012), and create the Babel-

Net subgraph induced by the WordNet vertices.

The result is a graph whose vertices are BabelNet

synsets that contain at least one WordNet synset

and whose edge set includes all those relations in

BabelNet coming either from WordNet itself or

from links in other resources mapped to Word-

Net (such as hyperlinks in a Wikipedia article con-

necting it to other articles). The greatest contribu-

tion of syntagmatic relations comes, indeed, from

Wikipedia, as its articles are linked to related ar-

ticles (e.g., the English Wikipedia Bus article3 is

linked to Passenger, Tourism, Bus lane, Timetable,

School, and many more).

Because not all Wikipedia (and other re-

sources’) pages are connected with the same

degree of relatedness (e.g., countries are often

linked, but they are not necessarily closely related

to the source article in which the link occurs),

we apply the following weighting strategy to each

edge (s, s′) ∈ E of our WordNet-induced sub-

graph of BabelNet G = (V,E):

w(s, s′) =

{

1 (s, s′) ∈ E(WordNet)

WO(s, s′) otherwise

(7)

where E(WordNet) is the edge set of the origi-

nal WordNet graph and WO(s, s′) is the weighted

2http://babelnet.org
3Retrieved on February 3rd, 2017.

overlap measure which calculates the similarity

between two synsets:

WO(s, s′) =

∑|S|
i=1(r

1
i
+ r2

i
)−1

∑|S|
i=1(2i)

−1

where r1
i

and r2
i

are the rankings of the i-th synsets

in the set S of the components in common between

the vectors associated with s and s′, respectively.

Because at this stage we still have to calculate

our synset vector representation, we use the pre-

computed NASARI vectors (Camacho-Collados

et al., 2015) to calculate WO. This choice is due

to WO’s higher performance over cosine similar-

ity for vectors with explicit dimensions (Pilehvar

et al., 2013).

As a result, each row of the original adjacency

matrix M of G will be replaced with the weights

calculated in Formula 7 and then normalized in

order to be ready for PPR calculation (see For-

mula 1). An idea of why a denser semantic net-

work has more useful connections and thus leads

to better results is provided by the example in

Table 14, where we show the highest-probability

synsets in the PPR vectors calculated with For-

mula 1 for two different senses of mouse (its

animal and device senses) when WordNet (left)

and our WordNet-induced subgraph of BabelNet

(WordNetBN , right) are used as the underlying

semantic network for PPR computation. Note

that WordNet’s top synsets are related to the tar-

get synset via paradigmatic (i.e., hypernymy and

meronymy) relations, while WordNetBN includes

many syntagmatically-related synsets (e.g., exper-

4We use the notation wk
p introduced in (Navigli, 2009) to

denote the k-th sense of word w with part-of-speech tag p.
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iment for the animal, and operating system and

Windows for the device sense, among others).

4 Experimental Setup

Corpora for sense annotation We used two dif-

ferent corpora to extract sentences: Wikipedia and

the United Nations Parallel Corpus (Ziemski et al.,

2016). The first is the largest and most up-to-date

encyclopedic resource, containing definitional in-

formation, the second, on the other hand, is a

public collection of parliamentary documents of

the United Nations. The application of Train-

O-Matic to the two corpora produced two sense-

annotated datasets, which we named T-O-MWiki

and T-O-MUN , respectively.

Semantic Network We created sense-annotated

corpora with Train-O-Matic both when using PPR

vectors computed from vanilla WordNet and when

using WordNetBN , our denser network obtained

from the WordNet-induced subgraph of BabelNet

(see Section 3).

Gold standard datasets We performed our

evaluations using the framework made available

by Raganato et al. (2017a) on five different all-

words datasets, namely: the Senseval-2 (Ed-

monds and Cotton, 2001), Senseval-3 (Snyder

and Palmer, 2004), SemEval-2007 (Pradhan et al.,

2007), SemEval-2013 (Navigli et al., 2013) and

SemEval-2015 (Moro and Navigli, 2015) WSD

datasets. We focused on nouns only, given the

fact that Wikipedia provides connections between

nominal synsets only, and therefore contributes

mainly to syntagmatic relations between nouns.

Comparison sense-annotated corpora To

show the impact of our T-O-M corpora in WSD,

we compared its performance on the above gold

standard datasets, against training with:

• SemCor (Miller et al., 1993), a corpus con-

taining about 226,000 words annotated man-

ually with WordNet senses.

• One Million Sense-Tagged Instances

(Taghipour and Ng, 2015, OMSTI), a

sense-annotated dataset obtained via a

semi-automatic approach based on the

disambiguation of a parallel corpus, i.e., the

United Nations Parallel Corpus, performed

by exploiting manually translated word

senses. Because OMSTI integrates SemCor

to increase coverage, to keep a level playing

field we excluded the latter from the corpus.

We note that T-O-M, instead, is fully automatic

and does not require any WSD-specific human in-

tervention nor any aligned corpus.

Reference system In all our experiments, we

used It Makes Sense (Zhong and Ng, 2010, IMS),

a state-of-the-art WSD system based on linear

Support Vector Machines, as our reference system

for comparing its performance when trained on T-

O-M, against the same WSD system trained on

other sense-annotated corpora (i.e., SemCor and

OMSTI). Following the WSD literature, unless

stated otherwise, we report performance in terms

of F1, i.e., the harmonic mean of precision and re-

call.

We note that it is not the purpose of this paper to

show that T-O-M, when integrated into IMS, beats

all other configurations or alternative systems, but

rather to fully automatize the WSD pipeline with

performances which are competitive with the state

of the art.

Baseline As a traditional baseline in WSD, we

used the Most Frequent Sense (MFS) baseline

given by the first sense in WordNet. The MFS is a

very competitive baseline, due to the sense skew-

ness phenomenon in language (Navigli, 2009).

Number of training sentences per sense Given

a target word w, we sorted its senses Senses(w)
following the WordNet ordering and selected the

top ki training sentences for the i-th sense accord-

ing to Formula 6, where:

ki =
1

iz
∗K (8)

with K = 500 and z = 2 which were tuned on a

separate small in-house development dataset5.

5 Results

5.1 Impact of syntagmatic relations

The first result we report regards the impact of

vanilla WordNet vs. our WordNet-induced sub-

graph of BabelNet (WordNetBN ) when calculat-

ing PPR vectors. As can be seen from Table 2 –

which shows the performance of the T-O-MWiki

corpora generated with the two semantic networks

– using WordNet for PPR computation decreases

550 word-sense pairs annotated manually.
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Dataset T-O-MWiki BN T-O-MWiki WN

Senseval-2 70.5 70.0

Senseval-3 67.4 63.1

SemEval-07 59.8 57.9

SemEval-13 65.5 63.7

SemEval-15 68.6 69.5

ALL 67.3 65.7

Table 2: F1 of IMS trained on T-O-M when PPR is

obtained from the WordNet graph (WN) and from

the WordNet-induced subgraph of BabelNet (BN).

the overall performance of IMS from 0.5 to around

4 points across the five datasets, with an overall

loss of 1.6 F1 points. Similar performance losses

were observed when using T-O-MUN (see Table

3). This corroborates our hunch discussed in Sec-

tion 3 that a resource like BabelNet can contribute

important syntagmatic relations that are beneficial

for identifying (and ranking high) sentences which

are semantically relevant for the target word sense.

In the following experiments, we report only re-

sults using WordNetBN .

5.2 Comparison against sense-annotated

corpora

We now move to comparing the performance of

T-O-M, which is fully automatic, against cor-

pora which are annotated manually (SemCor) and

semi-automatically (OMSTI). In Table 3 we show

the F1-score of IMS on each gold standard dataset

in the evaluation framework and on all datasets

merged together (last row), when it is trained with

the various corpora described above.

As can be seen, T-O-MWiki and T-O-MUN ob-

tain higher performance than OMSTI (up to 5.5
points above) on 3 out of 5 datasets, and, over-

all, T-O-MWiki scores 1 point above OMSTI. The

MFS is in the same ballpark as T-O-MWiki, per-

forming better on some datasets and worse on oth-

ers. We note that IMS trained on T-O-MWiki

succeeds in surpassing or obtaining the same re-

sults as IMS trained on SemCor on SemEval-

15 and SemEval-13. We view this as a signifi-

cant achievement given the total absence of man-

ual effort involved in T-O-M. Because overall

T-O-MWiki outperforms T-O-MUN , in what fol-

lows we report all the results with T-O-MWiki, ex-

cept for the domain-oriented evaluation (see Sec-

tion 5.4).

5.3 Performance without backoff strategy

IMS uses the MFS as a backoff strategy when no

sense can be output for a target word in context

(Zhong and Ng, 2010). Consequently, the perfor-

mance of the MFS is mixed up with that of the

SVM classifier. As shown in Table 4, OMSTI is

able to provide annotated sentences for roughly

half of the tokens in the datasets. Train-O-Matic,

on the other hand, is able to cover almost all words

in each dataset with at least one training sentence.

This means that in around 50% of cases OMSTI

gives an answer based on the IMS backoff strat-

egy.

To determine the real impact of the different

training data, we therefore decided to perform an

additional analysis of the IMS performance when

the MFS backoff strategy is disabled. Because

we suspected the system would not always return

a sense for each target word, in this experiment

we measured precision, recall and their harmonic

mean, i.e., F1. The results in Table 5 confirm our

hunch, showing that OMSTI’s recall drops heav-

ily, thereby affecting F1 considerably. T-O-M per-

formances, instead, remain high in terms of pre-

cision, recall and F1. This confirms that OMSTI

relies heavily on data (those obtained for the MFS

and from SemCor) that are produced manually,

rather than semi-automatically.

5.4 Domain-oriented WSD

To further inspect the ability of T-O-M to enable

disambiguation in different domains, we decided

to evaluate on specific documents from the vari-

ous gold standard datasets which could be clearly

assigned a domain label. Specifically, we tested on

13 SemEval-13 documents from various domains6

and 2 SemEval-15 documents (namely, maths &

computers, and biomedicine) and carried out two

separate tests and evaluations of T-O-M on each

domain: once using the MFS backoff strategy, and

once not using it. In Tables 6 and 7 we report the

results of both T-O-MWiki and T-O-MUN to deter-

mine the impact of the corpus type.

As can be seen in the tables, T-O-MWiki sys-

tematically attains higher scores than OMSTI (ex-

cept for the biology domain), and, in most cases,

attains higher scores than MFS when the backoff

is used, with a drastic, systematic increase over

OMSTI with both Train-O-Matic configurations

6Namely biology, climate, finance, health care, politics,
social issues and sport.
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Dataset Train-O-MaticWiki Train-O-MaticUN OMSTI SemCor MFS

Senseval-2 70.5 69.0 74.1 76.8 72.1

Senseval-3 67.4 68.3 67.2 73.8 72.0

SemEval-07 59.8 57.9 62.3 67.3 65.4

SemEval-13 65.5 62.5 62.8 65.5 63.0

SemEval-15 68.6 63.5 63.1 66.1 66.3

ALL 67.3 65.3 66.4 70.4 67.6

Table 3: F1 of IMS trained on Train-O-Matic, OMSTI and SemCor, and MFS for the Senseval-2,

Senseval-3, SemEval-07, SemEval-13 and SemEval-15 datasets.

Dataset OMSTI Train-O-Matic Total

Senseval-2 469 1005 1066

Senseval-3 494 860 900

Semeval-07 89 159 159

Semeval-13 757 1428 1644

Semeval-15 249 494 531

ALL 2058 3946 4300

Table 4: Number of nominal tokens for which at

least one training example is provided by OMSTI

or Train-O-Matic for each dataset.

Dataset
OMSTI Train-O-Matic

P R F1 P R F1

Senseval-2 64.8 28.5 39.6 69.5 65.5 67.4

Senseval-3 55.7 31.0 39.8 66.1 63.1 64.6

SemEval-07 64.1 35.9 46.0 59.8 59.8 59.8

SemEval-13 50.7 23.4 32.0 61.3 53.3 57.0

SemEval-15 57.0 26.7 36.4 67.0 62.3 64.6

ALL 56.5 27.0 36.5 65.1 59.7 62.3

Table 5: Precision, Recall and F1 of IMS trained

on OMSTI and Train-O-Matic corpus without

MFS backoff strategy for Senseval-2, Senseval-3,

SemEval-07, SemEval-13 and SemEval-15.

in recall and F1 when the backoff strategy is dis-

abled. This demonstrates the usefulness of the cor-

pora annotated by Train-O-Matic not only on open

text, but also on specific domains. We note that

T-O-MUN obtains the best results in the politics

domain, which is the closest domain to the UN

corpus from which its training sentences are ob-

tained.

6 Scaling up to Multiple Languages

Experimental Setup In this section we investi-

gate the ability of Train-O-Matic to scale to low-

resourced languages, such as Italian and Spanish,

for which training data for WSD is not available.

Thanks to BabelNet, in fact, Train-O-Matic can

be used to generate sense-annotated data for any

language supported by the knowledge base. Thus,

in order to build new training datasets for the two

languages, we ran Train-O-Matic on their corre-

sponding versions of Wikipedia, then we tuned the

two parameters K and z on an in-house develop-

ment dataset7. In contrast to the English setting, in

order to calculate Formula 8 we sorted the senses

of each word by vertex degree. Finally we used

the output data to train IMS.

Results To perform our evaluation we chose

the most recent multilingual task (SemEval 2015

task 13) which includes gold data for Italian and

Spanish. As can be seen from Table 8 Train-

O-Matic enabled IMS to perform better than the

best participating system (Manion and Sainudiin,

2014, SUDOKU) in all three settings (All do-

mains, Maths & Computer and Biomedicine). Its

performance was in fact, 1 to 3 points higher, with

a 6-point peak on Maths & Computer in Span-

ish and on Biomedicine in Italian. This demon-

strates the ability of Train-O-Matic to enable su-

pervised WSD systems to surpass state-of-the-

art knowledge-based WSD approaches in low-

resourced languages without relying on manually

curated data for training.

7 Related Work

There are two mainstream approaches to

Word Sense Disambiguation: supervised and

knowledge-based approaches. Both suffer in

different ways from the so-called knowledge

acquisition bottleneck, that is, the difficulty in

obtaining an adequate amount of lexical-semantic

data: for training in the case of supervised sys-

tems, and for enriching semantic networks in

the case of knowledge-based ones (Pilehvar and

7We set K = 100 and z = 2.3 for Spanish and K = 100

and z = 2.5 for Italian.
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Domain Backoff
T-O-MWiki T-O-MUN OMSTI SemCor MFS

Size
P R F1 P R F1 P R F1 F1 F1

Biology
MFS 63.0 63.0 63.0 65.9 65.9 65.9 65.9 65.9 65.9 66.3

64.4 135
- 59.0 53.3 56.0 62.3 56.3 59.2 48.1 18.5 26.7 -

Climate
MFS 68.1 68.1 68.1 63.4 63.4 63.4 68.0 68.0 68.0 70.1

67.5 194
- 63.4 50.0 55.9 57.5 45.4 50.7 58.0 24.2 34.2 -

Finance
MFS 68.0 68.0 68.0 56.6 56.6 56.6 64.4 64.4 64.4 63.7

56.2 219
- 62.1 51.6 56.4 48.4 40.2 43.9 57.4 28.3 37.9 -

Health Care
MFS 65.2 65.2 65.2 60.1 60.1 60.1 52.9 52.9 52.9 62.7

56.5 138
- 61.3 55.1 58.0 55.6 50.0 52.6 34.6 18.4 24.0 -

Politics
MFS 65.2 65.2 65.2 66.3 66.3 66.3 63.4 63.4 63.4 69.5

67.7 279
- 62.5 54.8 58.4 63.9 55.9 59.6 54.1 21.5 30.8 -

Social Issues
MFS 68.5 68.5 68.5 63.6 63.6 63.6 65.6 65.6 65.6 66.8

67.6 349
- 63.1 53.0 57.6 57.2 47.9 52.1 54.7 25.2 34.5 -

Sport
MFS 60.3 60.3 60.3 60.9 60.9 60.9 58.8 58.8 58.8 60.4

57.6 330
- 58.3 54.6 56.4 58.1 53.3 55.5 45.0 23.0 30.4 -

Table 6: Performance comparison over SemEval-2013 domain-specific datasets.

T-O-MWiki T-O-MUN OMSTI SemCor MFS
Size

Domain Backoff P R F1 P R F1 P R F1 F1 F1

Biomedicine
MFS 76.3 76.3 76.3 66.0 66.0 66.0 64.9 64.9 64.9 70.3

71.1 100
- 76.1 72.2 74.1 64.4 59.8 62.0 60.5 26.8 37.2 -

Maths & MFS 50.0 50.0 50.0 48.0 48.0 48.0 36.0 36.0 36.0 40.6
40.9 97

Computer - 50.0 47.0 48.5 47.8 44.0 45.8 21.2 11.0 14.5 -

Table 7: Performance comparison over the Biomedical and Maths & Computer domains in SemEval-15.

Language Dataset
Best System Train-O-Matic

F1 P R F1

Italian

ALL 56.6 65.1 55.6 59.9

Computers & Math 46.6 52.7 43.3 47.6

Biomedicine 65.9 76.6 67.6 71.8

Spanish

ALL 56.3 61.3 54.8 57.9

Computers & Math 42.4 53.3 44.4 48.5

Biomedicine 65.5 71.8 65.5 68.5

Table 8: Performance comparison between T-O-M and SemEval-2015’s best SUDOKU Run.

Navigli, 2014; Navigli, 2009).

State-of-the-art supervised systems include

Support Vector Machines such as IMS (Zhong and

Ng, 2010) and, more recently, LSTM neural net-

works with attention and multitask learning (Ra-

ganato et al., 2017b) as well as LSTMs paired

with nearest neighbours classification (Melamud

et al., 2016; Yuan et al., 2016). The latter also in-

tegrates a label propagation algorithm in order to

enrich the sense annotated dataset. The main dif-

ference from our approach is its need for a man-

ually annotated dataset to start the label propaga-

tion algorithm, whereas Train-O-Matic is fully au-

tomatic. An evaluation against this system would

have been interesting, but neither the proprietary

training data nor the code are available at the time

of writing.

In order to generalize effectively, these super-

vised systems require large numbers of training in-

stances annotated with senses for each target word

occurrence. Overall, this amounts to millions of

training instances for each language of interest,

a number that is not within reach for any lan-

guage. In fact, no supervised system has been sub-

mitted in major multilingual WSD competitions

for languages other than English (Navigli et al.,

2013; Moro and Navigli, 2015). To overcome this

problem, new methodologies have recently been

developed which aim to create sense-tagged cor-

pora automatically. Raganato et al. (2016) devel-

oped 7 heuristics to grow the number of hyperlinks

in Wikipedia pages. Otegi et al. (2016) applied

a different disambiguation pipeline for each lan-

guage to parallel text in Europarl (Koehn, 2005)

and QTLeap (Agirre et al., 2015) in order to enrich

them with semantic annotations. Taghipour and

Ng (2015), the work closest to ours, exploits the

alignment from English to Chinese sentences of
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the United Nation Parallel Corpus (Ziemski et al.,

2016) to reduce the ambiguity of English words

and sense-tag English sentences. The assump-

tion is that the second language is less ambiguous

than the first one and that hand-made translations

of senses are available for each WordNet synset.

This approach is, therefore, semi-automatic and

relies on certain assumptions, in contrast to Train-

O-Matic which is, instead, fully automatic and

can be applied to any kind of corpus (and lan-

guage) depending on the specific need. Earlier

attempts at the automatic extraction of training

samples were made by Agirre and De Lacalle

(2004) and Fernández et al. (2004). Both exploited

the monosemous relatives method (Leacock et al.,

1998) in order to retrieve sentences from the Web

which contained a given monosemous noun or a

relative monosemous word (e.g., a synonym, a hy-

pernym, etc.). As can be seen in (Fernández et al.,

2004) this approach can lead to the retrieval of

very accurate examples, but its main drawback lies

in the number of senses covered. In fact, for all

those synsets that do not have any monosemous

relative, the system is unable to retrieve examples,

thus heavily affecting the performance in terms of

recall and F1.

Knowledge-based WSD, instead, bypasses the

heavy requirement of sense-annotated corpora by

applying algorithms that exploit a general-purpose

semantic network, such as WordNet, which en-

codes the relational information that interconnects

synsets via different kinds of relation. Approaches

include variants of Personalized PageRank (Agirre

et al., 2014) and densest subgraph approxima-

tion algorithms (Moro et al., 2014) which, thanks

to the availability of multilingual resources such

as BabelNet, can easily be extended to perform

WSD in arbitrary languages. Other approaches

to knowledge-based WSD exploit the definitional

knowledge contained in a dictionary. The Lesk al-

gorithm (Lesk, 1986) and its variants (Banerjee

and Pedersen, 2002; Kilgarriff and Rosenzweig,

2000; Vasilescu et al., 2004) aim to determine the

correct sense of a word by comparing each word-

sense definition with the context in which the tar-

get word appears. The limit of knowledge-based

WSD, however, lies in the absence of mechanisms

that can take into account the very local context of

a target word occurrence, including non-content

words such as prepositions and articles. Further-

more, recent studies seem to suggest that such

approaches are barely able to surpass supervised

WSD systems when they enrich their networks

starting from a comparable amount of annotated

data (Pilehvar and Navigli, 2014). With T-O-M,

rather than further enriching an existing semantic

network, we exploit the information available in

the network to annotate raw sentences with sense

information and train a state-of-the-art supervised

WSD system without task-specific human annota-

tions.

8 Conclusion

In this paper we presented Train-O-Matic, a novel

approach to the automatic construction of large

training sets for supervised WSD in an arbitrary

language. Train-O-Matic removes the burden of

manual intervention by leveraging the structural

semantic information available in the WordNet

graph enriched with additional relational infor-

mation from BabelNet, and achieves performance

competitive to that of semi-automatic approaches

and, in some cases, of manually-curated train-

ing data. T-O-M was shown to provide training

data for virtually all the target ambiguous nouns,

in marked contrast to alternatives like OMSTI,

which covers in many cases around half of the to-

kens, resorting to the MFS otherwise. Moreover

Train-O-Matic has proven to scale well to low-

resourced languages, for which no manually an-

notated dataset exists, surpassing the current state

of the art of knowledge-based systems.

We believe that the ability of T-O-M to over-

come the current paucity of annotated data for

WSD, coupled with video games with a pur-

pose for validation purposes (Jurgens and Nav-

igli, 2014; Vannella et al., 2014), paves the way

for high-quality multilingual supervised WSD. All

the training corpora, including approximately one

million sentences which cover English, Italian and

Spanish, are made available to the community at

http://trainomatic.org.

As future work we plan to extend our approach

to verbs, adjectives and adverbs. Following Ben-

nett et al. (2016) we will also experiment on more

realistic estimates of P (s|w) in Formula 5 as well

as other assumptions made in our work.
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José Camacho-Collados, Mohammad Taher Pilehvar,
and Roberto Navigli. 2015. Nasari: a novel ap-
proach to a semantically-aware representation of
items. In Proceedings of the 2015 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, pages 567–577, Denver, Colorado. Asso-
ciation for Computational Linguistics.

Philip Edmonds and Scott Cotton. 2001. Senseval-2:
overview. In The Proceedings of the Second Interna-
tional Workshop on Evaluating Word Sense Disam-
biguation Systems, pages 1–5. Association for Com-
putational Linguistics.

Christiane Fellbaum, editor. 1998. WordNet: An Elec-
tronic Database. MIT Press, Cambridge, MA.

Juan Fernández, Mauro Castillo Valdés, German
Rigau Claramunt, Jordi Atserias Batalla, and Jordi
Tormo. 2004. Automatic acquisition of sense exam-
ples using exretriever. In IBERAMIA Workshop on
Lexical Resources and The Web for Word Sense Dis-
ambiguation, pages 97–104.

David Jurgens and Roberto Navigli. 2014. It’s All Fun
and Games until Someone Annotates: Video Games
with a Purpose for Linguistic Annotation. Transac-
tions of the Association for Computational Linguis-
tics (TACL), 2:449–464.

Adam Kilgarriff and Joseph Rosenzweig. 2000.
Framework and results for english SENSEVAL.
Computers and the Humanities, 34(1–2):15–48.

Philipp Koehn. 2005. Europarl: A parallel corpus for
statistical machine translation. In MT summit, vol-
ume 5, pages 79–86.

Claudia Leacock, George A Miller, and Martin
Chodorow. 1998. Using corpus statistics and word-
net relations for sense identification. Computational
Linguistics, 24(1):147–165.

Michael Lesk. 1986. Automatic sense disambiguation
using machine readable dictionaries: How to tell a
pine cone from an ice cream cone. In Proceedings
of the 5th Annual Conference on Systems Documen-
tation, Toronto, Ontario, Canada, pages 24–26.

Peter A Lofgren, Siddhartha Banerjee, Ashish Goel,
and C Seshadhri. 2014. Fast-ppr: Scaling personal-
ized pagerank estimation for large graphs. In Pro-
ceedings of the 20th ACM SIGKDD international
conference on Knowledge discovery and data min-
ing, pages 1436–1445. ACM.

Steve L Manion and Raazesh Sainudiin. 2014. An it-
erative “sudoku style” approach to subgraph-based
word sense disambiguation. In In Proceedings of
the Third Joint Conference on Lexical and Com-
putational Se- mantics (*SEM 2014), pages 40–50,
Dublin, Ireland.

Oren Melamud, Jacob Goldberger, and Ido Dagan.
2016. context2vec: Learning generic context em-
bedding with bidirectional lstm. In Proceedings of
CONLL, pages 51–61.

George A. Miller, Claudia Leacock, Randee Tengi, and
Ross Bunker. 1993. A semantic concordance. In
Proceedings of the 3rd DARPA Workshop on Human
Language Technology, pages 303–308, Plainsboro,
N.J.

Andrea Moro and Roberto Navigli. 2015. Semeval-
2015 task 13: Multilingual all-words sense disam-
biguation and entity linking. Proc. of SemEval-
2015.

Andrea Moro, Alessandro Raganato, and Roberto Nav-
igli. 2014. Entity Linking meets Word Sense Disam-
biguation: a Unified Approach. Transactions of the
Association for Computational Linguistics (TACL),
2:231–244.

Roberto Navigli. 2009. Word Sense Disambiguation:
A survey. ACM Computing Surveys, 41(2):1–69.

Roberto Navigli, David Jurgens, and Daniele Vannella.
2013. Semeval-2013 task 12: Multilingual word
sense disambiguation. In Proceedings of the 7th In-
ternational Workshop on Semantic Evaluation (Se-
mEval 2013), in conjunction with the Second Joint
Conference on Lexical and Computational Seman-
tics (*SEM 2013), pages 222–231, Atlanta, USA.

87



Roberto Navigli and Simone Paolo Ponzetto. 2012.
BabelNet: The automatic construction, evaluation
and application of a wide-coverage multilingual se-
mantic network. Artificial Intelligence, 193:217–
250.

Arantxa Otegi, Nora Aranberri, Antonio Branco, Jan
Hajic, Steven Neale, Petya Osenova, Rita Pereira,
Martin Popel, Joao Silva, Kiril Simov, et al. 2016.
Qtleap wsd/ned corpora: Semantic annotation of
parallel corpora in six languages. In Proceedings of
the 10th Language Resources and Evaluation Con-
ference, LREC, pages 3023–3030.

Mohammad Taher Pilehvar and Nigel Collier. 2016.
De-conflated semantic representations. In Proceed-
ings of the Conference on Empirical Methods in
Natural Language Processing, pages 1680–1690,
Austin, TX.

Mohammad Taher Pilehvar, David Jurgens, and
Roberto Navigli. 2013. Align, disambiguate and
walk: A unified approach for measuring semantic
similarity. In Proceedings of ACL, pages 1341–
1351.

Mohammad Taher Pilehvar and Roberto Navigli. 2014.
A large-scale pseudoword-based evaluation frame-
work for state-of-the-art word sense disambiguation.
Computational Linguistics, 40(4):837–881.

Sameer S Pradhan, Edward Loper, Dmitriy Dligach,
and Martha Palmer. 2007. Semeval-2007 task 17:
English lexical sample, srl and all words. In Pro-
ceedings of the 4th International Workshop on Se-
mantic Evaluations, pages 87–92.

Alessandro Raganato, Jose Camacho-Collados, and
Roberto Navigli. 2017a. Word Sense Disambigua-
tion: A Unified Evaluation Framework and Empir-
ical Comparison. In Proceedings of EACL, pages
99–110, Valencia, Spain.

Alessandro Raganato, Claudio Delli Bovi, and Roberto
Navigli. 2016. Automatic Construction and Evalua-
tion of a Large Semantically Enriched Wikipedia. In
Proceedings of IJCAI, pages 2894–2900, New York
City, NY, USA.

Alessandro Raganato, Claudio Delli Bovi, and Roberto
Navigli. 2017b. Neural sequence learning models
for word sense disambiguation. In Proceedings of
Empirical Methods in Natural Language Process-
ing, Copenhagen, Denmark.

Benjamin Snyder and Martha Palmer. 2004. The en-
glish all-words task. In Senseval-3: Third Interna-
tional Workshop on the Evaluation of Systems for the
Semantic Analysis of Text, pages 41–43, Barcelona,
Spain.

Kaveh Taghipour and Hwee Tou Ng. 2015. One mil-
lion sense-tagged instances for word sense disam-
biguation and induction. CoNLL 2015, page 338.

Daniele Vannella, David Jurgens, Daniele Scarfini,
Domenico Toscani, and Roberto Navigli. 2014. Val-
idating and extending semantic knowledge bases
using video games with a purpose. In Proceed-
ings of the 52nd Annual Meeting of the Association
for Computational Linguistics (ACL 2014), pages
1294–1304, Baltimore, Maryland. Association for
Computational Linguistics.

Florentina Vasilescu, Philippe Langlais, and Guy La-
palme. 2004. Evaluating variants of the lesk ap-
proach for disambiguating words. In Proceedings
of LREC, Lisbon, Portugal.

Dayu Yuan, Julian Richardson, Ryan Doherty, Colin
Evans, and Eric Altendorf. 2016. Semi-supervised
word sense disambiguation with neural models.
Proceedings of COLING, pages 1374–1385.

Zhi Zhong and Hwee Tou Ng. 2010. It makes sense:
A wide-coverage word sense disambiguation system
for free text. In Proceedings of the ACL 2010 Sys-
tem Demonstrations, pages 78–83, Uppsala, Swe-
den. Association for Computational Linguistics.

Micha Ziemski, Marcin Junczys-Dowmunt, and Bruno
Pouliquen. 2016. The United Nations parallel cor-
pus v1.0. In Proceedings of the Tenth International
Conference on Language Resources and Evaluation
(LREC 2016), Portoroz, Slovenia. European Lan-
guage Resources Association (ELRA).

88


