
T-NOVA: An Open-Source MANO
Stack for NFV Infrastructures

Michail-Alexandros Kourtis, Michael J. McGrath, Georgios Gardikis, Georgios Xilouris, Vincenzo Riccobene,
Panagiotis Papadimitriou, Eleni Trouva, Francesco Liberati, Marco Trubian, Josep Batallé,

Harilaos Koumaras, David Dietrich, Member, IEEE, Aurora Ramos, Jordi Ferrer Riera,
José Bonnet, Antonio Pietrabissa, Alberto Ceselli, and Alessandro Petrini

Abstract—One of the primary challenges associated with
network functions virtualization (NFV) is the automated man-
agement of the service lifecycle. In this paper, we present a full
software-based management and orchestration (MANO) stack
which operates with OpenStack and OpenDaylight controllers
and has the in-built functionality to automate the key phases
of the NFV service lifecycle, namely resource discovery and
matching, service mapping, service deployment, and monitoring.
The MANO stack is being implemented by the EU FP7 project
T-NOVA, with the components being released as open-source
software. Service mapping and service deployment solutions
developed in the scope of T-NOVA are presented in detail. As
a proof-of-concept, we evaluate the performance of a virtual-
ized traffic classifier network function, demonstrating the gains
of virtualized hardware acceleration.

Index Terms—NFV, SDN, resource management, EPA, service
mapping, monitoring, DPDK.

I. INTRODUCTION

MANY of the latest developments in the fields of network
management and service provisioning are primarily
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focused on Network Function Virtualization (NFV). NFV
introduces a novel approach to the implementation and man-
agement of network functions. In particular, the main focus in
NFV is decoupling the physical appliances from the network
functions that operate on them; in other words, the transition
from hardware to software -based network functions [1], [2].
This paradigm has gained significant attention from the
Telecommunication Service Providers (TSPs), due to its
potential to provide a significant reduction in Operating
Expenses (OPEX) and Capital Expenses (CAPEX) [3], [4]
as well as widening Telco’s service portfolios with novel
added-value software network offerings.

Software appliances in the form of Virtualized Network
Functions (VNFs) run on standard high-volume (SHV) servers,
which consolidate the operation and management of various
network devices on a common infrastructure. VNFs provide
the ability to be dynamically initiated, reconfigured and even
reallocated at different locations within the network, without
the requirement of installing new hardware. NFV aims at deliv-
ering a more open and extensible network environment, where
the deployment of new network services becomes easier and
faster.

However, in order to deliver on these expectations, various
fundamental developments have to be realized, many of which
are still in a state of implementation and continuous evolution.
The deployment of NFV and its adoption into Telco grade
systems still subsumes various open issues identified in [5].
NFV will significantly challenge current network manage-
ment systems, and will require additional levels of complexity
over currently deployed systems. One of the key features
in this transition is the management layer, which must be
capable of supporting the unique features of an NFV-enabled
system. Similar works have addressed the management layer,
as the Management and Orchestration system (MANO) [6].
The primary aim of MANO is to coordinate NFV
Infrastructure (NFVI) resources and map them efficiently to
various VNFs. In turn, VNFs can then be interconnected
into chains to realize more complex Network Services (NS).
A NFV NS can be seen as the evolution of a traditional telco
connectivity service, as it is augmented by chains of VNFs
which are dynamically inserted into network traffic paths.

The first critical challenge to be tackled by a MANO
system is automated deployment. Network functions are no
longer bound to a physical machine; instead they reside in
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a shared resource environment. As a consequence, various 
considerations arise when it comes to the deployment (VNF 
“placement”) decision, such as performance optimization, 
topology, resilience etc. [7]. Most of the current MANO 
approaches are based on the use of pre-planned configura-
tions for the node(s) hosting the VNF workload [8]. This 
can limit VNF performance, as the features of the host node 
do not necessarily match the characteristics of the workload 
(e.g., data plane, control plane, heavy processing etc.). As the 
hosting computing infrastructures become more heterogeneous 
with various add-on features enabling hardware acceleration 
(i.e., PCIe, GPU) which can support various system enhance-
ments and capabilities, this increases the complexity of the 
VNF placement decision significantly. Automated placement 
intelligence at deployment time increases the complexity of 
the MANO orchestration service. However, it results in more 
optimal resource allocations and increased VNF performance. 
A number of approaches to MANO VNF scheduling poli-
cies have been reported in [9]. Nevertheless, they generally 
adopt an abstracted approach to VNF placement within an 
NFVI in order to achieve specific goals, such as reduction 
of intra data center traffic [9]. These studies do not necessar-
ily address the particular issue of mapping resources to the 
specific characteristics and the needs of an individual VNF 
workload.

In this paper, we present a tangible approach to meet this 
requirement, jointly addressing the challenges of resource dis-
covery and service mapping, based on the identification of 
the quantity and types of resources to be allocated to a VNF 
at deployment time. In this respect, we generate a prototype 
model which expresses the allocation of resources in rela-
tion to specific levels of performance. Furthermore, specific 
rules are generated which can be utilized by an Orchestrator 
to add intelligence to a VNF deployment request in a cloud 
environment such as OpenStack.

In addition, a key element of service provisioning and 
orchestration is monitoring. Monitoring not only covers 
NFVI resources, but also the status of VNF services. 
Comprehensive monitoring also facilitates service mapping 
and billing/charging. It also enables fault resilience and avail-
ability, which are also critical issues, since the malfunction 
of a VNF will likely affect an entire network service. For 
all the aforementioned reasons, the development of an inte-
grated monitoring framework for NFV, collecting metrics from 
physical infrastructure resources as well as specific virtualized 
services metrics is considered crucial for any NFV infrastruc-
ture. An effective NFV monitoring framework should expose 
a holistic awareness of the status and performance of the 
deployed services as well as the underlying infrastructure to all 
management entities in order to allow the latter to take proper 
and timely decisions. In this context, we also propose an inte-
grated NFV monitoring solution, as a crucial component of 
the MANO stack.

In summary, this paper presents a novel MANO solution 
for NFV infrastructures, currently being developed by the EC 
FP7 project T-NOVA [10] and released as an open-source 
contribution [11]. The MANO stack is built around a novel 
NFV Orchestrator platform (“TeNOR”) and its currently

Fig. 1. T-NOVA Architecture.

implemented modules support the management – in an auto-
mated manner – of four critical phases of the NFV service
lifecycle, namely resource discovery, service mapping, service
deployment and monitoring.

The remainder of the paper is organized as follows. We ini-
tially describe the overall T-NOVA system architecture, which
covers all the layers of an NFV system, also beyond MANO
scope. Subsequently, we provide a detailed description and the
evaluation of each component in the MANO stack. Finally,
we present a proof-of-concept deployment and the evaluation
of a virtualized Traffic Classifier VNF aiming to demonstrate
the benefits of acceleration technologies in a NFV-enabled
environment.

II. T-NOVA OVERALL VIEW

A. T-NOVA System Architecture

The T-NOVA system architecture [12] inherits the majority
of its concepts from the generic ETSI NFV ISG architec-
tural model [5] and expands it with specific add-on features.
The T-NOVA architecture encompasses four key architectural
layers (as shown in Figure 1):

• The NFV Infrastructure (NFVI) layer consists of both
physical and virtual nodes (high-volume servers, Virtual
Machines (VMs), storage systems, switches, routers etc.)
on which the network services are deployed;

• The NFVI Infrastructure (NFVI) Management layer
includes the infrastructure management entities: the
Virtualized Infrastructure Management (VIM) and the
WAN Infrastructure Connection Management (WICM).
T-NOVA adopts an OpenStack [18] cloud operating
system for control of the compute and data-center assets
and OpenDaylight [13] for the control of the network
infrastructure (most of which is SDN-based);
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• The Orchestration layer is based on the T-NOVA TeNOR
Orchestrator and also includes a “Network Function
Store” which is a repository for all published VNFs. The
Orchestrator, along with the NFVI Management layers
comprise the T-NOVA MANO stack;

• Finally, the Marketplace layer contains all the
customer-facing interfaces and modules, which facilitate
multi-role involvement and implement business-related
functionalities.

T-NOVA introduces the concept of a Marketplace in an
NFV framework. The aim of the Marketplace is to promote
VNF service offerings and facilitating commercial activity
and seamless interaction among the various business stake-
holders interacting with the T-NOVA system. The T-NOVA
Marketplace provides an intuitive interface to the underly-
ing MANO stack and allows Telcos and VNF developers to
publish and describe service offerings, as well as enabling
customers to browse and select services, deploy and man-
age/monitor them. A more in-depth description of the T-NOVA
Marketplace can be found in [12].

The T-NOVA Orchestrator (“TeNOR”) is the core compo-
nent of the T-NOVA architectural framework. Its key aim is to
address NSs and VNFs lifecycle management operations over
distributed and virtualized network/IT infrastructures.

Currently, there is a trend for various implementations of
ETSI NFV MANO Architecture [5]. The most notable are
OSM [13] and ONAP 0.

The first one is an open source project that provides a prac-
tical implementation of the reference architecture for MANO
under standardization at ETSI’s NFV ISG. In relation to
TeNOR, both platforms provision End-to-End services but
with some differences from an architecture perspective – for
instance, OSM has an explicit architectural split between
Resource Orchestrator and Service Orchestrator. Another
aspect that sets them apart is their origin; T-NOVA imple-
mented their components from scratch as micro-services using
generic interfaces. This gives the ability to develop or replace
any of TeNOR’s components freely without loss of func-
tionality, which is not possible in OSM at the moment.
Moreover, TeNOR’s has a specific module, Gatekeeper, which
provides a common security mechanism to the interfaces
between components while OSM is dependent on each compo-
nent security features. Lastly, the greatest distinction between
these two platforms is that TeNOR also addresses the busi-
ness aspects of NFV in the VNF and NS data models,
while OSM is only focused on the operationalization of NSs.
With that in mind, OSM GUI and T-NOVA Marketplace
also share some functionality in a graphical interface, e.g.,
they use a similar approach to on-board VNFs and to
compose NSDs.

The latter is an offspring of the merge of the code base of
Open-O [16] and ECOMP1 [17], focusing more into bring-
ing the gap between NFV and SDN, offering E2E service
orchestration and automation. From a T-NOVA point of
view, the integrated platform may be seen as an approach
for a real-time, policy-driven software automation of virtual

1AT&T Project.

network functions that will enable software, network, IT and
cloud providers and developers to rapidly create new ser-
vices. In order to compare something so extensive as ONAP
wants to be, we need to decompose the ONAP to it two
main frameworks. One is design-time framework mostly sup-
ported by ECOMP used for the design and composition
of network services, policies and VNFs. In comparison to
T-NOVA this is handled by the T-NOVA Marketplace and it
goes beyond the Orchestration discussion. The other frame-
work of ONAP is Run-time execution framework, which,
based on Open-O, implements all the orchestration func-
tionalities of ONAP like TeNOR. In this context Open-O
and consequently ONAP is optimized to deliver an open
management platform for defining, operating and managing
a wide range of products and services based upon vir-
tualized network and infrastructure resources and software
applications, whereas T-NOVA is mainly focused on VNFaaS
environments and address VNFaaS-specific requirements and
challenges. Hence TeNOR does not implement any type of
Service Orchestration beyond the basic lifecycle operations.
Additionally TeNOR supports only VIMs based on Openstack,
however it could easily be extended to support other VIM
technologies too.

Other approaches include the OpenBaton [15] which is
a result of a synergy between Fraunhofer Fokus and TUB
for implementing and ETSI compliant MANO solution.
Compared to TeNOR, both platforms share the common
features of: Automated Scaling, Multi-PoP deployment of
a virtual Network Service, a VNF and Service store cata-
log, and a functional dashboard. However, in T-NOVA the
orchestrator dashboard is more feature rich, and a rich mar-
ketplace including accounting, billing as well as brokerage
are included. Additionally, T-NOVA orchestrator supports
Transport Network management between POPs and sup-
ports advanced service function chaining capabilities (through
NetFloc). Open Baton acquiesce SDN management to exter-
nal modules not influenced by the orchestrator itself. Open
Baton’s external module Network-Slicing-Engine performs
network slicing and ensuring QoS. TeNOR has a more
extensive Service life-cycle management support built into
the framework, whereas till the point of writing, Open
Baton has extensive support for VNF life-cycle management
only.

A thorough comparison with the above orchestration
solutions was not possible due to the different matu-
rity level of each solution. However, distinguishable fea-
tures of TeNOR include microservices architecture, the
multi-pop/multi-administration domain support and the sup-
port for modular service mapping and placement algorithms.

TeNOR interacts with the Marketplace, which is the
external-endpoint responsible for establishing the business and
operational management of T-NOVA. Besides the Marketplace,
TeNOR also interfaces with the VIM for managing the
data center network/IT infrastructure resources, as well as with
the WAN Infrastructure Connection Management (WICM) for
the WAN elements connectivity management. Finally, TeNOR
interacts with the VNF itself to provide appropriate lifecycle
management.
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To support NFV lifecycle management operations, the fol-
lowing categories are defined, most of which are inherited 
from the ETSI NFV ISG recommendations:

• NS Catalogue: represents the repository of all the on-
boarded NSs (already deployed NSs) in order to support
NS lifecycle management;

• NS Descriptor (NSD): contains the service descrip-
tion, including Service Level Agreements, deployment
flavors, references to the virtual links (VLs) and the
constituent VNFs, Virtual Network Function Forwarding
Graph (VNFFG);

• Virtual Link Descriptor (VLD): contains the description
of the virtual network links that compose the service
(interconnecting the VNFs);

• VNF Forwarding Graph Descriptor (VNFFG): contains
the NS constituent VNFs, as well as their deployment in
terms of network connectivity;

• VNF Catalogue: represents the repository of all the
on-boarded VNFs in order to support their lifecycle
management;

• VNF Descriptor (VNFD): contains the VNF description,
including its internal decomposition based on Virtual
Network Function Components (VNFCs), deployment
flavors and references to the virtual links (VLDs);

• Software images of the VMs located in the NFVI layer;
• NS and VNF Instances: represents the repository

of all the instantiated NSs and VNFs, which can
be updated/released during the lifecycle management
operations;

• Infrastructure Resources: represents the repository of the
available/reserved/allocated NFVI resources as abstracted
by the VIM across operator’s infrastructure domains.
Furthermore, it also includes the resources avail-
able/reserved/allocated in the WAN segment.

B. TeNOR – the T-NOVA NFV Orchestrator

Network Service lifecycle provisioning is managed by
the T-NOVA orchestration platform, TeNOR, whose NFV
Orchestrator functionality module is split into two main
core submodules: Network Service Orchestrator (NSO) and
Virtualized Resource Orchestrator (VRO) as shown in
Figure 2.

The NSO responsibility is for the management of the NS
lifecycle and associated procedures, including:

NSes and VNFs on-boarding: management of Network
Services deployment templates, also known as NS Descriptors
and VNF Packages, as well as of the NSs instances topology
(e.g., create, update, query, delete VNF Forwarding Graphs).
On-boarding of a NS includes registration in the NS catalogue,
therefore ensuring that all the templates (NSDs) are stored.

NS instantiation: trigger instantiation of NS and VNF
instances, according to triggers and actions captured in the
on-boarded NS and VNF deployment templates. In addi-
tion, management of VNF instantiation, in coordination with
Virtualized Network Function Managers (VNFMs) as well as
validation of NFVI resource requests from VNFMs, as they
may impact NSs, e.g., scaling process.

Fig. 2. TeNOR NS Orchestrator (Internal & External) Interactions.

NS update: supports NS configuration changes of varying
complexity such as changing inter-VNF connectivity or the
constituent VNFs;

NS supervision: monitoring and measurement of the NS
performance and correlation of the acquired metrics for
each service instance. Data is obtained from the IVM layer
(performance metrics related with the virtual network links
interconnecting the network functions) and from the VNFM
(aggregated performance metrics related with the VNF;

NS scaling: increases or decreases the capacity of a NS
according to per-instance and per-service auto-scaling policies.
NS scaling can imply either increase/decrease of a specific
VNF capacity, creation/termination of new/old VNF instances
and/or increase/decrease of the number of connectivity links
between the network functions;

NS termination: release of a specific NS instance by remov-
ing the associated VNFs and associated connectivity links, as
well as the virtualized infrastructure resources.

The VRO is responsible for the management of the underly-
ing physical computing and network resources. In this context,
the VRO interfaces with: (i) the Virtualized Infrastructure
Manager(s) that are managing the resources in each NFVI’s
Points-of-Presence (NFVI-PoP) where the VNFs are deployed;
(ii) the WAN Infrastructure Managers (WIM) that manage the
WAN resource allocation. The VRO also tracks all of the
underlying infrastructure via the infrastructure repository. In
the case of a NS deployment request, the VRO is respon-
sible for allocating the resources required according to the
requirements imposed by each NS.

From an external perspective, the key NSO interactions
with the Marketplace for operational and business management
purposes are as follows:

• Exchange of provisioning information (e.g., requests,
modifications/ updates, acknowledgements) with respect
to NSes (through the T-Da-Or interface);

• Providing the Orchestrator with information on each NS
instance SLA agreement. In turn the Orchestrator sends
SLA-related metrics to the Marketplace (through the
T-Sl-Or interface);

• Delivery of usage accounting information to the
Marketplace with respect to VNFs and NSs (through the
T-Ac-Or interface);

• Providing the Orchestrator with information regarding
NS composition. The Orchestrator sends the Marketplace
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information on the available VNFs (through the T-Br-Or
interface).

Internally, the NSO has the following communication
points:

• NS Catalogue: collects information about the NSs (NSD),
including the set of constituent VNFs, interconnecting
network links (VLD) and network topology informa-
tion (VNFFGD);

• VNF Catalogue: stores the Virtual Network Function
Descriptor document during the on-boarding procedures;

• NS and VNF Instances: stores information about the NS
instances status;

• VRO: exchanges management actions in relation to vir-
tualized resources and/or connections, either within the
data center scope (e.g., compute, storage and network)
and/or on the transport network segment;

• VNFM: exchanges lifecycle management actions related
with the VNFs.

The next sections discuss in detail the specific components
of the T-NOVA MANO stack which enable the management
of the critical phases of an NFV service lifecycle.

III. RESOURCE DISCOVERY, SELECTION, MATCHING

IT Cloud computing environments aim to maximize the uti-
lization (efficiency) of compute resources and employ highly
automated operations to schedule and manage workloads. To
achieve these goals significant flexibility is required, which
is realized through the abstraction of the underlying infras-
tructure environment. By hiding the heterogeneity of the
underlying compute, storage and network resources, work-
loads can be placed or migrated more easily. As a result,
application performance is generally delivered on a best effort
basis.

In contrast, Telco cloud applications have a unique set
of characteristics, such as requirements for low latency,
high packet throughput, low jitter, network setup, and tear-
down constraints. In addition, these workloads may have key
performance indicators (KPIs) defined in SLAs which must
be met within an operational context. The underlying infras-
tructure hosting the network workloads plays an important
role in helping to achieve these KPIs. This is particularly
true in the context of NFV, where, the goal is to achieve
near line rate performance in a virtualized infrastructure
environment.

These requirements result in a number of key challenges
which must be addressed in a Telco cloud environment. First,
the resources available within the cloud must be discover-
able and their associated descriptions stored in an accessible
repository. Second, it is necessary to understand and map
the characteristics of the workload (e.g., data plane work-
loads versus control plane workloads) and their affinities to
resources types (e.g., Open vSwitch (OVS), SR-IOV, DPDK
capable network interface card) and the quantity of allocated
resources (e.g., number of vCPU, amount of RAM, etc.).
This is necessary to prevent the over allocation of resources
which have no tangible benefit on workload performance.
When allocating resources where more than one option is

Fig. 3. T-NOVA resource repository sub-system.

available (e.g., type of network connection for a VM), it is
important to allocate resources which deliver a quantifiable
benefit to workload performance. This allows Telco service
providers to better monetize their infrastructure by ensuring
that workloads are deployed on platforms where they will
benefit from the specific resource available and to improve
workload consolidation. Finally, the platform configuration is
also an important consideration. For example, when deploy-
ing a workload with high packet throughput characteristics
using PCIe aware Non-Uniform Memory Access (NUMA)
pinning can have a significant impact on VNF performance.
NUMA is a multiprocessing memory design which provides
separate memory for each processor, enabling the processor to
bind to the memory resource and gain faster access to it.

A. NFVI Resource Discovery and Awareness

In order for the VNFs to achieve a performance which is
close or similar to a counterpart dedicated hardware imple-
mentation, appropriate exploitation of platform features, in
terms of both hardware and software, within the NFVI envi-
ronment is critical. T-NOVA accomplished this through the
development of an infrastructure repository subsystem which
is part of the TeNOR developed by the project. The design of
the repository subsystem addresses the challenges of assimi-
lating infrastructure related information from sources within
the NFVI / VIM layers, namely the cloud infrastructure and
data center network environments within the T-NOVA system.
This subsystem comprises a number of key elements includ-
ing a data model, resource information repositories and access
mechanisms to the information repositories. The subsystem
also augments the information provided by cloud and SDN
environments through a resource discovery mechanism.

Enhanced Platform Awareness (EPA) enables fine-grained
matching of resources available in the NFVI to VNFs in order
to better optimize the network services being provided. To
enable EPA, the available platform features must be identified
and exposed. As shown in Figure 3 a subsystem comprising
of EPA agents running on the compute nodes in the NFVI
collect and report the required platform information. When
platform updates are available from the EPA agents, notifica-
tion messages are sent to a controller via a specific listener
service. Upon receipt of messages from the EPA listener ser-
vice, data files sent by the EPA agents to a storage directory
are processed by the controller and used to update the central
repository database. A listener service is also used to inter-
cept and pipeline infrastructure related messages in OpenStack
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and to update the repository database via the controller. The 
infrastructure repository database is implemented as a graph 
database. The database provides a hierarchical relationship in 
the form of semantically relevant connections between the 
nodes stored as a link. The use of a graph conveniently 
maps to the hierarchical structure of the compute, storage and 
network elements within the NFVI. An Open Cloud Compute 
Interface (OCCI) [20] compliant middleware layer provides 
a common interface to the resource information stored in the 
graph databases. Additionally, the middleware API provides 
an abstracted single access point to physical network infor-
mation available from OpenDaylight through its REST API’s. 
The middleware layer also features a graph database which is 
used to store the endpoint information of OpenStack services 
for each NFV-PoP under the control of TeNOR.

B. Characterization of VNF Affinities With
Infrastructure Resources

For any VNF type workload it is necessary to build a pic-
ture of the VNF’s affinities for compute resource allocations 
and platform specific features. It is also important to contex-
tualize the Telco performance aspects as they are generally 
multi-faceted in nature. Key influencing factors such as packet 
sizes and network connection type were identified together 
with key measures for determining performance, such as 
packet throughput, etc. Various deployment configurations 
were investigated including key network technologies (vir-
tualized packet switching and packet acceleration), storage 
and compute (core pinning, NUMA pinning, heterogeneous 
compute resources BIOS configurations etc.).

For example, the effect of noisy neighbors was inves-
tigated on a virtualized traffic classifier deployment, when 
exploiting different types of resources. A noisy neighbor is 
a term commonly used in cloud computing environments 
to describe a co-tenant workload that can negatively impact 
the performance of other workloads through heavy utiliza-
tion of specific resources such as network bandwidth, CPU, 
memory etc. As a result, the noisy neighbor effect causes 
other workloads such as VNFs that share the cloud infrastruc-
ture to suffer from unpredictable performance. To investigate 
the impact of different configurations on the performance 
of the virtualized traffic classifier VNF both test cases fol-
lowed the standard benchmarking methodology proposed by 
RFC 2544 [21] to measure network throughput. The test cases 
used seven different packet sizes (64, 128, 256, 512, 1024, 
1280 and 1518 bytes) with trial duration of 60 seconds for the 
throughput measurements. In the first test case, the deployment 
did not include noisy neighbors, whereas in the second one the 
throughput was measured in the presence of noisy neighbors 
who added additional overhead to the CPU of the node hosting 
the VNF. Figure 4 shows the throughput results obtained using 
a packet size of 1280 bytes. In this case a throughput rate of 
3.5Gbps corresponds to ∼ 2.7 million frames per second.

In the first test case, the results show that huge pages 
(memory, e.g., 1GB) [22] have no measurable impact on the 
performance, whereas core pinning improved performance, 
especially if used in conjunction with the “isolcpus”

Fig. 4. Packet throughput performance of a VNF with different compute
configurations.

Grub option, by up to 24%. The isolcpus option pro-
vides CPU isolation from the general kernel symmetric
multi-processing (SMP) balancing and scheduler algorithms.
This has the effect of isolating the cores from user-space
tasks. In the second test case (with noisy neighbors) the base
line performance with the default configuration is 2.7Gbps,
which is lower than the first test case scenario. The reason
for the reduction in throughput is the additional computation
overhead placed on the CPU servicing requests from the addi-
tional VM’s. In this test case the impact of the huge pages
on performance is clearly visible (up to 14% improvement in
throughput). With the use of core pinning it is possible to fur-
ther improve the performance up to an additional 23% increase
in throughput.

C. Discovery of Optimal Resource Allocations for VNFs

As outlined earlier once the infrastructure resources are
discoverable and have been characterized, the final element
is workload characterization. The goal of the characteriza-
tion process is to match the appropriate resource types and
quantities in order to achieve the required KPIs for a given
deployment. The current approach to deploying workloads
such as VNFs in cloud computing environments is based
on a static predefined allocation of resources. These allo-
cation are typically defined in an abstract manner, i.e., the
resource request is generically defined simply as a quantity
of vCPUs, memory, storage and network connections with-
out reference to specific characteristic or attributes of these
resource types. These characteristics could include support for
specific instruction sets such as AES-NI by a CPU or intelli-
gent offload support in a network card etc. This results in the
over allocation of resources and secondly does not match the
types of resources available effectively for each type of work-
load. To address this issue, a VNF workload characterization
framework was developed which can be used to interro-
gate all potential configuration permutations for a defined set
of configuration variables and associated value ranges. The
framework collects the metrics data for each permutation and
processes the data using a machine learning environment to
generate a set of deployment rules. The generalized process
for workload characterization and deployment rule generation
is shown in Figure 5. To support the process a framework was

6



Fig. 5. VNF deployment rule generation process.

developed which takes as its input a configuration that defines
the resources and quantity ranges of interest, e.g., from 1 to
10 vCPUs, from 1 to 8GB of RAM, etc. The configuration file
then translates the configuration options into a set of deploy-
ment templates for the target virtualization environment, e.g.,
OpenStack. The workload under test is automatically deployed
using the deployment templates. Test cases are automatically
executed for each configuration, e.g., measurement of network
throughput (RFC2544) and corresponding telemetry data are
collected and stored. The test cases focus on the quantification
of VNF performance indicators. When all deployments tem-
plates have been deployed the data collected is then aggregated
and used by a machine learning algorithm (e.g., C4.5 [23]) to
generate a model which relates performance indicators (e.g.,
throughput) for a VNF with respect to different allocations
of resources. These relationships can then be expressed in
the form of deployment rules (e.g., throughput = 5Gbps can
be achieved with an allocation of vCPU = 4, RAM = 8GB,
network connection = SR-IOV, etc.). Additional details on the
methodology and application can be found in [24].

The set of rules automatically generated by the framework
can be exploited to generate deployment recipes, (e.g., Heat
Orchestration Templates (HOT) [25] for OpenStack where
parameters are derived according to the target KPIs for the
workload or service being deployed. An example of HOT syn-
tax to implement automatic generation of Heat templates is
shown in Figure 6. A Heat template with generic parameters
is created which are replaced at run time with the values calcu-
lated by applying the rules generated through the framework,
according to the workloads target KPIs.

Collectively, resource discovery, workload and technology
characterization, automated deployment rule and recipe gener-
ation for VNF deployment provide a unique capability within
the T-NOVA system.

IV. SERVICE MAPPING

The term Service Mapping (SM) refers to the problem
of dynamically mapping virtualized infrastructure resources
to NSes, respecting the constraints posed by: (i) the cur-
rent availability of network infrastructure resources, (ii) the
type and amount of resources demanded by the services to
be mapped and (iii) SLA specific needs. This problem has

Fig. 6. Code extract from a generic heat template to be manipulated before
submission to Heat.

been attracting increasing attention over the last number of
years. Early research approaches described in the literature,
such as [26]–[28], have presented cloud platform implemen-
tations that allow NSes to be arbitrarily integrated into VMs,
without considering the functionalities of a service chain.
Other research efforts [29], [30] provide heuristics for map-
ping chains of NS inside Data Center (DC) networks, with
the aim of maximizing KPIs such as inter-rack traffic. Several
approaches in the literature are devoted to the theme of service
mapping modelling. Among them, [31] developed a graph-
based technique, called Tenant Application Graph (TAG), to
accurately capture bandwidth requirements for VMs being
deployed, avoiding overprovisioning inefficiencies associated
with previous methodologies. The same work proposes a min-
cut and knapsack algorithm for SM, whose driving rationale is
to maximize co-location of VMs linked by edges with stringent
link bandwidth requirements.

The deployment of NSes over multiple DCs, i.e., map-
ping NS chains over inter-DC networks finally enables the
wide-area deployment of NSs. This type of problem is often
compared to the virtual network embedding problem [32],
which has inspired several service mapping formulations.
However, the rich variety of proposed embedding algorithms
cannot be directly applied to service chains due to the differ-
ent NS types, policies exercised by the middlebox operators,
and the changing traffic rates caused by some NSs. Among
the advanced service mapping algorithms, [33] proposes NS
node and virtual link mapping based on cost metric optimiza-
tion (aimed at node/link load balancing) and shortest path
computation. Guerzoni et al. [34] propose an Integer Linear
Programming (ILP) algorithm based on undirected graph mod-
elling of the infrastructure and services. Interestingly, the
authors implement and discuss the so called “lookahead”
property, i.e., the simultaneous mapping of bunches of NSes.
Similarly, in [35] a mixed ILP strategy is presented, which is
aimed at minimizing path latencies, number of used resources
and maximizing the remaining node/link resource availability.
Also soft-computing techniques have been proposed, such as
the approach outlined in [36]. Other SM approaches similar to
the ones presented above can be found in [8], [32], and [37].

7



Fig. 7. Illustrative example of SM problem (a) and its solution (b).

The service mapping problem addressed in T-NOVA focuses
on the assignment, based on optimization techniques of the
VNFs composing each NS request to the interconnected DCs
composing the Network Infrastructure (NI). The requests for
NSs arrive to the system dynamically: they are not known
in advance and the SM algorithm has to identify an optimal
assignment for each request, or discard it, on demand. As for
any online optimization problem, the objective function which
is optimized when solving each mapping request has to implic-
itly model the true overall target function, i.e., maximize the
number of accepted requests.

In this paper, we present an ILP-based approach for the
SM problem, and particularly for the assignment of VNFs to
NFV-PoPs. In this respect, the objective of the proposed ILP is
the maximization of accepted NS requests. The particular SM
method has been implemented and integrated into the T-NOVA
orchestrator. Our SM method is different from the ILP-based
methods proposed in [38] and [39]. Specifically, in our system
the service mapping module is entirely executed by the infras-
tructure provider and the optimization objective is tailored to
its policy (i.e., maximization of request acceptance and hence
revenue). In [38] and [39], the assignment of VNFs to PoPs
is carried out by a broker which primarily aims at minimiz-
ing the client’s expenditure. T-NOVA investigated three SM
approaches, two based on ILP and one based on reinforcement
learning. This paper will focus on the ILP approach that is
currently fully integrated in the T-NOVA system. This choice
depends mainly on the fact that a solution based on a ILP
model is more flexible than one based on a tailored heuris-
tic, especially if T-NOVA will be further elaborated in future
projects. Our aims were threefold: (a) to have a model able to
consider as much as possible resources and kinds of resource
constraints, (b) to take into account more than one objective
function and (c) to give a scalable solution even when non
commercial solvers were used.

A. Problem Modeling

The SM problem addressed in T-NOVA is outlined in
Figure 7(a) which shows a NS composed by two VNFs, a NI
composed by four interconnected DCs and their corresponding
graphs. Figure 7(b) shows a possible solution of the corre-
sponding SM problem. VNF1 has been assigned to DC1, VNF2

Fig. 8. Reference SM sequence diagram.

has been assigned to DC4 and the arc connecting VNF1 and
VNF2 has been assigned to the blue path from DC1 to DC4,
through DC3.

As shown in Figure 7, each NS is modeled as a directed
graph G(NS) = (V, A) in which each vertex in the set V , say
h, represents a VNF, and each arc in A, say (h, k), represents
a link connecting two VNFs. Similarly, the NI is modeled
as a directed graph G(NI) = (VI, AI) in which each ver-
tex, say p, in the set VI represents a PoP, and each arc in
AI , say (p, q), represents the network connection between two
PoPs. To each NS, a set P of paths is associated connecting
all the pairs of VNFs (each path π ∈ P being a sequence of
arcs in the graph G(NS)). Each path in P is associated with
a maximum allowed delay �π, to account for service latency
requirements. On the other hand, an actual delay value δpq is
associated to each arc (p, q) in G(NI). Finally, NT (respec-
tively, LT) denotes the set of all available node (link) resource
types. In this regard, RRt

h denotes the resource requirement of
VNF h with respect to resource type t, and RAt

p the amount of
resources of type t available at PoP p. Link resource require-
ments RRt

hk and availabilities RAt
uv are defined similarly. At

the beginning of each mapping event, G(NI), NT , LT , RAt
p

and RAt
uv are updated through the NI API Middleware Layer,

while G(NS), P, �π, RRt
h and RRt

hk are populated according to
the information included in the NSD and VNFD of the service
to be mapped.

Based on the modelling above, the ILP-based mapping
approach implemented in the T-NOVA system is outlined in
the following sections. Before that, the next section briefly
explains the reference architecture and sequence diagrams
governing on the SM module functions in according to the
T-NOVA architecture.

B. Reference Architecture and SM Sequence Diagram

Figure 8 shows the basic sequence diagram governing SM
operations. A SM microservice for hosting the SM algo-
rithms has been developed based on RESTful Web services.
The microservice primarily interfaces with the Infrastructure
Repository and the VNF/NS Service Catalogues, which are
the database sources for populating, at each mapping time, the
graph-based SM models detailed in the previous paragraphs.
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Each time a NS must be mapped, a request is made to the
SM micro-service, which, in turn, queries the infrastructure
repository and the service catalogue for the input information
needed to build and solve the SM problem.

C. ILP-Based Network Service Mapping

In this section, we discuss the ILP-based service mapping
approach proposed and developed in T-NOVA. To facilitate
network service mapping, we decompose the problem into two
levels: (i) the assignment of VNFs to DCs (referred to in the
following as first level SM) and (ii) the placement of VNFs
onto servers in the selected DC, as well as the assignment of
the NF-graph edges onto physical paths within the NI. This
approach significantly reduces the complexity of the service
mapping problem.

In the following, we present the ILP formulation for the first
level service SM problem. For the second level, T-NOVA relies
directly on OpenStack primitives. We use binary variables yh

p
to express the assignment of VNF h to the DC p, whereas the
binary variables xhk

pq indicate whether the link (h, k) in graph
G(NS) = (V, A) has been mapped onto a path among DCs in
graph G(NI) = (VI, AI) which uses the link (p, q).

The ILP for first level mapping is formulated as follows:

Problem (ILP based Service mapping)

Minimize

α
∑

h∈V

∑

p∈VI

ch
pyh

p + β
∑

π∈P

∑

(h,k)∈π

∑

(p,q)∈AI

δpqxhk
pq

+ γ
∑

t∈LT

∑

(h,k)∈A

∑

(p,q)∈AI

RRt
hkxhk

pq (1)

Subject to∑

p∈VI

yh
p = 1 ∀h ∈ V (2)

∑

q∈VI

xhk
pq −

∑

q∈VI

xhk
qp =yh

p − yk
p ∀(h, k) ∈ A, ∀p ∈ VI (3)

∑

(h,k)∈π

∑

(p,q)∈AI

δpqxhk
pq ≤ �π ∀π ∈ P (4)

∑

(h,k)∈A

RRt
hkxhk

pq ≤ RAt
pq ∀(p, q) ∈ AI, ∀t ∈ LT (5)

∑

h∈V

RRt
hyh

p ≤ RAt
p ∀p ∈ NI, ∀t ∈ NT (6)

yh
p ∈ {0, 1} ∀h ∈ V, ∀p ∈ VI (7)

xhk
pq ∈ {0, 1} ∀(h, k) ∈ A, ∀(p, q) ∈ AI (8)

The objective function (1) aims at implicitly modelling the
actual service mapping target that is the maximization of the
number of accepted NS requests. It is a weighted sum of
three components: (i) the cost of assigning VNFs to DCs, (ii)
the overall delay and (iii) the overall resource link usage, as
derived by assigning the links among VNFs to path among
DCs. In particular, given a service request and a network
infrastructure, for each VNF h composing the service, and for
each DC p composing the network infrastructure, we intro-
duce a virtual cost (mapping a VNF to a DC) ch

p which is

used to weight the cost of assigning h to p in terms of maxi-
mization of accepted requests. The weighting parameters , and
have been tuned according to the results of an experimental
campaign.

Constraints (2) ensure that each VNF h is mapped exactly to
one DC. Constraints (3) ensure that for a given pair of VNFs
h and k assigned to DCs p and q, respectively, there is a path
in the network infrastructure graph G(NI) connecting p to q to
which the edge (h, k) has been mapped. Constraints (4) impose
the satisfiability of a SLA based on the delay thresholds for
each path in the P set. Constraints (5) impose the link resource
limit of the inter DC connections for each link resource type
t in the resource type set LT . Constraints (6) impose the node
resource limit of the DC for each node resource type t in the
resource type set NT . Constraints (7) and (8) enforce binary
domain for the variables.

Our ILP formulation contains a polynomial number of vari-
ables and constraints, and is therefore suitable for optimization
by general-purpose solvers. Hence, we performed a compu-
tational evaluation of the method. For this task a synthetic
simulator was built, which works as follows. First, the simula-
tor is populated with the network infrastructures and the NSes
included in the dataset [40] described in Error! Reference
source not found., a popular reference in the literature of map-
ping algorithms. The dataset consists of 210 base instances,
partitioned in 7 classes of increasing size networks, each
one including 30 instances. Any instance contains a graph
describing the NI and a number of smaller graphs describ-
ing the NSes. NS graphs belong to a limited number of
topologies, representing different service types. NI (respec-
tively, NS) graph nodes are annotated with data representing
available (respectively, required) nodes and links resources.
Furthermore, for each NS node a vector of compatibilities to
NI nodes is given, indicating which mappings are feasible due
to specific resources needed by the NS. We considered each
arc in the NS graph (and only them) as critical paths, whose
delay constraints have to be respected.

We model the arrival of NS requests as a Poisson2 pro-
cess, whose average inter-arrival time is denoted as λ. We
also assume the duration of NS allocation requests to be ran-
dom, following a normal distribution whose mean is denoted
as μ and whose standard deviation is denoted as σ . A sim-
ulation run consists of selecting a particular base instance
(that is, a NI and the corresponding pool of possible NSs),
and then (a) iteratively and randomly selecting one NS, an
inter-arrival time and a duration for the corresponding allo-
cation request, (b) asking the mapping algorithm to find
a suitable allocation of the drawn NS to the NI, (c) eventu-
ally updating NI resources either according to the mapping
provided by the algorithm or because of expired services.
The simulation ends as soon as the sum of inter-arrival times
exceeds a given time horizon τ , that represents the time length
of the simulation.

2We model the arrival of NS requests as a Poisson process, based on the
assumption that requests come from independent sources (i.e., when these
independent requests are aggregated, they form a Poisson process). Modeling
the arrival rate of virtual network and NS requests is an established assumption
in [31], [32], and [54].
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1) Tuning of Model Parameters: In a preliminary round 
of tests, we tried to assess the behavior of the service map-
ping algorithm as the parameters of the corresponding model 
change. We considered only instances whose NI span 20 NFV-
PoPs,3 whereas the number of NS was set to 40. We considered 
eight configurations, one for each possible choice of either 
value 1.0 or value 0.0 for each of the model parameters α, β 
and γ . We considered for a given base instance all NS alloca-
tion requests to arrive following the order in which they appear 
in the instance file, with a negligible fixed interarrival time, and 
a duration equal to τ . That is, all NS allocation requests arrive 
one after another, they are either rejected or allocated, and in 
the second case the assigned resources are never released. We 
always set the simulation length τ = 168 hours (that is, one 
week), the average allocation request duration μ = 24 hours, 
and the corresponding standard deviation σ = 2 hours. The 
first 20 allocation requests were always accepted in all config-
urations. In the following 20 ones we registered that moving 
from β = 0.0 to β = 1.0 substantially improves the accep-
tance rate; the same applies moving from γ = 0.0 to γ = 1.0. 
Moving from α = 0.0 to α = 1.0 has still some impact, when 
combined with settings β = 1.0 and γ = 1.0. This matches 
our modelling aim, in which objective terms related to β and 
γ directly affect allocation feasibility, while that related to α is 
useful only for diversification, and therefore inter PoP balanc-
ing. Overall, setting all parameters to 1.0 generated the best 
results.

2) Evaluating Solvers Scalability as the NI Size 
Increases: First, we verified that the approach is computa-
tionally effective enough to be embedded in TeNOR’s service 
mapping module. We considered using either the open source 
solver GNU GLPK or IBM’s commercial CPLEX solver. 
A time limit of 60s was given to each solver run. The 
simulations were ran with instances with up to 100 NI nodes.

We analyzed two scenarios: mild and high average NI load, 
setting in the former case λ = μ / (0.50 * (L / l)), and in the 
latter case λ = μ / (0.75 * (L / l)), where L is the overall avail-
able CPU resources in the NI, and l is the average amount of 
CPU resource required by each NS in the corresponding pool. 
That is, if CPU’s were the only scarce resource, and NS node 
fragmentation was possible, in the mild (respectively, high) 
average NI load scenario we would expect to have about 50%
(respectively, 75%) of overall CPU resources always allocated. 
We considered two performance measures: the percentage of 
accepted NS allocation requests, and the average computing 
time per allocation request.

We first observe that computing time is not a critical issue: 
the commercial solver CPLEX never exceeds the time limit, 
and the average response times is as low as 0.3s even for 
large NIs. The open-source solver GLPK yields computing 
times that are one order of magnitude larger than those of 
CPLEX; this was expected, giving the benchmarking results 
from the literature. Still, the average query time is always 
less than 3s. Allocation rejection is almost always produced

3We consider that an NFV infrastructure spanning 20 PoPs provides suf-
ficient scale for most NSes, as it can meet NS geolocation requirements 
(i.e., PoPs will be deployed at different locations) and offer large computing 
capacity for the deployment of VNFs.

as the result of the solver detecting infeasibility (timeout is
observed on average in 0.3% of the runs, and only for GLPK);
rejections are on average faster to report than allocations.
In summary, both solvers scale well in terms of computing
time: embedding either with CPLEX or GLPK would likely
yield systems whose performance bottleneck is not the service
mapping algorithm.

At the same time, GLPK and CPLEX provide almost iden-
tical results, even if GLPK incurs more often (0.3% of the
runs) in timeouts. To further check the efficiency of the solvers
when very fast response is required, we repeated the tests by
setting a time limit of 3s instead of 60s in the computing time.
The reduction of the time limit did not yield any notable inef-
ficiency. Therefore, efficient mappings can be generated on
relatively short timescales.

Also in terms of acceptance rate, embedding either CPLEX
or GLPK, even by imposing tight time limits, has no signifi-
cant impact on the overall performance of the system.

3) Solvers Scalability as Datacenters Load Increases:
Second, we analyzed the performances of our ILP based
approach as the average DC load changes. In particular, we
restricted our tests to instances whose NIs containing 20 nodes.
Simulations were considered where the average CPU load
(ratio of the requested CPU resource over the available one)
of the NI nodes, denoted as δ, ranges from 0.1 to 1.2, consid-
ering each step of 0.1 points, and setting λ = μ/(δ ∗ (L / l))
for each node.

The acceptance rate drops almost linearly from 100% to
50% as the average load increases, with robust system stability
even under high levels of stress. Average load seems to have
very little effect on the solvers’ computing time requirements.
The reduction of the time limit does not yield any notable
inefficiency in terms of mapping between the two solvers.

V. SERVICE DEPLOYMENT

Provisioning and instantiation represent the major lifecy-
cle management activities within the T-NOVA system, both
for network services and the VNFs composing them. Once
the Service Mapping, as described in Section IV, has been
completed, the TeNOR system has visibility to the PoPs
where the service and functions must be provisioned. Apart
from instantiation, lifecycle management also includes termi-
nation of VNFs. Figure 9 shows the sequence diagram for
NS Provisioning from the TeNOR perspective, including the
high-level interactions of the workflow.

From a general perspective, NS Provisioning is composed of
the following phases (refer to Figures 1 and 2 for the T-NOVA
architecture components):

• If required, TeNOR creates a connectivity resource in
the WICM, by sending the required information, such as
the identifier, the Network Access Point, or a descriptor.
It receives back the corresponding VLAN identifiers for
both the ingress and egress network points created.

• TeNOR starts the provisioning process, which is realized
by means of a HEAT [25] orchestration template which is
sent to the VIM. The VIM is responsible for instantiating
the different components described in the template.
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Fig. 9. High-level TeNOR NS Provisioning Sequence Diagram.

• TeNOR updates the connectivity resource (i.e., WICM)
created to adapt the traffic redirections to the instances
created (both VMs and virtual networks) by the previous
call.

This process enables complete automation of the end-to-
end service provisioning including one or more NFVI-PoPs
and the transport network managed by the WICM.

A. NS Creation Process

The creation of an NS instance, i.e., cre-
ate_ns_instance (HOT) as shown in Figure 9, requires specific
actions for various micro-services within TeNOR. First, it
is worth noting that provisioning one NS comprehends the
deployment of all the VNFs composing it, and as a conse-
quence it may become a complex process to automate. In
essence, the activity inside step 2 of the previous workflow
can be summarized as follows: (i) whenever a new NS instan-
tiation request reaches TeNOR from the Marketplace, the NS
Provisioning micro-service retrieves the information from the
NS Descriptor; (ii) with that information the Service Mapping
returns an ordered list of feasible PoPs where to allocate the
VNFs composing the service; (iii) with the PoP and inter-PoP
connectivity information, a loop is started and each VNF that
is part of the NS is then forwarded to the corresponding VNF
Manager, who is responsible for the deployment of the VNF
at the VIM layer (i.e., creation of the HEAT template and
communication with the corresponding VIM service); and (iv)
finally, upon each successful NS instantiation request, an
SLA is created and the necessary parameters are subscribed
for monitoring (refer to Section VII).

B. Performance Evaluation of NS Provisioning

In terms of evaluating the performance of NS Provisioning
within T-NOVA the most important metrics to be assessed is
the overall NS Provisioning time. This is the total time from
receipt of the request, the time required to complete process-
ing, the Service Mapping time and VNF instantiation in the
NFVI. Thus, the first analyzed time is the mapping algorithm,
which calculates the best available location in the NFVI. Then,
the VNF instantiation time, which includes parsing infor-
mation from the VNFD, generation of the HEAT template,
and sending the request to the OpenStack Heat service to
instantiation the VMs in the NFVI.

Fig. 10. Mapping and instantiation time for multiple network services
instantiation.

The graph shown in Figure 10 depicts the time required
for multiple (1, 2, 5, 10, 15 and 20 requests simultaneously)
instantiations of a network service (consisting of only one
Virtual Machine that requires 2vCPUs, 2GB RAM and 20GB
of disk space). The mapping time is the total time required
for the mapping algorithm to define the resource allocation.
The instantiation time starts when the NS provisioning knows
where to allocate the VNFs until the instance is available in
OpenStack. This time consists of the tenant and user creation,
the creation of the Heat template, and downloading the VNF
image from Glance.

As we can see, the mapping time varies insignificantly in
all simultaneous instantiations because the REST call/response
to the Mapping module requires less than 100ms. However,
the instantiation time increases as the number of simultane-
ous instantiations increments through time, as a result of the
orchestrator sending a unique request to OpenStack to deploy
network resources and the VNF image for each instance.
In the next step, OpenStack deploys each instance simulta-
neously resulting in a demanding request for OpenStack to
allocate the resources simultaneously. The OpenStack allo-
cation operations become the bottleneck, and as a result
given 5 simultaneous instantiation requests, the final time
required for deployment is doubled. Additionally, regarding
the statistical significance of the aforementioned graph the
standard deviation values were calculated for the correspond-
ing times series. The results were: 0.01544 for the Mapping
time, 341.4665 for the Instantiation time, and 351.334 for the
Total time.

VI. INFRASTRUCTURE AND SERVICE MONITORING

In an NFV environment, proper infrastructure and service
monitoring is crucial for a number of reasons: i) to maintain an
integrated picture of NFVI status and resources, ii) to enable
proper service mapping, iii) to facilitate accounting/billing and
SLA management and iv) to trigger (proactive or reactive)
actions in fault scenarios.

IT and network monitoring has been an area of active
research area for more than three decades. As a result, a wide
variety of tools and concepts are available which can be
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Fig. 11. Functional architecture of the T-NOVA VIM Monitoring Manager.

exploited and/or adapted for use in an NFV environment.
However, not all of them can be used as-is. A monitoring
framework especially tailored for an NFV environment should
fulfil specific requirements, such as:

• Interfacing with VIM control modules (e.g., OpenStack,
OpenDaylight etc.)

• Interfacing with VNFs and/or the VNFM to retrieve VNF-
specific (application) metrics

• Scalability. The scalability requirement is crucial, since,
in a large-scale NFV environment, the MANO stack could
be overloaded with millions of measurements per sec-
ond, coming from all parts of the NFV infrastructure and
services. The monitoring framework needs to be able to
filter out unnecessary data and to identify specific events
(and, if needed, alarms) to be communicated to high-level
orchestrating entities.

In order to fulfil these requirements, in T-NOVA, we
followed the approach of designing and developing a ded-
icated lightweight monitoring framework tailored to the
needs of an operational NFV environment. For its design
and implementation, we studied and exploited some of the
features and concepts of existing state-of-the-art monitor-
ing and support frameworks for virtualized environments,
such as Monasca [42] and Gnocchi [43]. We also examined
emerging OPNFV projects on NFV monitoring, such as
Doctor [44] and Prediction [45].

Our approach is based on a dedicated monitoring entity
within the VIM layer, the VIM Monitoring Manager
(VIM MM), whose functional architecture is shown in
Figure 11.

The VIM MM collects, aggregates and processes data from
various sources, namely:

• The physical and virtual infrastructure, including com-
pute nodes, storage servers, as well as network
switches and routers. For this purpose, the VIM MM
directly interfaces with the infrastructure controllers
(OpenStack and OpenDaylight), polling their monitor-
ing APIs (Ceilometer/Telemetry API [46] and Statistics
respectively).

• The VMs on which the VNFs are running. The aim
here is to augment the monitoring capabilities of the
system, compared with the limited set of metrics which
Ceilometer natively provides. For this purpose, we intro-
duce a monitoring agent in each VM. The agent is
based on the popular collected-core module [47] which
can be directly installed with minimal overhead. The
use of the collected agent provides access to a much
wider set of metrics from the guest OS compared to
OpenStack’s Ceilometer data collection service, such
as detailed memory and network usage metrics, load
information and process statistics. It also collects met-
rics at a significantly higher resolution, improving the
response time of the monitoring system. The agent can
be either preinstalled in the VNF image or installed
upon deployment via the Heat template; both options
are supported. However, in the case where inclusion of
a monitoring agent in the VNF is not desirable (e.g., not
allowed/supported by the VNF developer), the system can
also work in agent-less mode, solely relying on data from
Ceilometer.

• The VNF applications themselves. VNFs are expected to
provide application-specific metrics, such as the number
of sessions, number of flows, response latency etc. In
order to facilitate the exposure of these metrics to the
monitoring system, we created a lightweight SDK which
can be used by VNF developers to communicate metrics
directly to the VIM MM (in addition to the information
exchanged with the VNFM).

All collected metric are stored in a time-series database,
which is more appropriate for time-series data than a stan-
dard relational database (DB). We selected InfluxDB [48] for
this purpose. By aggregating all data into a performant DB
and relying on periodical feeds, we can simplify workflows,
reduce inter-component signaling and thus eliminate the need
for a message queue, which is commonly used in monitoring
frameworks.

A back-end processing engine processes the data in real-
time in order to generate events and alarms. Events/alarms
are generated either via pre-defined thresholds (set by the
Orchestrator) or by dynamically detecting deviations from
“normal” VNF operations. This is achieved using anomaly
detection algorithms. The anomaly detection functionality
remains in development.

All information is exposed to the Orchestrator via a REST-
based API, which supports the following operations:

• Standard GET request for on-demand retrieval of a spe-
cific metric or groups of metrics.

• Subscribe operation for periodic “pushing” of specific
metrics.

• Subscription to alarms using pre-defined thresholds.
In all cases, the values communicated or used as alarm

thresholds may refer to either instantaneous samples, or statis-
tical aggregates (min, max, average, median etc.) apart from
the programmatic interface (API), the metrics are also visual-
ized in an intuitive, Web-based graphical user interface (GUI),
which is based on Grafana [49]. A screenshot of the GUI, is
shown in Figure 12. In this case, information from a virtual
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Fig. 12. GUI screenshot aggregating metrics from various sources to monitor
a vTC VNF.

Fig. 13. VIM Monitoring Manager performance.

Traffic Classifier (vTC) VNF (see next section) is displayed.
The following metrics are integrated into a single view:

• VNF CPU utilization, retrieved from OpenStack
Ceilometer

• VNF memory usage and network traffic (cumulative
packet count), as reported by the guest OS via the
collected agent.

• VNF-specific metrics (packet rate of different appli-
cations detected by the vTC, e.g., Skype, Bittorrent,
Dropbox, Google, Viber etc.), as reported by the vTC
service.

We also evaluated the scalability and behavior of the VIM
MM’s northbound API. To emulate frequent data exchange
with the Orchestrator, we used a number of concurrent GET
requests, specifying a single metric (CPU load) from the vTC
VNF. We used the httperf software [50] to generate synthetic
HTTP GET requests at various rates and measured the rate
of responses received. Then, we repeated the procedure, this
time directly polling Ceilometer for the same metric.

The two sets of measurements were carried on platforms
with similar hardware capabilities. The results are depicted in
Figure 13.

From the results obtained it is clear that the VIM MM can
expose metrics with a performance level which is comparable
to native Ceilometer. It also appears to exhibit better stability
when in overload situations (at more than 160 requests/sec for
the given hardware configuration). It should be noted that this
relatively low saturation point is due to the restricted hard-
ware resources of the platform; in any case, the results are
comparative to Ceilometer and are not absolute.

All components of the T-NOVA VIM monitoring frame-
work, along with the appropriate documentation, have been

released as open-source [51] under a GPL license, as part of
the T-NOVA MANO stack. The released version has been inte-
grated in Docker containers, in order to facilitate deployment
in heterogeneous environments.

VII. USE CASE: DEPLOYING

A HARDWARE-ACCELERATED VIRTUAL

TRAFFIC CLASSIFIER (VTC)

A. vTC Architecture and Acceleration Techniques

In this last section, we consider as an indicative use case
of the T-NOVA MANO stack the deployment of an NFV ser-
vice comprising a virtual Traffic Classifier (vTC) which takes
advantage of specific hardware acceleration features com-
monly available in an NFVI. The vTC was also developed
in the context of the T-NOVA project and is being currently
used as part of the OPNFV Yardstick [52] project which is
focused on NFV workload characterization.

The vTC is designed to analyze in real-time network traf-
fic, to recognize specific applications and to prioritize each
traffic flow according to application priority policies. As this
operation generates significant workload, it is highly recom-
mended to employ specific hardware acceleration features for
efficient traffic processing. In the following paragraphs we
briefly describe the techniques which were employed.

The Linux network stack, on which the vTC has been
developed is commonly used as a basis for cloud networking
solutions. Its primary goal is the provisioning of a general
purpose network stack for a fully functional operating system
rather than a stack that is specifically designed for high packet
throughput performance. Therefore, a standard Linux network
stack cannot scale to the performance level often required for
a software network appliance.

As I/O performance is critical in cloud infrastructures, vir-
tualization optimizations are required in order to maximize
the utilization of computer system resources. Single Root I/O
Virtualization (SR-IOV) [53] is a specification released by the
PCI-SIG, which defines hardware enhancements that reduce
hypervisor’s interactions with a VM, in order to improve its
data processing performance. An SR-IOV enabled device is
capable of spawning various “light” instances of PCI func-
tions, named Virtual Functions (VFs). Each VF can be pinned
to a VM, granting direct access to its physical resources.
Exploiting this feature, multiple VMs can share the same phys-
ical PCI device resources, thus achieving higher performance
with no significant additional CPU overhead. As SR-IOV
provides direct access and control to the system’s hard-
ware resources, it enables the efficient allocation of low-level
network resources.

The vTC VNF is used as a use-case in T-NOVA to demon-
strate the performance enhancements provided by the SR-IOV
specification and the packet processing acceleration frame-
work DPDK. The vTC comprises of two Virtual Network
Function Components (VNFCs), namely the Traffic Inspection
engine and Classification and Forwarding function. The two
VNFCs are implemented in respective VMs. The proposed
Traffic Classification solution is based upon a Deep Packet
Inspection (DPI) approach, which is used to analyze a small
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Fig. 14. Virtual Traffic Classifier VNF component architecture.

number of initial packets from a flow in order to identify the
flow type. After the flow identification step no further packets
are inspected. The Traffic Classifier follows the Packet Based
per Flow State (PBFS) in order to track the respective flows.
This method uses a table to track each session based on the
5-tuples (source address, destination address, source port, des-
tination port, and the transport protocol) that is maintained
for each flow. The architectural overview of the vTC VNF is
shown in Figure 14.

The vTC utilized various technologies in order to offer
a stable and highly performant VNF. The vTC implementa-
tion is based upon the open source nDPI library [54]. The
packet capturing mechanism is implemented using a num-
ber of technologies in order to investigate the respective
trade-offs between performance and modularity. The packet
handling/forwarding technologies evaluated were:

PF_RING [55]: PF_RING is a set of library drivers and
kernel modules, which enable high-throughput, packet cap-
ture and sampling. For the vTC the PF_RING kernel module
library was used, which polls the packets through the LINUX
NAPI. The packets are copied from the kernel to the PF_RING
buffer and then analyzed using the nDPI library.

Docker [56]: Docker is a form of Linux container which
provides a self-contained execution environment, that pro-
vides isolated CPU, memory, block I/O, and network resources
based on sharing the kernel of a host operating system. In
order to investigate the pros and cons of the container technol-
ogy, the vTC was developed also as an independent container
application. The forwarding and the inspecting of the traffic
are also performed using PF_RING and nDPI, and they are
modified accordingly to function properly in a containerized
environment.

DPDK: In order to fully exploit the system’s resources,
both in the network and computational domains, and at the
same time enhance and facilitate the implementation of inten-
sive network applications, Intel has developed the Data Plane
Development Kit (Intel�DPDK) [57]. DPDK comprises of
a set of libraries that support efficient implementations of
network functions through access to the system’s network
interface card (NIC). DPDK offers network function develop-
ers a set of tools to build high speed data plane applications.
DPDK operates in polling mode for packet processing, instead
of the default interrupt mode. The polling mode opera-
tion adopts the busy-wait technique, continuously checking
for state changes in the network interface. This mitigates
interruption in packet processing, as it bypasses the kernel,
efficiently consuming CPU cycles, which leads to increased

Fig. 15. Comparative results for the vTC VNF in various setup environments.

packet throughput [58]. Using DPDK network packet ingress
and egress is faster in comparison to the standard Linux kernel
network stack as applications are supported in userspace, thus
bypassing kernel network stack bottlenecks. A DPDK-enabled
version of the vTC has been implemented in order to optimize
the packet-handling and processing for the inspected and for-
warded traffic, by bypassing the kernel space. The analyzing
and forwarding functions are performed entirely in user-space
which enhances the vTC performance.

B. Validation and Assessment Using the
T-NOVA MANO Components

As a validation test, we used the T-NOVA MANO compo-
nents described in the previous sections to discover resources
for the vTC, assigned the appropriate resources, deployed the
service and monitored it under load conditions. During each
iteration, the hardware acceleration capabilities of the vTC
were properly detected (via the corresponding entries in the
VNF Descriptor (VNFD) document) and correctly matched to
the compute nodes which had these specific capabilities.

A series of comparison tests between the DPDK, PF_RING,
and Docker versions of the vTC in physical and virtualized
environments were carried out. Traffic for the tests was gener-
ated using the open source PktGen traffic generator [59] which
can generate up to 10Gbps of network traffic. The results col-
lected illustrated the behavior of each implementation based
on linear scaling network traffic load up to 10Gbps at line
rate. Traffic statistics were collected from the VNF at one
second intervals and were post processed for performance
evaluation.

The results in Figure 15 show a clear improvement in
the vTCs’ performance when DPDK is utilized. The gap in
performance between the physical and the virtualized solution
shows further optimization is required in order for to achieve
line rate. Additionally, it is clear that despite the use of SR-IOV
the network kernel stack remains the bottleneck in the packet
processing path.

As shown in Figure 14 the SR-IOV/DPDK version achieves
approximately 81% of the physical DPDK testbed packet
transmission performance. The PF_RING kernel version dis-
played saturation effects at 500Mbps with an 87.5% through-
put reduction in comparison to the DPDK version. The results
also indicate that DPDK’s performance in the virtualized
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scenario is degraded, approximately 19% in comparison to
the corresponding tests performed on non-virtualized hard-
ware. This performance degradation is a result of the addi-
tional hypervisor overhead in the virtualized environment with
respect to the packet processing overhead.

VIII. CONCLUSION

We presented the components of an operational NFV
MANO stack being developed by the T-NOVA project and
released as an open-source project [11]. The current version
of the T-NOVA MANO system facilitates the automation of
the key NFV service lifecycle steps, specifically resource dis-
covery and matching, service mapping, service deployment
and monitoring. Of particular significance are the capabili-
ties within the system to discover, map and exploit hardware
platform-specific features to optimize performance, as demon-
strated in the vTC assessment activities. The complete MANO
stack has been designed in a fully modular manner under
a service-oriented architecture, so that each of the components
described in this paper can also be individually exploited on
an individual basis, if necessary.

Additional functional capabilities to be implemented include
service auto-scaling (scaling in/out), SLA monitoring, fully
automated traffic steering/service function chaining (SFC) and
anomaly detection.
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