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iiiAbstract

Deep Learning has revolutionized the whole field of Computer Vision. Very deep models with
an huge number of parameters have been successfully applied on big image datasets for difficult
tasks like object classification, person re-identification, semantic segmentation. Two-fold results
have been obtained: astonishing performance, with accuracy often comparable or better than
a human counterpart on one hand, and on the other the development of robust, complex and
powerful visual features which exhibit the ability to generalize to new visual tasks.

Still, the success of Deep Learning methods relies on the availability of big datasets: whenever
the available, labeled data is limited or redundant, a deep neural network model will typically
overfit on training data, showing poor performance on new, unseen data.

A typical solution used by the Deep Learning community in those cases is to rely on some
Transfer Learning techniques; within the several available methods, the most successful one
has been to pre-train the deep model on a big heterogeneous dataset (like ImageNet) and then
to finetune the model on the available training data. Among several fields of application, this
approach has been heavily used by the robotic community for depth images object recognition.
Depth images are usually provided by depth sensors (eg. Kinect) and their availability is
somewhat scarce: the biggest depth images dataset publicly available includes 50.000 samples,
making the use of a pre-trained network the only successful method to exploit deep models on
depth data.

Without any doubt, this method provides suboptimal results as the network is trained on
traditional RGB images having very different perceptual information with respect to depth maps;
better results could be obtained if a big enough depth dataset would be available, enabling the
training a deep model from scratch.

Another frequent issue is the difference of statistical properties between training and test
data (domain gap). In this case, even in the presence of enough training data, the generalization
ability of the model will be poor, thus making the use of a Domain Adaptation method able
to reduce the domains gap; this can improve both the robustness of the model and its final
classification performances.

In this thesis both problems have been tackled by developing a series of Deep Learning
solutions for Domain Adaptation and Transfer Learning tasks on RGB and depth images domains:
a new synthetic depth images dataset is presented, showing the performance of a deep model
trained from scratch on depth-only data. At the same time, a new powerful depth�RGB
mapping module is analyzed, to optimize the classification accuracy on depth images tasks
while using pretrained-on-ImageNet deep models. The study of the depth domain ends with a
recurrent neural network for egocentric action recognition capable of exploiting depth images as
an additional source of attention.

A novel GAN model and an hybrid pixel/features adaptation architecture for RGB images
have been developed: the former on single-domain adaptation tasks, while the latter on multi-
domain adaptation and generalization tasks. Finally, a preliminary approach to the problem
of multi-source Domain Adaptation on a semantic segmentation task is examined, based on
the combination of a multi-branch segmentation model and a adversarial technique, capable of
exploiting all the available synthetic training datasets and to increase the overall performance.

The performance obtained by using the proposed algorithms are often better or equivalent
with respect to the currently available state of the art methods on several datasets and domains,
demonstrating the superiority of our approach. Moreover, our analysis shows that the creation
of ad-hoc domain adaptation and transfer learning techniques are mandatory in order to obtain
the best accuracy in the presence of any domain gap, with a little or negligible additional
computational cost.
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Chapter 1

Introduction

1.1 Context and Motivations
Vision, intended as the process of discovering the world from images, is probably the most
important sense of living beings. Our eyes present both an huge optical resolution [36] and
an huge throughput of processed data, quantified in ten gigabits of captured informations per
second, while our brain is able to process around three million bits per second of this information
[4]. With these premises, it is surprising to notice that in the sixties the task of computer vision
was something that the leading experts in the field of Artificial Intelligence thought to be at the
level of difficulty of a summer student’s project [61]. Almost 60 years later the problem is still
far to be solved: the task of building a general artificial vision system capable of analyze the
world as an human being would do is extremely difficult. Nevertheless, the last ten years have
seen one of the most powerful Artificial Intelligence revolution with the rise of Deep Learning.
Among the several machine learning and AI fields that have been revolutionized by the advent
of deep neural networks (Natural Language Processing [122], Reinforcement Learning [108] and
many others), the Computer Vision field is the one where the introduction of very deep models
has produced the most dramatic effects. In few years, thanks to the use of deep convolutional
neural networks, performances on typical object classification tasks like ImageNet Large Scale
Visual Recognition Challenge 2012 (Figure 1.1) jumped from 26% top-5 error of XRCE method
[74] to 3.1% of the Inception V4 deep model [153]

However, the ability of deep neural networks to build complex visual features and to handle
challenging classification tasks relies on the availability of big, labeled images datasets for
training; moreover, this training set should share the same statistics of the test one. In all the

Figure 1.1. ILSCVR 2012 performances over time. If the best shallow method in
2011 exhibits 26.1% top-5 error, after 5 years deep models like Inception V4 are able to
reach 3.1% top-5 error.
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cases in which this training data is lacking, or if there is a statistical gap with respect to test
data, the final performance will be poor and suboptimal. In order to solve these issues and to
reduce the loss of performance, two very promising family of techniques are Domain Adaptation
and Transfer Learning. While both Domain Adaptation and Transfer Learning already existed
in the classical field of machine learning, it is with the rise of Deep learning that they become a
key component for optimal performance.

Beside adapting the models to the data currently available, another powerful approach
is to synthetically generate data in order to both increase the training set and to decrease
the statistical domain gap with respect to the test set. While one straightforward approach
for generating realistic data is to use a rendering software like Blender [44], with the rise of
Generative Adversarial Networks [53] researches are able to produce any kind of data which
mimic the properties of any given domain. Exploiting both these techniques could finally enable
or improve the use of deep models in critical tasks like autonomous driving, medical images
analysis, person re-identification, and so on.

1.2 Addressed Problems
The problems addressed in this thesis can be listed as follows:

• RGB object recognition in the presence of a strong domain gap between training and test
domains;

• Depth images object recognition and first-person RGB-D action recognition;

• Semantic segmentation in urban scenes.

1.3 Contributions of the Thesis
The main contributions of this work is the development and analysis of deep algorithms and
models for Computer Vision tasks, under the hypothesis of lack of training data or with a
statistical gap between training and test data. The chosen approach to solve those tasks has
been to synthetically generate data or to map data from one domain to another one, or to
align domains on a feature level. More into details, the contributions can be summarized in the
following presentations:

• A new synthetic depth images dataset (VANDAL) [20] and a deep model trained
from scratch on the proposed dataset (DepthNet), for depth images object recognition;

• A novel deep module (DECO)[21] for depth�RGB mapping which is able to learn
the optimal colorization for maximizing accuracy on the same dataset as well as on different
datasets;

• A depth enhancing process for RGB-D first person action recognition (LODEAR)
on short video sequences, with the use of a deep CNN+LSTM module;

• A new GAN architecture (SBADAGAN )[128] capable of realistic RGB�RGB
transformation for tackling digits recognition tasks in the presence of domains shift;

• An hybrid pixel-features adaptation approach (ADAGE) [22] for multi-source
domain adaptation and generalization on digits datasets;
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• A multi-source domain adaptation algorithm[129] for semantic segmentation tasks

on urban scenes.

The majority of proposed techniques have been implemented by using the Pytorch framework,
with the exception of two works done in Caffe and Keras. All the source codes are available on
Github or freely distributed by the author upon request.

1.4 Structure of the Thesis
The rest of this thesis is structured as follows. Chapter 2 presents formally the unsupervised
domain adaptation and transfer learning problems (Section 2.1 and Section 2.2) and the datasets
used in this work (Section 2.5). Being 2.5D and RGB recognition two significantly different tasks,
each with their own unique issues and solutions, the presented works have been divided into two
main chapters. In Chapter 3 the work done on the depth domains is presented: the synthetically
generated VANDAL dataset with the corresponding DepthNet model (Section 3.1), the DECO
module for optimal depth�RGB mapping (Section 3.2), and LODEAR, an effective approach for
RGB-D first person action recognition ( Section 3.3). In Chapter 4 several algorithms for domain
adaptation and transfer learning tasks into the RGB domain are introduced: SBADA-GAN
(Section 4.1) is a novel adversarial method for digits recognition, ADAGE (Section 4.2) is an
hybrid pixel/feature adaptation method for multi source domain adaptation and generalization
tasks, and Section 4.3 shows a multi source GAN model for semantic segmentation in urban
scenes. Conclusions and possible directions for future work are discussed in Chapter 5.

Declaration This thesis is a presentation of original work of its author. The work was done
under the guidance of Prof. Barbara Caputo at Sapienza University of Rome. The ideas and the
results presented in this work have all appeared in conference/article proceedings or workshops.

1.5 Peer-reviewed publications
The following list represents the current author peer-reviewed publications in a chronological
order and his contribution to each work:

• Carlucci, F. M., Russo, P., & Caputo, B. (2017). A deep representation for depth images
from synthetic data. In Robotics and Automation (ICRA), 2017 IEEE International
Conference on (pp. 1362-1369). IEEE. The author contributed to the virtual camera setup,
the CAD model cleaning phase, the data augmentation phase, as well as to the DepthNet
network trainings.

• Carlucci, F. M., Russo, P., & Caputo, B. (2018). DE2CO: Deep Depth Colorization.
IEEE Robotics and Automation Letters, 3(3), 2386-2393. (also presented at the IEEE
International Conference on Robotics and Automation). The author contributed to the
(DE)2CO module invention and its training on Washington and JHUIT-50 datasets.

• Russo, P., Carlucci, F. M., Tommasi, T., & Caputo, B. (2018). From source to target and
back: symmetric bi-directional adaptive GAN. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition. The author effectively created the SBADA-
GAN modules and its additional losses and contributed in the training phase.

• Russo, P., F. M., Tommasi, T., & Caputo, B. (2019). Towards Multi-Source Adaptive
Semantic Segmentation In Proceedings of the International Conference of Image Analysis
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and Processing. The author assembled the main architecture and performed all the
trainings.

• Carlucci, F. M., Russo, P., Tommasi, T., & Caputo, B (2019) Hallucinating Agnostic
Images to Generalize Across Domains in European conference on computer vision, task-CV
workshop. The author invented the Hallucinator module while helping on the overall
architecture tests.
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Chapter 2

Background

In this chapter the unsupervised Domain Adaptation problem and the Transfer Learning problem
will be presented and discussed with an approach both informal and formal (Section 2.1 and
Section 2.2). Section 2.3 presents the RGB-D recognition setting with its unique properties and
issues. In Section 2.4 the current state of the art algorithms and methods will be briefly showed,
while in Section 2.5 the datasets used in this work will be listed with their different domains and
characteristics.

2.1 Unsupervised domain adaptation problem
One of the main underlying assumption in any model of learning is that both the training
samples and the unseen test samples are drawn from the same probability distribution, which
assure the correctness of the classifier decisions and enable the generalization error estimation
[165]. In many practical applications this assumption does not hold: training and test sets could
have different distributions, raising severe performance issues. Among several examples, we can
mention the different statistical properties of object recognized by a robot when working in a
controlled setting, like in a laboratory, with respect to the same robot working in a new, unseen
setting, like in a home. Face recognition algorithms will exhibit inferior performance when
trying to recognition faces put on different lights conditions, while autonomous driving system
trained on synthetically generated data will perform poorly on real urban scenes data. The
unsupervised Domain Adaptation techniques attempts to solve this issue by training a classifier
using source samples that can generalize well to the target (test) domain while mitigating the
domain shift between the two underlying distributions. In a formal notation, let define a domain
as D = {χ, P (X)} made by the feature space χ and the edge probability distribution P (X) where
X = {x1, x2, ...xn} ∈ χ, and a task as T = {Y, P (Y |X)} made by label space Y = {y1, y2, ...yn}
and the conditional probability function P (Y |X). Finally, the source set can be defined (omitting
the probability distribution) as S = {(x1, y1), (x2, y2), ...(xn, yn) ∈ X × Y } while the target set
is defined as T = {x̂1, x̂2, ...x̂n ∈ X̂}. While the source and the target domains share the same
label sets Ys = Yt, the two related distributions are not identical: Ps(Y |X) ∼ Pt(Y |X). Source
and target domains mismatch can be seen also in the marginal data distribution: Ps(X) 6= Pt(X)
and on a feature level: Xs 6= Xt.

The same issue of Domain Adaptation can be cast into two different settings: in the semi-
supervised case, some few labeled examples from the target domain are available for training,
while in the unsupervised case no label from the target domain set is available. In the case of
Deep Learning applied on Computer Vision tasks, Domain Adaptation techniques can also be
differentiated by the chosen approach to the problem: some algorithms work on a pixel level,
reducing the gap between domains directly on the images, while other algorithms work on a
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feature level (where in that case feature means the property learned by a convolutional filter),
reducing the discrepancies between distributions on the features extracted from a deep neural
network at some convolutional layer. In the case of semantic segmentation, an algorithm at
output level can reduce the statistical differences directly on the deep model output.

Furthermore, we talk about Multi Source Domain Adaptation when multiple sources with
different marginal data distributions are available as training set. In that case the training set
can be redefined as S = {(x1, y1, d1), (x2, y2, d2), ...(xn, yn, dn) ∈ X × Y ×D}

Finally, a challenging variation of the multi source case is presented as Domain Generalization,
where the target domain data is not available during the training process. In that case the aim
is to build a classifier as much robust and general as possible, based on the available source
domains.

The works in this thesis have been mostly based both on single source and multi source
domain adaptation, with the ADAGE work tackling also the case of domain generalization. The
majority of the developed algorithms work on a pixel level, with the exception of the hybrid
pixel/feature approach of ADAGE and the multi-source semantic segmentation algorithm which
works directly on the output level.

2.2 Transfer Learning
Data dependence is one of the most serious problem in deep learning. The huge deep models
developed in the last years, which easily exhibit 107∼108 trainable parameters, require a big
amount of labeled data to learn its latent patterns. Unfortunately, in the majority of Computer
Vision tasks there is a scarcity of labeled images, leading to overfitting and poor generalization
ability. For these reasons, a critical step of a successful deep architecture is the use of a Transfer
Learning technique. Given a learning task Tt based on Dt, Transfer learning aims to improve the
performance of the conditional probability function Pt(Y |X) for learning task Tt by discovering
and transferring latent knowledge from a different domain Ds and Ts, where Ds 6= Dt and/or
Ts 6= Tt. In addition, in most cases the size of Ds is much larger than the size of Dt. Without
any doubt, one of the most used transfer learning techniques is finetuning. With the finetuning
procedure, the deep neural network is first trained from scratch on a huge, heterogeneous dataset
related to Ds/Ts, where will learn robust and general visual features, and then finetuned by
an additional training (usually with a lower learning rate) on the target domain Dt with task
Tt. In fact, the almost totality of deep models developed in the last years exploit finetuning by
pre-training on ImageNet dataset [127], which has shown impressive generalization capabilities.
In this thesis, we have dealt with transfer learning on depth domains with the DepthNet
method, while we have developed a new transfer learning method on RGB images with DECO.
Finally, in the proposed multi-source domain adaptation algorithm for semantic segmentation,
we have exploited as a standard transfer learning technique the pre-training on ImageNet of the
DeepLabV3 model.

2.3 RGB-D recognition
Vision perception is a critical component for enabling the use of autonomous robots in an
unconstrained world. Nowadays, RGB-D sensors are ubiquitous in many robotic systems,
thanks to their low cost and their ability to provide additional invariant informations about
the objects, with respect to a simple RGB sensor which is limited to appearance and texture.
For example, depth sensors are robust to low-contrast images, or images taken with poor light
conditions (Figure 2.1); they can also provide unique perceptions as the objects shape and
distance. Unfortunately, the use of depth data with Deep Learning models is not trivial due to
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RGB Depth map

Figure 2.1. Comparison of a RGB image and a depth map taken by a Kinect RGB-D
sensor in a low light condition. While RGB sensor require a good source of light in
order to capture objects appearance, the respective depth sensor in the same condition
can work flawlessly on complicated tasks like instance segmentation.

the small number of labeled depth images available on public datasets. Because of that, any
deep model trained from scratch on that kind of data suffers poor generalization ability and
strong overfitting. For these reasons, the majority of works which deal with depth or RGB-D
data exploits the use of Transfer Learning techniques, in order to map the single channel of
depth data into traditional 3 RGB channels and then by performing a finetuning on ImageNet
pretrained networks. In this thesis is presented a study for two alternative approaches: the
training of a deep model from scratch directly on depth data, and a Transfer Learning method
for depth�RGB mapping as a replacement of the standard finetuning procedure.

2.4 State of the Art
In this section we will perform a survey on the current state of the art methods which are most
related to the works presented in the thesis:

• Domain Adaptation and Transfer Learning techniques applied on RGB images.

• Object recognition models on RGB, RGB-D or depth only data.

• Semantic segmentation models on urban scenes.

It is worth mentioning that the majority of the RGB and 2.5D works in the current era of Deep
Learning exploit some use of Transfer Learning and/or Domain Adaptation techniques, even
if not explicity cited. For example, the use of finetuning techniques is ubiquitous among both
RGB and depth domains, as well as adopting generative (GAN) methods in any case where
there is a sensible shift between training and testing domains. As such, most of the reported
papers related to RGB, depth and RGB-D setting can be also seen as particular cases of applied
Domain Adaptation and/or Transfer learning methods.

In single source Domain Adaptation, feature adaptation approaches aim at learning
deep domain invariant representations [98, 149, 18, 19, 126, 50, 138, 59, 132]. Other methods
rely on adversarial loss functions [46, 161, 135], while the method proposed in [135] is a variant
of [46], where the domain difference is still measured at the feature level but passing through
an image reconstruction step. Besides end-to-end trained architectures also two-step adaptive
networks have shown practical advantages [162, 6]. The family of image-based strategies for
domain adaptation exploit powerful GAN [52] methods to generate new images or perturb
existing ones to resemble the visual style of a certain domain, thus reducing the discrepancy at
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pixel level [16, 141]. Generative Adversarial Networks are composed of two modules, a generator
and a discriminator. The generator synthesizes samples whose distribution closely matches
that of real data, while the discriminator distinguishes real from generated samples. GANs
are agnostic to the training samples labels, while conditional GAN variants [107] exploit the
class annotation as additional information to both the generator and the discriminator.Some
works used multiple GANs: in CoGAN [93] two generators and two discriminators are coupled
by weight-sharing to learn the joint distribution of images in two different domains without
using pair-wise data. Cycle-GAN [186], Disco-GAN [76] and UNIT [95] encourage the mapping
between two domains to be well covered by imposing transitivity: the mapping in one direction
followed by the mapping in the opposite direction should arrive where it started. For this image
generation process the main performance measure is either a human-based quality control or
scores that evaluate the interpretability of the produced images by pre-existing models [134, 186].
Most of work based on image adaptation aims at producing either target-like source images or
source-like target images, but it has been recently shown that integrating both the transformation
directions is highly beneficial [128, 1]. In particular [1] combines both image and feature-level
adaptation, but the proposed network contains two generators, three discriminators and one
classifier for which significantly increase the computational cost at training time.

Multi Source Domain Adaptation was initially studied from a theoretical point of view
focusing on theorems indicating how to optimally sub-select the data to be used in learning
the source models [33] or proposing principled rules for combining source-specific classifiers
and obtain the ideal target class prediction [103]. Several other works followed this direction
presenting algorithms based on the combination of source models [151, 41, 68]. A different set of
approaches is based on learning new feature representations, defining a mapping to a latent space
shared between domains. Some of them are created for single sources but can be easily extended
to multiple ones [35, 54], as the feature replication method of [35] and the unsupervised approach
based on Grassman manifolds presented in [54]. Other works developed instead dedicated
solutions for multiple sources [65, 71]. When dealing with shallow-methods the naïve model
learned by collecting all the source data in single domain without any adaptation usually shows
low performance on the target. It has been noticed that this behavior changes when moving
to Deep Learning, where the larger number of samples as well as their variability supports
generalization and provides good results on the target. Within the context of convnet-based
approaches, the vanilla solution of collecting all the source data in a single domain is already
quite effective. Only very recently two methods presented multi-source deep learning approaches
that improve over this baseline. The method proposed in [172] builds over [46] by replicating
the adversarial domain discriminator branch for each available source; these discriminators are
also used to get a perplexity score that indicates how the multiple sources should be combined
at test time, according to the rule in [103]. A similar multi-way adversarial strategy is used also
in [182], but this work comes with a theoretical support that frees it from the need of respecting
a specific optimal source combination and thus from learning the source weights.

In the Domain Generalization setting, no access to the target data is allowed, thus
the main objective is to look across multiple sources for shared factors in the hypothesis that
they will hold also for any new target domain. Usually these factors which are searched at
model-level to regularize the learning process on the sources, or at feature-level to learn some
domain-shared representation. Deep model-level strategies are presented in [102, 87, 38]; in
the first work a weighting procedure on the source models is proposed, while the others aim at
separating the source knowledge into domain-specific and domain-agnostic sub-models either
with a low-rank parametrized network or through a dedicated learning architecture with a shared
backbone and source-specific aggregative modules. A meta-learning approach was recently
presented in [88]: it starts by creating virtual testing domains within each source mini-batch
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and then it trains a network to minimize the classification loss, while also ensuring that the
taken optimization direction leads to an improvement on the virtual testing loss. Regarding
feature-based methods, [114] proposed to exploit a Siamese architecture to learn an embedding
space where samples from different source domains but same labels are projected nearby, while
samples from different domains and different labels are mapped far apart. Both works [49, 89]
exploit deep autoencoders for Domain Generalization still focusing on representation learning,
but relying on image reconstruction: multi-task autoencoders are trained so that, given an image
from one domain it is possible to reconstruct its analogous for all domains. More recently, new
approaches based on data augmentation have shown promising results. Both [139] and [166]
propose domain-guided perturbation of the input instances in the embedding space, with the
second work able to generalize to new targets also when starting from a single source.

Style transfer methods can be seen as Transfer Learning techniques: in the seminal work
of [48] new images were synthesized to maintain a specific content while replicating the style of
one or a set of reference images. Among many others, we can cite DeepDream [112] which is the
first attempt to produce artistic images by reversing CNN representations. [73] uses perceptual
loss defined over deep convolution layers to train a transfer net. [85, 163, 164] train the texture
network based on image or neural patch. [25] presents a new method based on patch swap to
express style transfer in feature space. In [23], the authors extend a similar patch based method
[84] to incorporate a semantic mask into neural patch swap.

Regarding the subfield of RGB-D object classification, recent advances in transfer learning
techniques [39, 173, 51] made it possible to use depth data with CNN pre-trained on a database
of a different modality. Several authors proposed hand-crafted mappings to colorize depth data,
obtaining impressive improvements in classification over the Washington [80] database [137, 43].
At the same time, the heavy use of 2.5D depth sensors on robot platforms has generated a
lively research activity on 2.5D object recognition from depth images [80, 146, 28]. Hasan et
al [176] pushed on a multi-modal approach, proposing an architecture merging together RGB,
depth and 3D point cloud information. In the context of RGB-D object detection, a recent
stream of works explicitly addressed cross modal transfer learning through sharing of weights
across architectures [67], [66] and [57] or through distillation [64]. While [57] has proved very
successful in the object detection realm, it presents some constraints that might potentially be
problematic in object recognition, from the requirement of paired RGB-D images, to detailed
data preprocessing and preparation for training. Sun et al. [150] propose to use large scale CAD
rendered data to leverage depth information without using low level features or colorization. In
Asif et al.[10], hierarchical cascaded forests were used for computing grasp poses and perform
object classification, exploiting several different features like orientation angle maps, surface
normals and depth information colored with Jet method. Within the RGB-D classification
literature, [13] converts the depth map to surface normals and then re-interprets it as RGB
values, while Aekerberg et al.[3] builds on this approach and suggests an effective preprocessing
pipeline to increase performance. Gupta, Saurabh, et al.[56] proposed HHA: a mapping where
one channel encodes the horizontal disparity, one the height above ground and the third the
pixelwise angle between the surface normal and the gravity vector. Schwarz et al [136] proposed
a colorization pipeline where colors are assigned to the image pixels according to the distance of
the vertexes of a rendered mesh to the center of the object. Eitel et al [43] used a simple color
mapping technique known as ColorJet, showing this simple method to be competitive with more
sophisticated approaches. All these works, as well as others like [176, 69], make use of an ad-hoc
mapping for converting depth images into three channels.

In the case of activity recognition tasks, most of the works deal with RGB and optical flow
data, avoiding to exploit corresponding depth images. [91] builds feature representations encoding
egocentric knowledge such as hand pose, hand motion, head movement gaze direction and so
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forth. Several approaches adopt a double stream network architecture [100, 130, 145, 155] in
order to deal with the temporal aspect of the activities, with one stream encoding the processing
of RGB images and the other dealing with stacked optical flow. Some of these focus on learning
jointly the two streams [100], while others add an input stream encoding information related to
the hand position, gaze and head motion of the actor [145]. Recently, it has been proposed with
success to further use Conv-LSTM [171] to process the spatio-temporal information contained in
the input video [148]. Among researches that exploited RGB-D data for object recognition, the
most relevant are [109] which used depth information for modeling hands through low level skin
features, and [155] which added a network branch to encode depth data, then combined to the
outcome of other two branches encoding RGB knowledge and stacked optical flow.

In the recent years, the important task of semantic segmentation has seen a wide develop-
ment, due to the availability of powerful GPUs and robust pre-trained visual features. The first
work to put semantic segmentation under the deep learning spotlight was [97] that showed how
fully connected networks could be used to assign a label to each image pixel. Several following
works have then extended the interest around this task proposing tailored architectures which
involve multi-scale feature combinations [24, 174] or integrate context information [96, 181]. The
main issue with deep semantic segmentation remains that of collecting a large amount of images
with pixel-based expensive annotations. Some solutions in this sense have been proposed either
developing methods able to deal with weak annotations [120, 75], or leveraging on other domain
images, as the synthetic ones produced by 3D renderings of urban scenes [40, 123, 125]. To
avoid the drop in performance due to the synthetic to real shift, domain adaptation techniques
have been integrated with approaches involving different network levels. The most widely used
solution consists in adding a domain classifier used adversarially to minimize the gap among
different feature spaces [26]. In [160], adversarial learning is used both on the segmentation
output and on inner network features. A third family of methods applies adaptation directly
at the pixel level with GAN-based style transfer techniques [1]. Other alternative strategies
have focused on the introduction of critic networks to identify samples close to the classification
boundary and exploit them to improve feature generalization [133], or defined a curriculum
adaptation to focus first on easy and then on hard samples during the learning process [179], or
even introduced tailored loss functions [187].

2.5 Datasets
The algorithms proposed in this thesis run successfully on several different images datasets.
While the most used ones are RGB images datasets for object classification, some methods
run on depth maps and/or combined RGB-D data collections, while a preliminary approach
on semantic segmentation is developed on the three most used RGB semantic segmentation
datasets for urban scenes. The rest of the section illustrate the chosen datasets with their main
characteristics by grouping them into RGB, RGB-D and RGB/semantic segmentation groups.

2.5.1 RGB

• MNIST [83] contains centered, 28× 28 pixel, grayscale images of single digit numbers on
a black background, and it has been constructed from NIST’s databases which contain
binary images of handwritten digits.

• MNIST-M [46] is a MNIST tougher variant where the background is substituted by a
randomly extracted patch obtained from color photos of BSDS500 [8].

• USPS [45] is a digit dataset automatically scanned from envelopes by the U.S. Postal
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Service containing a total of 9,298 16×16 pixel grayscale samples. The images are centered,
normalized and show a broad range of font styles.

• SVHN [116] is the challenging real-world Street View House Number dataset. It contains
over 600k 32× 32 pixel color samples. Besides presenting a great variety of shapes and
textures, images from this dataset often contain extraneous numbers in addition to the
labeled, centered one. While most previous works simplified the data by considering a
grayscale version, instead we applied our methods to the original RGB images.

• German Traffic Signs Recognition Benchmark GTSRB [147] consists of 51, 839
32× 32 cropped images of German traffic signs, created for a single-image classification
challenge held at the International Joint Conference on Neural Networks (IJCNN) 2011.

• Synthetic Signs collection [111] contains 100k samples of common street signs obtained
from Wikipedia and artificially transformed to simulate various imaging conditions, in a
32× 32 pixel format, with class labels compatible with GTSRB dataset [147].

2.5.2 RGB-D

• Washington RGB-D [80] consists of 41, 877 RGB-D images organized into 300 instances
divided in 51 classes. Each object instance was positioned on a turntable and captured
from three different viewpoints while rotating. Since two consecutive views are extremely
similar, only 1 frame out of 5 is used for evaluation purposes, as in [80].

• JHUIT-50 [86] is a challenging recent dataset that focuses on the problem of fine-grained
recognition. It contains 50 object instances, often very similar with each other (e.g. 9
different kinds of screwdrivers). As such, it presents different classification challenges
compared to the Washington database.

• BigBIRD[144] is the biggest RGB-D dataset we considered: it contains 121 object
instances and 75.000 images. Unfortunately, it is an extremely unforgiving dataset for
evaluating depth features: many objects are extremely similar, and many are boxes, which
are indistinguishable without texture information. To partially mitigate this, we grouped
together all classes annotated with the same first word: for example nutrigrain apple
cinnamon and nutrigrain blueberry were grouped into nutrigrain. With this procedure,
we reduced the number of classes to 61 (while keeping all of the samples). As items
are quite small, we used the object masks provided by [144] to crop around the object.
Evaluation-wise, we followed the protocol defined in [86].

• GUN-71[124] contains 12,000 RGB-D images divided into 71 categories, representing
everyday grasps in natural interactions. It is a challenging dataset, where 28 objects per
grasp have been used, for a total of 28x71 = 1988 different hand-object configurations.
The grasp actions are performed by 8 different subjects (4 males and 4 females) and are
made in 5 different houses.

• WCVS[110] contains egocentric RGB-D images collected by 4 different users in 2 different
indoor scenarios. The action sequences are manually labeled with 3 different granularity
level for activity labels: for example, manipulation actions have been grouped into similar
actions according to how the hands and arms are located (from the first-person perspective)
while performing them: Twohands, One-hand, Pick-up, and Others.
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2.5.3 RGB Semantic Segmentation

• Cityscapes [32] is a real-world, vehicle-egocentric image dataset collected in 50 cities in
Germany and nearby countries. It provides a training set made of 2,993 images as well
as 503 images for validation purpose, having 2048 × 1024 resolution. All the training,
validation, and test images are accurately annotated with per pixel category labels by
human experts. We followed the VisDA Semantic Segmentation challenge protocol, focusing
on 19 labeled classes.

• GTA5 [123] is composed by 24,966 images with resolution 1914× 1052, synthesized from
the homonym video game and set in Los Angeles. Ground truth and annotations are
compatible with the Cityscapes dataset [32] that contains 19 categories. Depending on the
role of the dataset in the experiments we used either all the available images (as source) or
a 500 sample subset (as target).

• Synthia [125] is made of 9400 images at 1280 × 760 resolution compatible with the
Cityscapes dataset, but covering only 16 object categories. Even if the virtual city used
to generate the synthetic images does not correspond to any of the real cities covered by
Cityscapes, Synthia shows almost photo-realistic frames with different light conditions and
weather, multiple season, and a great variety of dynamic objects. With the same approach
of GTA5, we used the full dataset for training and the first 500 images while testing.
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Chapter 3

Depth modality

This chapter presents several methods for tackling the problem of domain adaptation and transfer
learning in the depth domain. The first one is DepthNet (Section 3.1): a deep convolutional
neural network trained on a novel depth dataset (VANDAL) made by rendered depth images
starting from freely distributed 3D CAD models from the web. The second algorithm is DECO
(Section 3.2): a deep module capable of learning the optimal depth�RGB mapping for depth
images object classification. The third algorithm in Section 3.3, LODEAR, is a simple but
effective depth integration method for first person action recognition in short videos.

3.1 DepthNet

3.1.1 Introduction

Deep learning has changed the research landscape in visual object recognition over the last few
years. Since their spectacular success in recognizing 1, 000 object categories [79], convolutional
neural networks have become the new off the shelf state of the art in visual classification. Since
then, the robot vision community has also attempted to take advantage of the deep learning
trend, as the ability of robots to understand what they see reliably is critical for their deployment
in the wild. A critical issue when trying to transfer results from computer to robot vision is that
robot perception is tightly coupled with robot action. Hence, pure RGB visual recognition is
not enough.

Object recognition from RGB-D data traditionally relied on hand-crafted features such as
SIFT [99] and spin images [80], combined together through vector quantization in a Bag-of-
Words encoding [80]. This heuristic approach has been surpassed by end-to-end feature learning
architectures, able to define suitable features in a data-driven fashion [12, 146, 9]. All these
methods have been designed to cope with a limited amount of training data (of the order of
103 − 104 depth images), thus they are able to only partially exploit the generalization abilities
of deep learning as feature extractors experienced in the computer vision community [78, 140],
where databases of 106 RGB images like ImageNet [127] or Places [184] are available.

An alternative route is that of re-using deep learning architectures trained on ImageNet [79]
through pre-defined encoding [56] or colorization. Since the work of [137] re-defined the state of
the art in the field, this last approach has been actively and successfully investigated. Eitel et al
[43] proposed a parallel CNN architecture, one for the depth channel and one for the RGB one,
combined together in the final layers through a late fusion scheme. Some approaches coupled
non linear learning methods with various forms of spatial encodings, and the encoding of an
implicit multi scale representation through a rich coarse-to-fine feature extraction approach
[29, 27, 28, 86].
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All these works build on top of CNNs pre-trained over ImageNet, for all modal channels.

Thus, the very same filters are used to extract features from all of them. As empirically successful
as this might be, it is a questionable strategy, as RGB and depth images are perceptually very
different, and as such they would benefit from approaches able to learn data-specific features
(Figure 3.1).

Is this the best we can do? What if one would train from scratch a CNN over a very large
scale 2.5D object categorization database, wouldn’t the filters learned be more suitable for object
recognition from depth images? RGB images are perceptually very rich, with generally a strong
presence of textured patterns, especially in ImageNet. Features learned from RGB data are most
likely focusing on those aspects, while depth images contain more information about the shape
and the silhouette of objects. Unfortunately, as of today a 2.5D object categorization database
large enough to train a CNN on it does not exist. A likely reason for this is that gathering such
data collection is a daunting challenge: capturing the same variability of ImageNet over the
same number of object categories would require the coordination of very many laboratories, over
an extended period of time.

With DepthNet we follows an alternative route. Looking at the promising emerging trand of
using realistic synthetic data in conjunction with deep learning architectures [119, 105, 170, 60],
we propose to use synthetic data as a proxy for training a deep learning architecture specialized in
learning depth specific features. To this end, we constructed the VANDAL database, a collection
of 4.5 million depth images from more than 9, 000 objects, belonging to 319 categories. The
depth images are generated starting from 3D CAD models, downloaded from the Web, through
a protocol developed to extract the maximum information from the models. VANDAL is used
as input to train from scratch a deep learning architecture, obtaining a pre-trained model able
to act as a depth specific feature extractor, called DepthNet. Visualizations of the filters learned
by the first layer of the architecture show that the filters we obtain are indeed very different
from those learned from ImageNet with the very same convolutional neural network architecture
(Figure 3.1). As such, they are able to capture different facets of the perceptual information
available from real depth images, more suitable for the recognition task in that domain.

Experimental results on two publicly available databases confirm this: when using only depth,
DepthNet features achieve better performance compared to previous methods based on a CNN
pre-trained over ImageNet, without using fine tuning or spatial pooling. The combination of
the DepthNet features with the descriptors obtained from the CNN pre-trained over ImageNet,
on both depth and RGB images, leads to strong results on the Washington database [80], and
to results competitive with fine-tuning and/or sophisticated spatial pooling approaches on the
JHUIT database [86]. Moreover, this is actually the first work that uses synthetically generated
depth data to train a depth-specific convolutional neural network.

3.1.2 The VANDAL dataset

With 4.5M synthetic images, VANDAL it is the largest existing depth database for object
recognition. Starting from the consideration that CNNs trained on ImageNet have been shown to
generalize well when used on other object centric datasets, we defined a list of object categories
as a subset of the ILSVRC2014 list [127], removing by hand all scenery classes, as well as objects
without a clear default shape such as clothing items or animals. This resulted in a first list of
roughly 480 categories, which was used to query public 3D CAD model repositories like 3D
Warehouse, Yeggi, Archive3D, and many others. Being aware of the domain shift between the
training CAD models and the target real data domain, we adopted a twofold strategy: in a
first step we cleaned the model as much as possible, in order to remove irrelevant items (as
walls, people standing next to the object, etc), and in a second step we performed a strong
data augmentation routine, which increased the variety of object shapes and viewpoints, thus
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Figure 3.1. Sample images for the classes chainsaw, dumbbell, rocker chair and
sandal from ImageNet (a) and VANDAL (d). We show the corresponding filters
learned by the very same CNN architecture respectively in (b) and (c) (note that this
is colorized for easier viewing). We see that even though the architecture is the same,
using 2D rather than 2.5D images for training leads to learning quite different filters.
In (c) some of the features appear to be undefined.

Figure 3.2. Sample morphs (center, right) generated from an instance model for the
category coffee cup (left).

creating at training timethe most general visual features as possible. In order to do so, five
volunteers1 manually downloaded the models, cleaning the CAD models from any spurious
object and supporting surfaces, and running a script to harmonize the size of all models (some of
them were originally over 1GB per file). They were also required to create significantly morphed

1Graduate students from the MARR program at DIAG, Sapienza Rome University.
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(a) The 319 categories in VANDAL (b) Some examples from the classes
more populated

Figure 3.3. The VANDAL database. On the left, we show a word cloud visualization
of the classes in it, based on the numbers of 3D models in each category. On the right,
we show exemplar models for the six categories more populated: coffee cup, vase, pencil
case, computer mouse, table and chair.

variations of the original 3D CAD models, whenever suitable. Figure 3.2 shows examples of
morphed models for the object category coffee cup. Finally, we removed all categories with less
than two models, ending up with 319 object categories with an average of 30 models per category,
for a total of 9, 383 CAD object models. Figure 3.3, left, gives a world cloud visualization of the
VANDAL dataset, while on the right it shows examples of 3D models for the 6 most populated
object categories.

All depth renderings were created using Blender [44], with a Python script fully automating
the procedure, and then saved as 8bit grayscale .png files, using the convention that black is
close and white is far.

The depth data generation protocol was designed to extract as much information as possible
from the available 3D CAD models. This concretely means obtaining the greatest possible
variability between each rendering. The approach commonly used by real RGB-D datasets
consists in fixing the camera at a given angle and then using a turntable to get all possible
viewpoints of the object [80, 86]. We tested here a similar approach, but we found out using
perceptual hashing2 that a significant number of object categories had more than 50% nearly
identical images.

We defined instead a configuration space consisting of:

• (a) object distance from the camera,

• (b) focal length of the camera,

• (c) camera position on the sphere defined by the distance, and

• (d) slight (< 10%) random morphs along the axes of the model.

Figure 3.4 illustrates the described configuration space. This protocol ensured that almost
none of the resulting images were identical. Object distance and focal length were constrained
to make sure the object always appears in a recognizable way. We sampled this configuration
space with roughly 480 depth images for each model, obtaining a total of 4.5 million images.

2http://www.phash.org/
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Preliminary experiments showed that increasing the sampling rate in the configuration space
did lead to growing percentages of nearly identical images.

The rendered depth images consist of objects always centered on a white background, as
it allows us the maximum freedom to perform various types of data augmentation at training
time, which is standard practice when training convolutional neural networks. This is here
even more relevant than usual, as synthetically generated data are intrinsically perceptually
less informative. The data augmentation methods we used are: image cropping, occlusion (1/4
of the image is randomly occluded to simulate gaps in the sensor scan), contrast/brightness
variations (which allows us to train our network to deal with both raw and normalized data), in
depth views corresponding to scaling the Z axis and shifting the objects along it, background
substitution (substituting the white background with one randomly chosen farther away than the
object’s center of mass), random uniform noise (as in film grain), and image shearing (a slanting
transform). While not all of these data augmentation procedures produce a realistic result,
they all contribute as regularizers; we avoided modeling a more complex sensor model noise for
efficiency reasons. Figure 3.5 shows some examples of data augmentation images obtained with
this protocol.

Once the VANDAL database has been generated, it is possible to use it to train any kind of
convolutional deep architecture. In order to allow for a fair comparison with previous work, we

Figure 3.4. Configuration space used for generating renderings in the VANDAL
database.

Figure 3.5. Data augmentation samples from various classes (hammer, phone, sandal,
guitar, rocker, lawn mower, bench).
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Figure 3.6. DepthNet and our associated RGB-D object classification framework.
During training, we learn depth filters from the VANDAL synthetic data (left). During
test (right), real RGB and depth data is processed by two distinct CNNs, each
specialized over the corresponding modality. The features, derived from the activations
of the fifth convolutional layer, are then fed into a cue integration classifier.

opted for CaffeNet, a slight variation of AlexNet [79] with slightly better performance. Although
more modern networks have been proposed in the last years [143, 153, 62], it still represents
the most popular choice among practitioners, and the most used in robot vision. Its well know
architecture consists of 5 convolutional layers, interwoven with pooling, normalization and ReLU
layers, plus three fully connected layers. 3

Although the standard choice in robot vision is using the output of the seventh activation
layer as feature descriptors, several studies in the vision community show that lower layers,
like the sixth and the fifth, tend to have higher generalization properties [183]. We followed
this trend, and opted for the fifth layer (by vectorization) as deep depth feature descriptor (an
ablation study supporting this choice is reported in Section 3.1.3). We name in the following
as DepthNet the CaffeNet architecture trained on VANDAL using as output feature the fifth
layer, and Caffe-ImageNet the same architecture trained over ImageNet.

Once DepthNet has been trained, it can be used as any depth feature descriptor, alone
or in conjunction with Caffe-ImageNet for classification of RGB images. We explore this last
option, proposing a system for RGB-D object categorization that combines the two feature
representations through a multi kernel learning classifier [118]. Figure 3.6 gives an overview of
the overall RGB-D classification system. Note that DepthNet can be combined with any other
RGB and/or 3D point cloud descriptor, and that the integration of the modal representations
can be achieved through any other cue integration approach. This underlines the versatility of
DepthNet, as opposed to recent work where the depth component was tightly integrated within
the proposed overall framework, and as such unusable outside of it [43, 176, 28, 86].

3.1.3 Experiments

We assessed the DepthNet, as well as the associated RGB-D framework of Figure 3.6, on two
publicly available databases. Section 3.2.3 describes our experimental setup and the databases
used in our experiments.Section 3.2.4.1 reports a set of experiments assessing the performance of
DepthNet on depth images, compared to Caffe-ImageNet, while in Section 3.2.4.3 we assess the
performance of the whole RGB-D framework with respect to previous approaches. We conducted
experiments on the Washington RGB-D [80] and the JHUIT-50 [86] object datasets, already
described in Section 2.5.

All experiments, as well as the training of DepthNet, were done using the publicly available
3CaffeNet differs from AlexNet in the pooling, which is done there before normalization.
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Caffe framework [72]. As described above, we obtained DepthNet by training a CaffeNet over
the VANDAL database. The network was trained using Stochastic Gradient Descent for 50
epochs. Learning rate started at 0.01 and gamma at 0.5 (halving the learning rate at each step).
We used a variable step down policy, where the first step took 25 epochs, the next 25/2, the
third 25/4 epochs and so on. These parameters were chosen to make sure that the test loss on
the VANDAL test data had stabilized at each learning rate. Weight decay and momentum were
left at their standard values of 0.0005 and 0.9. Training and test data was centered by removing
the mean pixel.

To assess the quality of the DepthNet features we performed three set of experiments:

1. Object classification using depth only: features were extracted with DepthNet and a linear
SVM4 was trained on it. We also examined how the performance varies when extracting
from different layers of the network, comparing against a Caffe-ImageNet used for depth
classification, as in [137].

2. Object classification using RGB + Depth: in this setting we combined our depth features
with those extracted from the RGB images using Caffe-ImageNet. While [43] train a fusion
network to do this, we simply use an off the shelf Multi Kernel Learning (MKL) classifier
[118].

For all experiments we used the training/testing splits originally proposed for each given dataset.
For linear SVM, we set C by cross validation. When using MKL, we left the default values of
100 iterations for online and 300 for batch and set p and C by cross validation.

Previous works using Caffe-ImageNet as feature extractor for depth, apply some kind of
input preproccessing [137, 43, 176]. While we do compare against the published baselines, we
also found that by simply normalizing each image (min to 0 and max to 255), one achieves very
competitive results. Also, since our DepthNet is trained on depth data, it does not need any
type of preprocessing over the depth images, obtaining strong results over raw data. Because
of this, in all experiments reported in the following we only consider raw depth images and
normalized depth images.

3.1.4 Results

In this section we present experiments on RGB-D data, from both the Washington and JHUIT
databases, assessing the performance of our DepthNet-based framework of Figure 3.6 against
previous approaches. Table 3.1 shows in the top row our results, followed by results obtained
by Caffe-ImageNet using the pool5 activations as features, as well as results from the recent
literature based on convolutional neural networks. First, we see that the results in the RGB
column stresses once more the strength of the pool5 activations as features: they achieve the
best performance without any form of fine tuning, spatial pooling or sophisticated non-linear
learning, as done instead in other approaches [43, 176, 28]. Second, DepthNet on raw depth
data achieves the best performance among CNN-based approaches with or without fine tuning
like [137, 43], but it is surpassed by approaches encoding explicitly spatial information through
pooling strategies, and/or by using a more advanced classifier than a linear SVM, as we did.
We would like to stress that we did not incorporate any of those strategies in our framework
on purpose, to better assess the sheer power of training a given convolutional architecture on
perceptually different databases. Still, nothing prevents in future work the merging of DepthNet
with the best practices in spatial pooling and non-linear classifiers, with a very probable further
increase in performance. Lastly, we see that in spite of the lack of such powerful tools, our

4Liblinear: http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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framework achieves the best performance on RGB-D data. This clearly underlines that the
representations learned by DepthNet are both powerful and able to extract different nuances
from the data than Caffe-ImageNet. Rather than the actual overall accuracy reported here in
the table, we believe this is the breakthrough result we offer to the community in this work.

Method: RGB Depth Mapping RGB-D
DepthNet RGB-D Framework 88.49± 1.8 81.68± 2.2 92.25± 1.3
Caffe-ImageNet Pool5 88.49± 1.8 81.11± 2 90.79± 1.2
Caffe-ImageNet FC7 finetuning[43] 84.1± 2.7 83.8± 2.7 91.3± 1.4
Caffe-ImageNet FC7[137] 83.1± 2.0 − 89.4± 1.3
CNN only[28] 82.7± 1.2 78.1± 1.3 87.5± 1.1
CNN + FisherKernel + SPM[28] 86.8± 2.2 85.8± 2.3 91.2± 1.5
CNN + Hypercube Pyramid + EM[176] 87.6± 2.2 85.0± 2.1 91.4± 1.4
CNN-SPM-RNN+CT[29] 85.2± 1.2 83.6± 2.3 90.7± 1.1
CNN-RNN+CT[27] 81.8± 1.9 77.7± 1.4 87.2± 1.1
CNN-RNN[146] 80.8± 4.2 78.9± 3.8 86.8± 3.3

Table 3.1. Comparison of our DepthNet framework with previous work on the
Washington database. With depth mapping we mean all types of depth preprocessing
used in the literature.

Experiments over the JHUIT database confirms the findings obtained over the Washington
collection (Table 3.2). Here our RGB-D framework obtains the second best result, with the
state of the art achieved by the proposers of the database with a non CNN-based approach.
Note that this database focuses over the fine-grained classification problem, as opposed to object
categorization as explored in the experiments above. While the results reported in Table 3.2 on
Caffe-ImageNet using FC7 seem to indicate that the choice of using pool5 remains valid, the
explicit encoding of local information is very important for this kind of tasks [177, 7]. We are
inclined to attribute to this the superior performance of [86]; future work incorporating spatial
pooling in our framework, as well as further experiments on the object identification task in the
Washington database and on other RGB-D data collections will explore this issue.

3.1.4.1 Ablation study

We present here an ablation study, aiming at understanding the impact of choosing features
from the last fully convolutional layer as opposed to the more popular last fully connected layer,
and of using normalized depth images instead of raw data. By comparing our results with those
obtained by Caffe-ImageNet, we also aim at illustrating up to which point the features learned
from VANDAL are different from those derived from ImageNet.

Figure 3.7 shows results obtained on the Washington database, with normalized and raw
depth data, using as features the activations of the fifth pooling layer (pool5), of the sixth fully
connected layer (FC6), and of the seventh fully connected layer (FC7). Note that this last set of
activations is the standard choice in the literature. We see that for all settings, pool5 achieves
the best performance, followed by FC6 and FC7. This seems to confirm recent findings on
RGB data [183], indicating that pool5 activations offer stronger generalization capabilities when
used as features, compared to the more popular FC7. The best performance is obtained by
DepthNet, pool5 activations over raw depth data, with a 83.8% accuracy. DepthNet achieves also
better results compared to Caffe-ImageNet over normalized data. To get a better feeling of how
performance varies when using DepthNet or Caffe-ImageNet, we plotted the per-class accuracies
obtained using pool5 and raw depth data. We sorted them in descending order according to the
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Caffe-ImageNet scores (Figure 3.8).

While there seems to be a bulk of objects where both features perform well (left), DepthNet
seems to have an advantage over challenging objects like apple, onion, ball, lime and orange
(right), where the round shape tends to be more informative than the specific object texture.
This trend is confirmed also when performing a t-SNE visualization [101] of all the Washington
classes belonging to the high-level categories ’fruit’ and ’device’ (Figure 3.9). We see that in
general the DepthNet features tend to cluster tightly the single categories while at the same time
separating them very well. For some classes like dry battery and banana, the difference between
the two representations is very marked. This does not imply that DepthNet features are always
better than those computed by Caffe-ImageNet.Figure 3.8 shows that CaffeNet features obtain a
significantly better performance compared to DepthNet over the classes binder and mushroom,
to name a few. The features learned by the two networks seem to focus on different perceptual
aspects of the images. This is likely due to the different set of samples used during training, and
the consequent different learned filters (Figure 3.1).

From these figures we can draw the following conclusions: (a) DepthNet provides the overall
stronger descriptor for depth images, regardless of the activation layer chosen and the presence
or not of preprocessing on the input depth data; (b) the features derived by the two networks
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Figure 3.7. Accuracy obtained by DepthNet and Caffe-ImageNet over the
Washington database, using as features pool5, FC6 and FC7. Results are reported for
raw and normalized depth images.
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(a) Device classes as seen by Caffe-ImageNet (left) and DepthNet (right)
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(b) Fruit classes as seen by Caffe-ImageNet (left) and DepthNet (right)
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Figure 3.9. t-SNE visualizations for the categories device (top) and fruit (bottom).

tend to capture different features of the data, and as such are complementary.

3.1.4.2 Computational Analysis

The whole training of DepthNet on the VANDAL dataset took 4 days (for 50 epochs) with a
single Nvidia 1080 GPU. The training phase have been slowed by the intensive use of online
data augmentation (performed by the CPU), which helped to increase the features robustness
and the final performance. Training for longer times, increasing the total number of epochs
to 100, did not show any increase of accuracy, both on the VANDAL training set and on the
Washington test set. However, during testing the DepthNet model behave pratically as a regular
Alexnet/Caffenet from a computational point of view, with an inference time of ~10ms for a
single image batch which makes DepthNet suitable for any real time use.

3.1.5 Conclusions

In this work we focused on object classification from depth images using convolutional neural
networks. We argued that, as effective as the filters learned from ImageNet are, the perceptual
features of 2.5D images are different, introducing a sensible domain shift which can be reduced
by training on images with the same modality. To this purpose, we created VANDAL, the first
depth image database synthetically generated, and DepthNet, the first deep convolutional neural
network trained on synthetic depth data from scratch. We showed experimentally that the
features derived from such data, using the very same CaffeNet architecture widely used over
ImageNet, are stronger while at the same time complementary to them.

We see this work as the very beginning of a long research thread. By its very nature,
DepthNet could be plugged into all previous work using CNNs pre-trained over ImageNet for
extracting depth features. It might substitute that module, or it might complement it; the open
issue is when this will prove beneficial in terms of spatial pooling approaches, learning methods
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Method: RGB Depth Mapp. Depth Raw RGB-D
DepthNet Pool5 − 54.37 55.0 90.3
Caffe-ImageNet Pool5 88.05 53.6 38.9 89.6
Caffe-ImageNet FC7[137] 82.08 47.87 26.11 83.6
CSHOT + Color pooling
+ MultiScale Filters[86] − − − 91.2
HMP[86] 81.4 41.1 − 74.6

Table 3.2. Comparison of our DepthNet framework with previous work on the JHUIT
database. As only one split is defined, we do not report std.

and classification problems. A second issue we plan to investigate is the impact of the deep
architecture over the filters learned from VANDAL. While in this work we chose on purpose to
not deviate from CaffeNet, it is not clear that this architecture, which was heavily optimized
over ImageNet, is able to exploit at best our synthetic depth database. While preliminary
investigations with existing architectures have not been satisfactory, we believe that architecture
surgery might lead to better results. Furthermore, including the 3D models from [170] might
greatly enhance the generality of the DepthNet. Finally, we believe that the possibility to use
synthetic data as a proxy for real images opens up a wide array of possibilities: for instance,
given prior knowledge about the classification task of interest, would it be possible to generate
on the fly a task specific synthetic database, containing the object categories of interest under
very similar imaging conditions, and train and end-to-end deep network on it? How would
performance change compared to the use of network activations as done today? Future work
will focus on these issues.

3.2 DECO

3.2.1 Introduction

As we have seen in the previous section, robots need to recognize what they see around them
to be able to act and interact with it. Recognition must be carried out in the RGB domain,
capturing mostly the visual appearance of things related to their reflectance properties, as
well as in the depth domain, providing information about the shape and silhouette of objects
and supporting both recognition and interaction with items. The current mainstream state of
the art approaches for object recognition are based on Convolutional Neural Networks (CNNs,
[82]), which use end-to-end architectures achieving feature learning and classification at the
same time. Some notable advantages of these networks are their ability to reach much higher
accuracies on basically any visual recognition problem, compared to what would be achievable
with heuristic methods; their being domain-independent, and their conceptual simplicity. Despite
these advantages, they also present some limitations, such as high computational cost, long
training time and the demand for large datasets, among others.

This last issue has so far proved crucial in the attempts to leverage over the spectacular
success of CNNs over RGB-based object categorization [152, 79] in the depth domain. Being
CNNs data-hungry algorithms, the availability of very large scale annotated data collections
is crucial for their success, and architectures trained over ImageNet [37] are the cornerstone of
the vast majority of CNN-based recognition methods. Besides the notable exception of [20], the
mainstream approach for using CNNs on depth-based object classification has been through
transfer learning, in the form of a mapping able to make the depth input channel compatible
with the data distribution expected by RGB architectures.
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Looking from another point of view, the task of depth�RGB mapping can be related to

the colorization of grayscale images using deep nets: Cheng et al [30] proposed a colorization
pipeline based on three different hand-designed feature extractors to determine the features
from different levels of an input image. Larsson et al [81] used an architecture consisting of two
parts. The first part is a fully convolutional version of VGG-16 used as feature extractor, and
the second part is a fully-connected layer with 1024 channels predicting the distributions of hue
and the chroma for each pixel given its feature descriptors from the previous level. Iizuka et
al [70] proposed an end-to-end network able to learn global and local features, exploiting the
classification labels for better image colorization. Their architecture consists of several networks
followed by fusion layer for the colorization task.

In the field of depth colorization, the majority of works exploit an ad-hoc mapping [56, 136,
43, 176], but we argue that this strategy is sub-optimal. By hand-crafting the mapping for the
depth data colorization, one has to make strong assumptions on what information, and up to
which extent, should be preserved in the transfer learning towards the RGB modality. While
some choices might be valid for some classes of problems and settings, it is questionable whether
the family of algorithms based on this approach can provide results combining high recognition
accuracies with robustness across different settings and databases. Inspired by recent works
on colorization of gray-scale photographs [70, 81, 30], we tackle the problem by exploiting the
power of end-to-end convolutional networks, proposing a deep depth colorization architecture
able to learn the optimal transfer learning from depth to RGB for any given pre-trained convnet.
Our deep colorization network takes advantage of the residual approach [62], learning how to
map between the two modalities by leveraging over a reference database ( Figure 3.10, top), for
any given architecture. After this training stage, the colorization network can be added on top
of its reference pre-trained architecture, for any object classification task ( Figure 3.10, bottom).
We call our network (DE)2CO: DEep DEpth COlorization.

(DE)2CO performance can be assessed in several ways. A first qualitative analysis, comparing
the colorized depth images obtained by (DE)2CO and by other state of the art hand-crafted
approaches, gives intuitive insights on the advantages brought by learning the mapping as opposed
to choosing it, over several databases. We further deepen this analysis with an experimental
evaluation of our and other existing transfer learning methods on the depth channel only,
using four different deep architectures and three different public databases, with and without
fine-tuning. Finally, we tackle the RGB-D object recognition problem, combining (DE)2CO
with off-the shelf state of the art RGB deep networks, benchmarking it against the current state
of the art in the field. For all these experiments, results clearly support the value of DECO
algorithm.

3.2.2 Colorization of depth images

Although depth and RGB are modalities with significant differences, they also share enough
similarities (edges, gradients, shapes) to make it plausible that convolutional filters learned from
RGB data could be re-used effectively for representing colorized depth images. The approach
currently adopted in the literature consists of designing ad-hoc colorization algorithms, as
revised in the previous section. We refer to these kind of approaches as hand-crafted depth
colorization. Specifically, we choose ColorJet [43], SurfaceNormals [13] and SurfaceNormals++
[3] as baselines against which we will assess our data driven approach because of their popularity
and effectiveness.

In the rest of the section we first briefly summarize ColorJet ( Section 3.2.2.1), SurfaceNormals
and SurfaceNormals++ (Section 3.2.2.2). We then describe our deep approach to depth
colorization (Section 3.2.2.3). To the best of our knowledge, (DE)2CO is the first deep colorization
architecture applied successfully to depth images.
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Figure 3.10. The (DE)2CO pipeline consists of two phases. First, we learn the
mapping, from depth to color, maximizing the discrimination capabilities of a network
pre trained on ImageNet. In this step the network is frozen and we are only learning
the mapping and the final layer. We then evaluate the colorization on a different depth
dataset: here we also freeze the colorization network and only train a new final layer
for the testbed dataset.

3.2.2.1 Hand-Crafted Depth Colorization: ColorJet

ColorJet works by assigning different colors to different depth values. The original depth map is
firstly normalized between 0-255 values. Then the colorization works by mapping the lowest
value to the blue channel and the highest value to the red channel. The value in the middle is
mapped to green and the intermediate values are arranged accordingly [43]. The resulting image
exploits the full RGB spectrum, with the intent of leveraging at best the filters learned by deep
networks trained on very large scale RGB datasets like ImageNet. Although simple, the approach
gave very strong results when tested on the Washington database, and when deployed on a robot
platform. Still, ColorJet was not designed to create realistic looking RGB images for the objects
depicted in the original depth data (Figure 3.12, bottom row). This raises the question whether
this mapping, although more effective than other methods presented in the literature, might be
sub-optimal. In Section 3.2.2.3 we will show that by fully embracing the end-to-end philosophy
at the core of deep learning, it is indeed possible to achieve significantly higher recognition
performances while at the same time producing more realistic colorized images.

3.2.2.2 Hand-Crafted Depth Colorization: SurfaceNormals

The Surface normals mapping has been often used to convert depth images to RGB [13, 169, 43].
The process is straightforward: for each pixel in the original image the corresponding surface
normal is computed as a normalized 3D vector, which is then treated as an RGB color. Due to
the inherent noisiness of the depth channel, such a direct conversion results in noisy images in
the color space. To address this issue, the mapping we call SurfaceNormals++ was introduced
by Aakerberg [3]: first, a recursive median filter is used to reconstruct missing depth values,
subsequently a bilateral filter smooths the image to reduce noise, while preserving edges. Next,
surface normals are computed for each pixel in the depth image. Finally the image is sharpened
using the unsharp mask filter, to increase contrast around edges and other high-frequency
components.

3.2.2.3 Deep Depth Colorization: (DE)2CO

(DE)2CO consists of feeding the depth maps, normalized into grayscale images, to a colorization
network linked to a standard CNN architecture, pre-trained on ImageNet.
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Given the success of deep colorization networks from grayscale images, we first tested

existing architectures in this context [178]. Extensive experiments showed that while the visual
appearance of the colorized images was very good, the recognition performances obtained when
combining such network with pre-trained RGB architectures was not competitive. Inspired by
the generator network in [14], we propose here a residual convolutional architecture ( Figure 3.11).
By design [62], this architecture is robust and allows for deeper training. This is helpful here, as
(DE)2CO requires stacking together two networks, which for not very deep architectures might
lead to vanishing gradient issues. Furthermore, residual blocks works at pixel level [14] helping
to preserve locality.

Our architecture works as follows: the 1x228x228 input depth map, reduced to 64x57x57
size by a conv&pool layer, passes through a sequence of 8 residual blocks, composed by 2 small
convolutions with batch normalization layers and leakyRelu as non linearities. The last residual
block output is convolved by a three features convolution to form the 3 channels image output.
Its resolution is brought back to 228x228 by a deconvolution (upsampling) layer.

Our whole system for object recognition in the depth domain using deep networks pre-trained
over RGB images can be summarized as follows: the entire network, composed by (DE)2CO and
the classification network of choice, is trained on an annotated reference depth image dataset.
The weights of the chosen classification network are kept frozen in their pre-trained state, as the
only layer that needs to be retrained is the last fully connected layer connected to the softmax
layer. Meanwhile, the weights of (DE)2CO are updated until convergence.

After this step, the depth colorization network has learned the mapping that maximizes the
classification accuracy on the reference training dataset. It can now be used to colorize any
depth image, from any data collection. Figure 3.12, top rows, shows exemplar images colorized
with (DE)2CO trained over different reference databases, in combination with two different
architectures (CaffeNet, an implementation variant of AlexNet, and VGG-16 [143]). We see
that, compared to the images obtained with ColorJet and SurfaceNormal++, our colorization
technique emphasizes the objects contours and their salient features while flatting the object
background, while the other methods introduce either high frequency noise (SurfaceNormals++)
or emphasize background gradient instead of focusing mainly on the objects (ColorJet). In the
next subsection we will show how this qualitative advantage translates also into a numerical
advantage, i.e. how learning (DE)2CO on one dataset and performing depth-based object
recognition on another leads to a very significant increase in performance on several settings,
compared to hand-crafted color mappings.

3.2.3 Experiments

We evaluated our colorization scheme on three main settings: an ablation study of how different
depth mappings perform when the network weights are kept frozen (Section 3.2.4.1), a comparison
of depth performance with network finetuning (Section 3.2.4.2) and finally an assessment of
(DE)2CO when used in RGB-D object recognition tasks (Section 3.2.4.3).

Databases We considered three datasets: the Washington RGB-D [80], the JHUIT-50 [86]
and the BigBIRD [144] object datasets, which are the main public datasets for RGB-D object
recognition. Dataset details can be found in Section 2.5.

Hand-crafted Mappings According to previous works [43, 3], the two most effective
mappings are ColorJet [43] and SurfaceNormals [13, 3]. For ColorJet we normalized the data
between 0 and 255 and then applied the mapping using the OpenCV libraries5. For the
SurfaceNormals mapping we considered two versions: the straightforward conversion of the
depthmap to surface normals [13] and the enhanced version SurfaceNormals++[3] which uses

5"COLORMAP_JET" from http://opencv.org/
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Figure 3.11. Overview of the (DE)2CO colorization network. On the left, we show
the overall architecture; on the right, we show details of the residual block.

extensive pre-processing and generally performs better6.

3.2.4 Results

3.2.4.1 Ablation Study

In the ablation study we compared our (DE)2CO method against hand crafted mappings, using
pre-trained networks as feature extractors and only retraining the last classification layer. We
did this on the three datasets described above, over four architectures: CaffeNet (a slight variant
of the AlexNet [78]), VGG16 [143] and GoogleNet [152] were chosen because of their popularity
within the robot vision community. We also tested the recent ResNet50 [62], which although
not currently very used in the robotics domain, has some promising properties. In all cases we
considered models pretrained on ImageNet [37], which we retrieved from Caffe’s Model Zoo7.

Training (DE)2CO means minimizing the multinomial logistic loss of a network trained on
RGB images. This means that our network is attached between the depth images and the
pre-trained network, of which we freeze the weights of all but the last layer, which are relearned
from scratch (see Figure 3.10). We trained each network-dataset combination for 50 epochs
using the Nesterov solver [115] and 0.007 starting learning rate (which is stepped down after
45%). During this phase, we used the whole source datasets, leaving aside only 10% of the
samples for validation purposes.

When the dataset on which we train the colorizer is different from the test one, we simply
retrain the new final layer (freezing all the rest) for the new classes.

6The authors graciously gave us their code for our experiments.
7https://github.com/BVLC/caffe/wiki/Model-Zoo
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Figure 3.12. (DE)2CO colorizations applied on different objects, taken
from[86, 80, 144]. Top row shows the depth maps mapped to grayscale. From the
second to the fourth row, we show the corresponding (DE)2CO colorizations learned on
different settings. Fifth row shows ColorJet views [43], while the last row shows the
surface normals mapping [3] SurfaceNormals++. These images showcase (DE)2CO’s
ability to emphasize the object’s shape and to capture its salient features.
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Effectively we are using the pre-trained networks as feature extractors, as done in [136, 43, 176]

and many others; for a performance analysis in the case of network finetuning we refer to
Section 3.2.4.2. In this setting we used the Nesterov (for Washington and JHUIT-50) and ADAM
(for BigBIRD) solvers. As we were only training the last fully connected layer, we learned a
small handful of parameters with a very low risk of overfitting.

Table 3.4 reports the results from the ablation while Figure 3.13 focuses on the class recall
for a specific experiment. For every architecture, we report the results obtained using ColorJet,
SurfaceNormals (plain and enhanced) and (DE)2CO learned on a reference database between
Washington or JHUIT-50, and (DE)2CO learned on the combination of Washington and JHUIT-
50. For the CaffeNet and VGG networks we also present results on simple grayscale images.
We attempted also to learn (DE)2CO from BigBIRD alone, and in combination with one (or
both) of the other two databases. Results on BigBIRD only were disappointing, and results
with/without adding it to the other two databases did not change the overall performance. We
interpret this result as caused by the relatively small variability of objects in BigBIRD with
respect to depth, and for sake of readability we decided to omit them in this work.

scre
w

_d
riv

e
r_o

ra
n
g
e

w
o
rk

in
g
_g

la
sse

s_o
ra

n
g
e

ta
p
e
_w

h
ite

ru
le

r_k
o
m

e
lo

n

m
a
lle

t_d
rillin

g

cre
se

n
t

m
a
lle

t_b
a
ll_p

e
in

scisso
r_fisk

a
rs

d
rill_p

o
in

t

ig
n
ite

r_m
a
ste

r

sa
n
d
e
r

m
a
rk

e
r_b

lu
e

sta
p
le

r_b
o
stitch

ta
p
e
_b

la
ck

k
n
ife

_o
lfa

scre
w

_d
riv

e
r_y

e
llo

w
_cro

ss

scre
w

_d
riv

e
r_b

o
n
d
h
u
s

lin
k

scre
w

_d
riv

e
r_y

e
llo

w

lin
k
_2

n
o
d
e

g
re

e
n
le

e
_o

p
e
n

g
re

e
n
le

e
_clo

se
d

m
a
lle

t_fib
e
r

scre
w

_d
riv

e
r_b

la
ck

h
a
m

m
e
r_cra

ftsm
a
n

clip
p
e
r_b

lu
e

ru
le

r_sta
n
le

y

lin
k
_n

o
d
e

clip
p
e
r_silv

e
r_clo

se
d

m
a
lle

t_b
la

ck
_w

h
ite

cla
m

p
_b

la
ck

_re
d

clip
p
e
r_silv

e
r_o

p
e
n

cla
m

p
_sta

n
le

y

scre
w

_d
riv

e
r_w

ih
a

d
rill_fla

t

p
a
in

t_k
ry

lo
n

scre
w

_d
riv

e
r_b

la
ck

_b
lu

e
_lo

n
g

scre
w

_d
riv

e
r_w

h
ite

w
re

n
ch

_b
la

ck
_o

p
e
n

w
re

n
ch

_b
la

ck
_clo

se
d

cla
m

p
_g

re
e
n

scre
w

_d
riv

e
r_cra

ftsm
a
n
_g

ra
y

scre
w

_d
riv

e
r_b

la
ck

_b
lu

e
_sh

o
rt

cla
m

p
_cre

sce
n
t_re

d

scre
w

_d
riv

e
r_re

d
_b

lu
e
_lo

n
g

m
a
rk

e
r_o

ra
n
g
e

scre
w

_d
riv

e
r_cra

ftsm
a
n
_b

la
ck

cla
m

p
_cra

ftsm
a
n
_b

e
n
d

cla
m

p
_a

ce

0

10

20

30

40

50

60

70

80

90

100

R
e
ca

ll

JHUIT

VGG Colorjet
VGG Mapping learned on Washington

Figure 3.13. Per class recall on JHUIT-50, using VGG, with (DE)2CO learned from
Washington. Recalls per class are sorted in decreasing order, according to ColorJet
performance. In this setting, (DE)2CO, while generally performing better, seems to
focus on different perceptual properties and is thus, compared with the baseline, better
at some classes rather than others.

We see that, for all architectures and for all reference databases, (DE)2CO achieves higher
results. The difference goes from +1.7%, obtained with CaffeNet on the Washington database, to
the best of +16.8% for VGG16 on JHUIT-50. JHUIT-50 is the testbed database where, regardless
of the chosen architecture, (DE)2CO achieves the strongest gains in performance compared to
hand crafted mappings. Washington is, for all architectures, the database where hand crafted
mappings perform best, with the combination Washington to CaffeNet being the most favorable
to the shallow mapping. On average it appears the CaffeNet is the architecture that performs
best on this datasets; still, it should be noted that we are using here all architectures as feature
extractors rather than as classifiers. On this type of tasks, both ResNet and GoogLeNet-like
networks are known to perform worse than CaffeNet [11], hence our results are consistent with
what reported in the literature. In Table 3.5 we report a second ablation study performed on
the width and depth of (DE)2CO architecture. Starting from the standard (DE)2CO made of
8 residual blocks with 64 filters for each convolutional layer (which we found to be the best
all-around architecture), we perform additional experiments by doubling and halving the number
of residual blocks and the number of filters in each convolutional layer. As it can be seen, the
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Network Time (ms)
CaffeNet 695
VGG 1335
GoogleNet 1610
ResNet-50 1078
(DE)2CO colorizer 400

Network Time (s)
CaffeNet 1.87
(DE)2CO + CaffeNet 1.23
VGG 2.91
(DE)2CO + VGG 2.16

Table 3.3. Left: forward-backward time for 50 iterations, as by caffe time. Right:
feature extraction times for 100 images; note that using (DE)2CO actually speeds up
the procedure. We explain this by noting that (DE)2CO uses single channel images and
thus needs to transfer only 1

3 of the data from memory to the GPU - clearly the
bottleneck here.

(DE)2CO architecture is quite robust but can be potentially finetuned to each target dataset to
further increase performance.

Method: Washington[80] JHUIT-50[86] BigBIRD[144]
VGG16 on Grayscale 74.9 33.7 22
VGG16 on ColorJet 75.2 35.3 19.9
VGG16 on SurfaceNormals 75.3 30.8 16.8
VGG16 on SurfaceNormals++ 77.3 35.8 11.5
VGG16 (DE)2CO learned on Washington 79.6 52.7 22.8
VGG16 (DE)2CO learned on JHUIT-50 78.1 51.2 23.7
CaffeNet on Grayscale 76.6 44.6 22.9
CaffeNet on ColorJet 78.8 45.0 22.7
CaffeNet on SurfaceNormals 79.3 38.3 18.9
CaffeNet on SurfaceNormals++ 81.4 44.8 14.0
CaffeNet (DE)2CO learned on Washington 83.1 53.1 28.6
CaffeNet (DE)2CO learned on JHUIT-50 79.1 57.5 25.2
GoogleNet on ColorJet 73.5 40.0 21.8
GoogleNet on SurfaceNormals 72.9 36.5 18.4
GoogleNet on SurfaceNormals++ 76.7 41.5 13.9
GoogleNet (DE)2CO learned on Washington − 51.9 25.2
GoogleNet (DE)2CO learned on JHUIT-50 76.6 − 24.4
ResNet50 on ColorJet 75.1 38.9 18.7
ResNet50 on SurfaceNormals 77.4 33.2 16.5
ResNet50 on SurfaceNormals++ 79.6 45.4 13.8
ResNet50 (DE)2CO learned on Washington − 45.5 23.9
ResNet50 (DE)2CO learned on JHUIT-50 76.4 − 24.7

Table 3.4. Object classification experiments in the depth domain, comparing
(DE)2CO and hand crafted mappings, using 5 pre-trained networks as feature
extractors. Best results for each network-dataset combination are in bold, overall best
in red bold. Extensive experiments were performed on VGG and Caffenet, while
GoogleNet and ResNet act as reference.
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filters/blocks 4 blocks 8 blocks 16 blocks
32 filters 56.5 52.8 57.1
64 filters 56.8 53.1 53.6
128 filters 53.1 53.9 53.3

Table 3.5. (DE)2CO ablation study, learned on Washington, tested on JHUIT-50.
Grid search optimization over width and depth of generator architecture shows
improved results.

3.2.4.2 Finetuning

In our finetuning experiments we focused on the best performing network from the ablation,
the CaffeNet (which is also used by current competitors [43, 3]), to see up to which degree the
network could exploit a given mapping. The protocol was quite simple: all layers were free to
move equally, the starting learning rate was 0.001 (with step down after 45%) and the solver was
SGD. Training went on for 90 epochs for the Washington and JHUIT-50 datasets and 30 eps.
for BigBIRD (a longer training was detrimental for all settings). To ensure a fair comparison
with the static mapping methods, the (DE)2CO part of the network was kept frozen during
finetuning.

Results are reported in Table 3.6. We see that here the gap between hand-crafted and learned
colorization methods is reduced (very likely the network is compensating existing weaknesses).
SurfaceNormals++ performs pretty well on Washington, but less so on the other two datasets
(it’s actually the worse on BigBIRD). Surprisingly, the simple grayscale conversion is the one
that performs best on BigBIRD, but lags clearly behind on all other settings. (DE)2CO on the
other hand, performs comparably to the best mapping on every single setting and has a 5.9%
lead on JHUIT-50; we argue that it is always possible to find a shallow mapping that performs
very well on a specific dataset, but there are no guarantees it can generalize.

3.2.4.3 RGB-D classification

While this work focuses on how to best perform recognition in the depth modality using convnets,
we wanted to provide a reference value for RGB-D object classification using (DE)2CO on the
depth channel. To classify RGB images we follow [3] and use a pretrained VGG16 which we
finetuned on the target dataset (using the previously defined protocol). RGB-D classification is
then performed, without further learning, by computing the weighted average (weight factor α
was cross-validated) of the fc8 layers from the RGB and Depth networks and simply selecting
the most likely class (the one with the highest activations). This cue integration scheme can be
seen as one of the simplest, off-the-shelf algorithm for doing classifications using two different
modalities [159]. We excluded BigBIRD from this setting, due to lack of competing works to
compare with.

Results are reported in Table 3.7 and Table 3.8. We see that (DE)2CO produces results on
par or slightly superior to the current state of the art, even while using an extremely simple
feature fusion method. This is remarkable, as competitors like [3, 43] use instead sophisticated,
deep learning based cue integration methods. Hence, our ability to compete in this setting is all
due to the (DE)2CO colorization mapping, clearly more powerful than the other baselines. It is
worth stressing that, in spite of the different cue integration and depth mapping approaches
compared in Table 3.7 and Table 3.8, convnet results on RGB are already very high, hence in
this setting the advantage brought by a superior performance on the depth channel tends to be
covered. Still, on Washington we achieve the second best result, and on JHUIT-50 we get the
new state of the art.
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Method: Washington[80] JHUIT-50[86] BigBIRD[144]
Grayscale colorization 82.7± 2.1 53.7 29.6
ColorJet colorization 83.8± 2.7 54.1 25.4
SurfaceNormals++ colorization 84.5± 2.9 55.9 17.0
(DE)2CO learned on Washington 84.0± 2.0 60.0 −
(DE)2CO learned on JHUIT-50 82.3± 2.3 62.0 −
(DE)2CO learned on Washington + JHUIT-50 84.0± 2.3 61.8 28.0

Table 3.6. CaffeNet finetuning using different colorization techniques.

Method: RGB Depth RGB-D
FusionNet[43] 84.1± 2.7 83.8± 2.7 91.3± 1.4
CNN + Fisher [90] 90.8± 1.6 81.8± 2.4 93.8± 0.9
DepthNet [20] 88.4± 1.8 83.8± 2.0 92.2± 1.3
CIMDL [169] 87.3± 1.6 84.2± 1.7 92.4± 1.8
FusionNet enhanced[3] 89.5± 1.9 84.5± 2.9 93.5± 1.1
(DE)2CO 89.5± 1.6 84.0± 2.3 93.6± 0.9

Table 3.7. Selected results on Washington RGB-D.

Method: RGB Depth RGB-D
DepthNet [20] 88.0 55.0 90.3
Beyond Pooling [86] − − 91.2
FusionNet enhanced[3] 94.7 56.0 95.3
(DE)2CO 94.7 61.8 95.7

Table 3.8. Selected results on JHUIT-50.

3.2.4.4 Computational Analysis

While the training of the (DE)2CO module took only few hours, One of the concerns for using our
method as a replacement to the standard finetuning approach was the computational burden that
the (DE)2CO modules could add at test time. However, we got surprising inference performance
which can be seen in Table 3.3, where we report runtimes for the considered networks. As the
results show, while (DE)2CO requires some extra computation time, this is actually offset by
the fact that only 1

3 of the data is being moved to the GPU w.r.t. a depth image mapped into a
3 channel RGB image, thus decreasing the total inference time; this makes (DE)2CO the fastest
solution for real time 2.5D recognition.

3.2.5 Conclusions

This section introduced a network for learning deep colorization mappings. Our (DE)2CO
architecture follows the residual philosophy, learning how to map depth data to RGB images
for a given pre-trained convolutional neural network. By using (DE)2CO as opposed to the
hand-crafted colorization mappings commonly used in the literature, we obtained a significant
jump in performance over three different benchmark databases, using four different popular deep
networks pre trained over ImageNet. The visualization of the obtained colorized images further
confirms how our algorithm is able to capture the rich informative content and the different
facets of depth data.

Future work will further investigate the effectiveness and generality of our approach, testing
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it on other RGB-D classification and detection problems, with various fine-tuning strategies and
on several deep networks, pre-trained over different RGB databases, and in combination with
RGB convnet with more advanced multimodal fusion approaches.

3.3 LODEAR

3.3.1 Introduction

Within the current fast-growing range of successful applications of computer vision, those related
to action and activity recognition from videos are among the most popular. This in turns
drives research towards algorithms able to perform these tasks in various scenarios, from video
summarization to action understanding, to automatic video indexing and retrieval, human robot
interaction and many others. Although most of the work done so far has focused on third-person
action and activity recognition, the recent diffusion of wearable devices able to acquire seamlessly
videos has elicited attention towards first-person videos. First person activity recognition, i.e. the
recognition of fine-grained actions performed by the camera’s wearer such as pouring, opening,
lifting etc, is more challenging than third person action recognition due to the lack of information
about the actor’s pose. Moreover, sharp movements by the wearer make it unfeasible the use of
tracking algorithms, while at the same time it causes big shakes in videos. To cope with these
challenges, the community has focused on modeling and recognizing hands and the handled
objects from the videos, proposing several shallow and deep approaches [106, 110, 156, 124, 167].

Within this context, several authors pointed out the importance of using 3D information,
going beyond the use of RGB data only. This has been done using 3D point clouds [47] or depth
images [109, 155] in various forms, combined with standard images. The work presented in this
section follows this trend, proposing a deep architecture that uses depth information to prime
RGB-based first-person activity recognition. Specifically, we propose to use depth information
as an attention mechanism to guide the network towards learning selective features, able to
recognize robustly the hand motion patterns as well as the object being manipulated. We do so
by blending depth and RGB images together so to weight the RGB channels according to the
depth information, and thus guide the deep learning of activity recognition according to this
knowledge. We called our model LODEAR. After this first step, we implement a CNN-RNN
network trained in a weakly supervised fashion, but without the optical flow branch, as the
initial depth blending already enables a Conv-LSTM block (as proposed in [148]) to capture
effectively important knowledge about the hand-object interactions. We instead further embrace
this weakly supervised scenario, and we introduce a Mean Teacher model [157] that allows to
leverage over multiple iterations and makes ultimately the overall architecture more robust. To
the best of our knowledge, this is the first work in first-person activity recognition that (a) uses
depth as an attention mechanism to guide the learning process, and (b) makes use of self labeling
with a Mean Teacher algorithm. Experiments on two commonly used benchmark databases,
accompanied by an ablation study, confirm the value of our approach, achieving the new state
of the art.

3.3.2 Method

The proposed method builds on the architecture presented in [148], with two important novelties:
(1) a simple scheme for leveraging over depth information by using it as an attention map over
RGB pixel space; (2) the use of a Mean Teacher approach that is able to further increase the
overall architecture performance. To the best of our knowledge, this is the first use of Mean
teacher models on first-person action recognition tasks.
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Figure 3.14. Overview of the proposed architecture. The blue blocks represent the
full deep model, made by backbone, Conv-LSTM layer and classifier. The red blocks
show the Mean Teacher model, built from the main model through temporal mean
average, which provides pseduo-labels on the test set. Green blocks show depth-RGB
integration for each sequence frame (light green). Finally, the white blocks represent
the two losses used during training.
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3.3.3 Depth and RGB integration schema

A simple blending schema is applied to the RGB and depth input data, resulting into an
RGB-enriched image. This is in contrast with widely used methods that leverage RGB-D data
by using a multiple network approach ([21], [43]). This blending step allows us to exploit depth
information in order to weight the information contained in the RGB image according to each
pixel depth, while keeping a single architecture approach and thus avoiding the burden of a
multi branch architecture.

Specifically, the depth data is first normalized into the range [0, 1] (respectively from the
furthest to the nearest). The depth pixel values are then clamped between [min,max] values to
avoid too much extreme values, which could result into loss of background information or into a
focus on the part extremely close to the camera stronger than intended. This process gives us
the DepthMap ( Figure 3.15, center).

After this pre-processing of the depth, we multiply each DepthMap with its corresponding
RGB image. This corresponds to exploiting each depth image as an attention map at the pixel
level, pushing the focus on the most central part of the frame (central part in term of depth).
The result of this operation is an enhanced RGB image that can be normally processed by an
RGB backbone architecture (RGB*DepthMap). Figure 3.15 shows examples of the original RGB
image, the corresponding depth data, and the enhanced RGB*DepthMap image obtained with
our procedure. The overall blending process can be summarized by the following equation:

depthi,[1,0] = 1− depthi,[0,1] with depthi,[0,1] ∈ [0, 1], ∀i | i = 1, ., ., nFrames (3.1)

DepthMapi =


min depthi,[1,0] < min

depthi,[1,0] min < depthi,[1,0] < max

max depthi,[1,0] > max

(3.2)

InputNetworki = RGBi ∗DepthMapi (3.3)

3.3.4 Feature processing

The RGB-enriched frames are processed by a backbone architecture. We chose a ResNet-34
network, pre-trained on ImageNet, as it demonstrated to be a powerful and stable backbone
network [148] while at the same time being not computationally intensive. For each RGB
frame, we compute the Class Activation Maps (CAM) [185]. The CAM guides the network in
determining which part of the frame is supporting classification of a given class action. For each
class c, the corresponding CAM can be represented as:

Mc(i) =
∑

l

wc
l fl(i) (3.4)

where fl(i) is the activation of a unit l in the final convolutional layer at spatial location i,
while wc

l represents the weight corresponding to class c for unit l. The CAM is then converted
into a probability map, and then applied at feature level as a spatial attention map convolved
with the output of the backbone network [148].

After feeding each sequence frame to the above steps, a Conv-LSTM layer [171] is responsible
of processing the sequence of features obtained from the last layer of the backbone, with a final
fully connected layer as classifier.
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(a) RGB (b) DepthMap (c) RGB*DepthMap

Figure 3.15. Comparison of RGB, DepthMap and RGB*DepthMap images. The
enriched RGB*DepthMap images clearly show how the Depth integration works as an
attention map at pixel level, by focusing more on the image zones where the action
takes place.

3.3.5 Self labeling through Mean Teacher

The overall method can be further enhanced by using a self labeling technique that leverages
on a Mean Teacher model [157]. Starting from a fully trained architecture, we increase the
final accuracy of the model by building a Mean Teacher consisting of model weights averaged
over training iterations, and by using this Mean Teacher to provide label predictions of the test
set. These predictions can be effectively used as pseudo labels [128] to train the main student
model on the test set. With this approach both the student and the Mean Teacher model keep
improving their accuracy.

3.3.6 Experiments

This subsection reports experiments validating our architecture, describing our experimental
setup, i.e. the databases chosen, the algorithms we compared ourselves against and the training
protocol we followed in our experiments. Section 3.3.7 reports our results, while Section 3.3.7.1
details an ablation study illustrating the workings of our approach.

3.3.6.1 Databases

All the experiments reported in this section are performed on two RGB-D first person datasets:
the Grasp Understanding dataset (GUN-71, [124]) and the Wearable Computer Vision Systems
dataset (WCVS, [110]).

• GUN-71 contains 12,000 RGB-D images divided into 71 categories, representing everyday
grasps in natural interactions. It is a challenging dataset, where 28 objects per grasp have
been used, for a total of 28x71 = 1988 different hand-object configurations. The grasp
actions are performed by 8 different subjects (4 males and 4 females) and are made in 5
different houses. To perform the experiments we followed the leave-one-out cross-validation
protocol, training our model on the first seven subjects and testing on the eighth. We
repeated the procedure for all subjects and reported the average accuracy as a result.
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Granularity Action Labels
Level 1 Manipulation Non-Manipulation
Level 2 One hand Walk Talk

Two hands Stairs Seating
Pick-up Stand
Others Screen

Figure 3.16. Left: Hierarchy of Action Labels in the WCVS database, Right:
Examples of images corresponding to the granularity used in our experiments.

• WCVS contains data collected by 4 different users in 2 different indoor scenarios. The
action sequences are manually labeled with 3 different granularity level for activity labels.
Figure 3.16, table on the left shows the first two levels of granularity of the labels. At the
third level, the manipulation actions of the second level, are divided in finer categories.
The low frequency of these labels at this level, makes it impossible to train a classifier. For
this reason we evaluate our method on the manipulation action annotated at the level two,
as done in [156], following the same leave-one-subject-out cross validation scheme.

The two datasets are very different, presenting different challenges, hence they allow us to
show the robustness of our method. Indeed, the first dataset (GUN-71) has many classes and
the actions are labeled with respect to the grasp made by each subject, independently of the
object used. As opposed to this, the structure of the second dataset (WVCS) represents a great
challenge due to the large intra-class variations caused by multiple users and scenarios, although
in the setting we use it consists of only 4 classes.

3.3.6.2 Baselines

We compare our method with other existing approaches for first person action recognition and
more generic algorithms. Starting from the work of [148], we evaluated their method using only
the RGB information on both datasets. Later we used the same network for Depth images by
using two identical networks for both modalities and concatenating the final features for the
prediction.
Differently, the method proposed by [156] presents a structure already suitable to exploit
different input modalities. In their work the authors proposed a network that aims to preserve
the distinctive parts of each individual input modality and simultaneously exploit their shared
information. The influence on the final prediction of each individual mode and of the shared
information is weighed through some manually set hyper-parameters. In the case of the WVCS,
optical flow is also used as input modality. Note this information cannot be extracted from the
GUN-71 dataset. To improve performance, a hand detection module is added to the network.
Other simpler networks such as VGG [142] and Resnet [63] have been used to evaluate their
performance and show how these types of networks are not sufficient to analyze video sequences.
In addition, different fusion methods have been tested, such as the Score Fusion [155] method,
where roughly averages the classification probabilities of the two modalities are made, and
the Features Fusion or DCCA [5] method where the correlation between the two modalities is
maximized.
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3.3.6.3 Training details

We trained the whole architecture with a three-stage procedure: during the first stage only the
Conv-LSTM and the final classification layer are trained, while the ResNet-34 pretrained on
ImageNet weights are kept frozen, effectively using this network just as a feature extractor,
while in a second stage the last residual block convolutional filters are trained jointly with the
Conv-LSTM and the final classifier layer. Finally, after the model has reached full convergence,
the Mean Teacher model is activated to further enhance the accuracy (third stage).

It is worth underlying that the Mean Teacher model is never trained by a backpropagation
signal, hence it requires only a small computation overhead and it does not increase the complexity
of the architecture (which still remains a single-network one), while constantly increasing the
accuracy performance.

We found that an alignment error between RGB and Depth images is often present in both
datasets. Moreover, we don’t want to produce an alignment too tight between RGB and Depth
images, because this could produce a focus too strong on a very narrow zone of the image. For
these reasons, we applied a random zoom and shift on the depth images during the training
phase, and a zoom with a constant factor during the test phase, which effectively helped to
reduce information loss related to those issues. A standard data augumentation protocol of
horizontal flipping and random cropping to the whole RGB*DepthMap image has also been
used.
The optimizer chosen to train our model for all stages is ADAM, with batch size equal to
32. The learning rate used during the three stages are the following: 0.01 (0.001 for WCVS),
0.0001, 0.0001; with two step decays of 0.1 for each stage.
In order to standardize the sequences length over the dataset we have chosen to use 6 frames
per sequence for both datasets. For the first one, in situations where there were fewer frames
than necessary, we repeated them by cycling until a 6 frame sequence is obtained, while for the
second dataset, which often show big sequences of very similar frames, we have selected the 6
frames per video in a uniform way over time.

3.3.7 Results

In this section the results obtained by testing our architecture on the GUN-71 and WCVS
datasets are presented, while comparing them with the most effective methods present in the
literature. Looking at the results in Table 3.9, we see how the accuracy of the Depth-only
methods is significantly lower then the RGB-only ones, where the differences between the
two modalities can reach up to 10%. Moreover, RGB + Depth integration must be carefully
planned, as it can produce worse performance w.r.t RGB only. This is for instance the case
for Appearance Stream, that in the RGB-only case achieves a better performance than when
applied on RGB+Depth (Feature Fusion). Nevertheless, in other cases it can produce consistent
improvements.

Our method provides the new state of the art on both datasets, ranging from +3% on WCVS
to a +5% on GUN-71 w.r.t the current state of the art algorithms. The Mean Teacher loss is
able to produce a boost of 2.5 ~3.5% of accuracy depending on the dataset. A detailed analysis
of the Depth integration is presented in the following paragraph.

We would like to finally note that in the MDNN+TSN case [156],the authors combined two
different methods, obtaining a result equal to 71.83%. It is worth stressing that the use of an
ensemble method reliably increases the performance compared to the use a single network [55].
In spite of this, the result achieved by MDNN+TSN is still lower than the accuracy of our
method, by about a 2%.
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RGB Attention Map

BMVC18 [148] From our architecture

Figure 3.17. Comparison between the attention maps of baseline method [148]
(second column) w.r.t. attention map from our model (third column) and the plain
RGB image. The attention map coming from the proposed method are clearly better
centered on the zone of the image most informative with respect to the action being
performed.

3.3.7.1 Ablation study

In this ablation study we analize the effects of each implementation choice w.r.t. the final
accuracy. We compared our method, with and without Mean Teacher, to the baseline method
[148] for both datasets, experimenting with individual RGB and Depth modality, as well as the
two modalities exploited by two separated network with a final features concatenation.

From Table 3.10 we can see that the Depth-only performances are poor (very evident on
GUN-71), while using two networks for the two modalities does not give an evident contribution
(on WCVS) or even worsen the performance (on GUN-71). This detrimental effect probably
happens because this dataset has several classes very similar to each other, and thus it is very
difficult to recognize the type of grasp only from depth images, which might present coarse
and poorly defined data. At the same time, even RGB performances are not very high, thus
preventing a noticeable boost while combining these two modalities. Finally, the Mean Teacher
loss is able to produce a significant boost which helps to establish a new state of the art
performance on both datasets.

3.3.7.2 Computational Analysis

The whole model is computational heavy to train, being made by a deep and wide backbone
network(ResNet101), a Conv-LSTM module, and some online operations to blend depth with
RGB. Moreover, the method needed several training steps in order to train properly, reaching 7
days of training on the bigger GUN-71 dataset and around 4 days of training on the smaller
WCVS. At inference time, the whole method required 150ms to perform a single forward pass,
thus requiring modifications for using on real time data. For example, some computational time
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Method Accuracy Accuracy
GUN-71 WCVS

Deep-RGB [124] 11.31 -
Best From [124] 17.97 -
CNN-RGB [110] - 52.0
CNN(MultiWindow)-RGB [110] - 57.00
Appearance Stream [63],[142] 26.00 60.36
Depth Stream [63],[142] 15.60 58.47
Motion Stream [142] - 37.34
Score Fusion [155] 26.24 59.32
Feature Fusion 29.36 62.16
DCCA [5] 32.56 60.45
TSN-RGB [167] - 66.02
TSN-Flow[167] - 59.48
TSN-Depth[167] - 59.32
TSN-FLow+RGB(Score Fusion)[167] - 67.05
TSN-FLow+RGB+Depth(Score Fusion)[167] - 70.09
MDNN [156] 33.89 65.67
MDNN + hand [156] 34.04 67.04
Proposed architecture w/o Mean Teacher 36.46 70.62
Proposed architecture with Mean Teacher 39.07 73.22

Table 3.9. Results on GUN-71 and WCVS datasets.

Method Accuracy GUN-71 Accuracy WCVS
RGB, network BMVC [148] 23.33 68,48
Depth, network BMVC [148] 8.71 60,92
RGB + D, Feature Fusion 20.90 68,56
Proposed architecture w/o Mean Teacher 36.46 70,62
Proposed architecture with Mean Teacher 39.07 73.22

Table 3.10. Ablation on GUN-71 and WCVS datasets.

can be regained by performing RGB*DepthMaps calculations directly on the GPU, with the use
of specific GPU-only libraries as Nvidia DALI 8. Finally, smaller backbone and/or smaller input
resolutions could be used, lightening the computational cost at the expense of final accuracy.

3.3.8 Conclusions

This section has presented LODEAR, a deep architecture for first person activity recognition
based on the use of RGB and depth information. As opposed to most of previous works in visual
recognition where these two sensor channels are treated with separated architectures and then
merged at different stages of the overall network, we use the depth as a sort of attention map,
and blend it with the corresponding RGB image. This helps the backbone network to learn
to recognize activities giving more or less weight to different parts of each frame. Temporal

8https://github.com/NVIDIA/DALI
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information is exploited through the use of a Conv-LSLTM, with an architecture similar to
[148]. We further strengthen the approach by adding a self labeling block over the sequence
classification. Results confirm the value of our architecture. Future work will investigate the
impact of using depth data as proposed in architectures maintaining the optical flow branch.
Furthermore, we will explore the possibility to hallucinate depth maps (with approaches inspired
by ADAGE) for the cases where such information should not be available, and test our findings
on large scale RGB databases such as [34].
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Chapter 4

RGB modality

This chapter presents different strategies to deal with the domain adaptation and transfer
learning problem in the RGB domain. In Section 4.1 SBADAGAN is illustrated: a novel
adversarial method for reducing domain shift on a pixel level, for digits and objects classification.
Section 4.2 shows ADAGE, an hybrid pixel/feature adaptation method for multi source domain
adaptation and generalization on digits data. Finally, Section 4.3 reveals a preliminary work on
multi-source domain adaptation for semantic segmentation on urban scenes, which produced
promising results.

4.1 SBADA-GAN

4.1.1 Introduction

The ability to generalize across domains is challenging when there is ample labeled data on
which to train a deep network (source domain), but no annotated data for the target domain.
To attack this issue, a wide array of methods have been proposed, most of them aiming at
reducing the shift between the source and target distributions (see Section 2.4 for a review of
previous work). An alternative is mapping the source data into the target domain, either by
modifying the image representation [46] or by directly generating a new version of the source
images [16]. Several authors proposed approaches that follow both these strategies by building
over Generative Adversarial Networks (GANs) [52]. A similar but inverse method maps the
target data into the source domain, where there is already an abundance of labeled images [162].

We argue that these two mapping directions should not be alternative, but complementary.
Indeed, the main ingredient for adaptation is the ability of transferring successfully the style of
one domain to the images of the other. This, given a fixed generative architecture, will depend
on the application: there may be cases where mapping from the source to the target is easier,
and cases where it is true otherwise. By pursuing both directions in a unified architecture, we
can obtain a system more robust and more general than previous adaptation algorithms.

With this idea in mind, we designed SBADA-GAN: Symmetric Bi-directional ADAptive
Generative Adversarial Network. Its features are (see Figure 4.1):

• it exploits two generative adversarial losses that encourage the network to produce target-like
images from the source samples and source-like images from the target samples. Moreover, it
jointly minimizes two classification losses, one on the original source images and the other on
the transformed target-like source images;

• it uses the source classifier to annotate the source-like transformed target images. Such pseudo-
labels help regularizing the same classifier while improving the target-to-source generator
model by backpropagation;
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Figure 4.1. SBADA-GAN, training: the data flow starts from the Input Data arrows.
The bottom and top row show respectively the source-to-target and target-to-source
symmetric directions. The generative models Gst and Gts transform the source images
to the target domain and vice versa. Ds and Dt discriminate real from generated
images of source and target. Finally the classifiers Cs and Ct are trained to recognize
respectively the original source images and their target-like transformed versions. The
bi-directional blue arrow indicates that the source-like target images are automatically
annotated and the assigned pseudo-labels are re-used by the classifier Cs. The red
arrows describe the class consistency condition by which source images transformed to
the target domain through Gst and back to the source domain through Gts should
maintain their ground truth label.

• it introduces a new semantic constraint on the source images: the class consistency loss. It
imposes that by mapping source images towards the target domain and then again towards
the source domain they should get back to their ground truth class. This last condition is
less restrictive than a standard reconstruction loss [186, 76], as it deals only with the image
annotation and not with the image appearance. Still, our experiments show that it is highly
effective in aligning the domain mappings in the two directions;

• at test time the two trained classifiers are used respectively on the original target images and
on their source-like transformed version. The two predictions are integrated to produce the
final annotation.

Our architecture yields realistic image reconstructions while competing against previous
state-of-the-art classifiers and exceeding them on four out of six different unsupervised adaptation
settings. An ablation study showcasing the importance of each component in the architecture,
and investigating the robustness with respect to its hyperparameters, sheds light on the inner
workings of the approach, while providing further evidence of its value.

4.1.2 Method

4.1.2.1 Model

SBADA-GAN focuses on unsupervised cross domain classification. Let us start from a dataset
Xs = {xi

s, y
i
s}

Ns
i=0 drawn from a labeled source domain S, and a dataset Xt = {xj

t}
Nt
j=0 from a

different unlabeled target domain T , sharing the same set of categories. The task is to maximize
the classification accuracy on Xt while training on Xs. To reduce the domain gap, we propose
to adapt the source images such that they appear as sampled from the target domain by training
a generator model Gst that maps any source samples xi

s to its target-like version xi
st = Gst(xi

s)
defining the set Xst = {xi

st, y
i
s}

Ns
i=0 (see Figure 4.1, bottom row). The model is also augmented
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with a discriminator Dt and a classifier Ct. The former takes as input the target images Xt and
target-like source transformed images Xst, learning to recognize them as two different sets. The
latter takes as input each of the transformed images xi

st and learns to assign its task-specific
label yi

s. During the training procedure for this model, information about the domain recognition
likelihood produced by Dt is used adversarially to guide and optimize the performance of the
generator Gst. Similarly, the generator also benefits from backpropagation in the classifier
training procedure.

Besides the source-to-target transformation, we also consider the inverse target-to-source
direction by using a symmetric architecture (see Figure 4.1, top row). Here any target image xj

t

is given as input to a generator model Gts transforming it to its source-like version xj
ts = Gts(xj

t ),
defining the set Xts = {xj

ts}
Nt
j=0. As before, the model is augmented with a discriminator

Ds which takes as input both Xts and Xs and learns to recognize them as two different sets,
adversarially helping the generator.

Since the target images are unlabeled, no classifier can be trained in the target-to-source
direction as a further support for the generator model. We overcome this issue by self-labeling (see
Figure 4.1, blue arrow). The original source data Xs is used to train a classifier Cs. Once it has
reached convergence, we apply the learned model to annotate each of the source-like transformed
target images xj

ts. These samples, with the assigned pseudo-labels yj
tself

= argmaxy(Cs(Gts(xj
t )),

are then used transductively as input to Cs while information about the performance of the
model on them is backpropagated to guide and improve the generator Gts. Self-labeling has a
long track record of success for domain adaptation: it proved to be effective both with shallow
models [17, 58, 113], as well as with the most recent deep architectures [138, 161, 132]. In our
case the classification loss on pseudo-labeled samples is combined with our other losses, which
helps making sure we move towards the optimal solution: in case of a moderate domain shift,
the correct pseudo-labels help to regularize the learning process, while in case of large domain
shift, the possible mislabeled samples do not hinder the performance (see Section 4.1.4.3 for a
detailed discussion on the experimental results).

Finally, the symmetry in the source-to-target and target-to-source transformations is enhanced
by aligning the two generator models such that, when used in sequence, they bring a sample
back to its starting point. Since our main focus is classification, we are interested in preserving
the class identity of each sample rather than its overall appearance. Thus, instead of a standard
image-based reconstruction condition we introduce a class consistency condition (see Figure 4.1,
red arrows). Specifically, we impose that any source image xi

s adapted to the target domain
through Gst(xi

s) and transformed back towards the source domain through Gts(Gst(xi
s)) is

correctly classified by Cs. This condition helps by imposing a further joint optimization of the
two generators.

4.1.2.2 Learning

Here we formalize the description above. To begin with, we specify that the generators take as
input a noise vector z ∈ N (0, 1) besides the images, this allows some extra degree of freedom to
model external variations. We also better define the discriminators as Ds(x), Dt(x) and the
classifiers as Cs(x), Ct(x). Of course each of these models depends from its parameters but we
do not explicitly indicate them to simplify the notation. For the same reason we also drop the
superscripts i, j.

The source-to-target part of the network optimizes the following objective function:

min
Gst,Ct

max
Dt

αLDt(Dt, Gst) + βLCt(Gst, Ct) , (4.1)
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where the classification loss LCt is a standard softmax cross-entropy

LCt(Gst, Ct) = E{xs,ys}∼S
zs∼noise

[−ys · log(ŷs)] , (4.2)

evaluated on the source samples transformed by the generator Gst, so that ŷs = Ct(Gst(xs, zs))
and ys is the one-hot encoding of the class label ys. For the discriminator, instead of the less
robust binary cross-entropy, we followed [104] and chose a least square loss:

LDt(Dt, Gst) =Ext∼T [(Dt(xt)− 1)2]+
E xs∼S

zs∼noise
[(Dt(Gst(xs, zs)))2] . (4.3)

The objective function for the target-to-source part of the network is:

min
Gts,Cs

max
Ds

γLDs(Ds, Gts)+

µLCs(Cs) + ηLself (Gts, Cs) , (4.4)

where the discriminative loss is analogous to Equation (4.3), while the classification loss is
analogous to Equation (4.2) but evaluated on the original source samples with ŷs = Cs(xs),
thus it neither has any dependence on the generator that transforms the target samples Gts, nor
it provides feedback to it. The self loss is again a classification softmax cross-entropy:

Lself (Gts, Cs) = E{xt,ytself
}∼T

zt∼noise

[−ytself
· log(ŷtself

)] . (4.5)

where ŷtself
= Cs(Gts(xt, zt)) and ytself is the one-hot vector encoding of the assigned label ytself

.
This loss back-propagates to the generator Gts which is encouraged to preserve the annotated
category within the transformation.

Finally, we developed a novel class consistency loss by minimizing the error of the classifier
Cs when applied on the concatenated transformation of Gts and Gst to produce ŷcons =
(Cs(Gts(Gst(xs, zs), zt))):

Lcons(Gts, Gst, Cs) = E {xs,ys}∼S
zs,zt∼noise

[−ys · log(ŷcons)] . (4.6)

This loss has the important role of aligning the generators in the two directions and strongly
connecting the two main parts of our architecture.

By collecting all the presented parts, we conclude with the complete SBADA-GAN loss:

LSBADA−GAN (Gst, Gts, Cs, Ct, Ds, Dt) =
αLDt + βLCt + γLDs + µLCs + ηLself + νLcons . (4.7)

Here (α, β, γ, µ, η, ν) ≥ 0 are weights that control the interaction of the loss terms. While the
combination of six different losses might appear daunting, it is not unusual [15]. Here, it stems
from the symmetric bi-directional nature of the overall architecture. Indeed each directional
branch has three losses as it is custom practice in the GAN-based domain adaptation literature
[162, 16]. Moreover, the ablation study reported in Section 4.1.4.3 indicates that the system is
remarkably robust to changes in the hyperparameter values.



4.1 SBADA-GAN 46

Figure 4.2. SBADA-GAN, test: the two pre-trained classifiers are applied
respectively on the target images and on the transformed source-like target images.
Their outputs are linearly combined for the final prediction.

4.1.2.3 Testing

The classifier Ct is trained on Xst generated images that mimic the target domain style, and is
then tested on the original target samples Xt. The classifier Cs is trained on Xs source data,
and then tested on Xts samples, that are the target images modified to mimic the source domain
style. These classifiers make mistakes of different type assigning also a different confidence rank
to each of the possible labels. Overall the two classification models complement each other.
We take advantage of this with a simple ensemble method σCs(Gts(xt, zt)) + τCt(xt) which
linearly combines their probability output, providing a further gain in performance. A schematic
illustration of the testing procedure is shown in Figure 4.2. We set the combination weights σ, τ
through cross validation (see Section 4.1.3.2 for further details).

4.1.3 Experiments

4.1.3.1 Datasets and Adaptation Scenarios

We evaluate SBADA-GAN on several unsupervised adaptation scenarios:
MNIST�MNIST-M,MNIST↔USPS, SVHN↔MNIST, Synth Signs�GTSRB. All

the datasets have been scaled to 32× 32 pixels to align their resolution, and we used the corre-
sponding evaluations protocols of [15, 16, 46, 50, 59].

4.1.3.2 Implementation details

We composed SBADA-GAN starting from two symmetric GANs, each with an architecture1

analogous to that used in [16]. The model is coded2 in Python and we ran all our experiments
in the Keras framework [31]. We use the ADAM [77] optimizer with learning rates for the
discriminator and the generator both set to 10−4. The batch size is set to 32 and we train the
model for 500 epochs not noticing any overfitting, which suggests that further epochs might be
beneficial. The α and γ loss weights (discriminator losses) are set to 1, β and µ (classifier losses)
are set to 10, to prevent that generator from indirectly switching labels (for instance, transform
7’s into 1’s). The class consistency loss weight ν is set to 1. All training procedures start with
the self-labeling loss weight, η, set to zero, as this loss hinders convergence until the classifier is
fully trained. After the model converges (losses stop oscillating, usually after 250 epochs) η is
set to 1 to further increase performance. Finally the parameters to combine the classifiers at

1See all the model details in the supplementary material.
2Code available at https://github.com/engharat/SBADAGAN
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MNIST�USPS USPS�MNIST MNIST�MNIST-M SVHN�MNIST MNIST�SVHN Synth S.�GTSRB

Source Only 78.9 57.1 ± 1.7 63.6 60.1 ± 1.1 26.0 ± 1.2 79.0
CORAL [149] 81.7 - 57.7 63.1 - 86.9
MMD [161] 81.1 - 76.9 71.1 - 91.1
DANN [46] 85.1 73.0 ± 2.0 77.4 73.9 35.7 88.7
DSN [15] 91.3 - 83.2 82.7 - 93.1
CoGAN [93] 91.2 89.1 ± 0.8 62.0 not conv. - -
ADDA [162] 89.4 ± 0.2 90.1 ± 0.8 - 76.0 ± 1.8 - -
DRCN [50] 91.8 ± 0.1 73.7 ± 0.1 - 82.0 ± 0.2 40.1 ± 0.1 -
PixelDA [16] 95.9 - 98.2 - - -
DTN [154] - - - 84.4 - -
TRUDA [138] - - 86.7 78.8 40.3 -
ATT [132] - - 94.2 86.2 52.8 96.2
UNIT [95] 95.9 93.5 - 90.5 - -
DAass fix. par. [59] - - 89.5 95.7 - 82.8
DAass [59] - - 89.5 97.6 - 97.7
Target Only 96.5 99.2 ± 0.1 96.4 99.5 96.7 98.2
SBADA-GAN Ct 96.7 94.4 99.1 72.2 59.2 95.9
SBADA-GAN Cs 97.1 87.5 98.4 74.2 50.9 95.7
SBADA-GAN 97.6 95.0 99.4 76.1 61.1 96.7
GenToAdapt [135] 92.5 ± 0.7 90.8 ± 1.3 - 84.7 ± 0.9 36.4 ± 1.2 -
CyCADA [1] 94.8 ± 0.2 95.7 ± 0.2 - 88.3 ± 0.2 - -
Self-Ensembling [2] 98.3 ± 0.1 99.5 ± 0.4 - 99.2 ± 0.3 42.0 ± 5.7 98.3 ± 0.3

Table 4.1. Comparison against previous work. SBADA-GAN Ct, Cs reports
respectively the accuracies produced by the classifier trained in the target domain
space, and the results produced by training in the source domain space and testing on
the target images mapped to this space. SBADA-GAN reports the results obtained by
a weighted combination of the softmax outputs of these two classifiers. Note that all
competitors convert SVHN to grayscale, while we deal with the more complex original
RGB version. The last three rows report results from online available pre-print papers.

test time are σ ∈ [0, 0.1, 0.2, . . . , 1] and τ = (1− σ) chosen on a validation set of 1000 random
samples from the target in each different setting.

4.1.4 Results

4.1.4.1 Quantitative Results

Table 4.1 shows results on our evaluation settings. The top of the table reports results by
thirteen competing baselines published over the last two years. The Source-Only and Target-
Only rows contain reference results corresponding to the no-adaptation case and to the target
fully supervised case. For SBADA-GAN, besides the full method, we also report the accuracy
obtained by the separate classifiers (Cs,Ct) before the linear combination.

SBADA-GAN improves over the state of the art in four out of six settings. In these cases the
advantage with respect to its competitors is already visible in the separate Cs and Ct results and
it increases when considering the full combination procedure. Moreover, the gain in performance
of SBADA-GAN reaches up to +8 percentage points in the MNIST�SVHN experiment. This
setting was disregarded in many previous works: differently from its inverse SVHN�MNIST, it
requires a difficult adaptation from the grayscale handwritten digits domain to the widely variable
and colorful street view house number domain. Thanks to its bi-directionality, SBADA-GAN
leverages on the inverse target to source mapping to produce highly accuracy results.

Conversely, in the SVHN�MNIST case SBADA-GAN ranks eighth out of the thirteen
baselines in terms of performance. Our accuracy is on par with ADDA’s [162]: the two
approaches share the same classifier architecture, although the number of fully-connected
neurons of SBADA-GAN is five time lower. Moreover, compared to DRCN [50], the classifiers
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Setting S T map to S S map to T T

MNIST → USPS 0.206 0.219 0.106 0.102
MNIST → MNIST-M 0.206 0.207 0.035 0.032
MNIST → SVHN 0.206 0.292 0.027 0.012
Synth S. → GTSRB 0.105 0.136 0.128 0.154

Table 4.2. Dataset mean SSIM: this measure of data variability suggests that our
method successfully generates images with not only the same style of a chosen domain,
but also similar perceptual variability.

of SBADA-GAN are shallower with a reduced number of convolutional layers. Overall here
SBADA-GAN suffers of some typical drawbacks of GAN-based domain adaptation methods:
although the style of a domain can be easily transferred in the raw pixel space, the generative
process does not have any explicit constraint on reducing the overall data distribution shift as
instead done by the alternative feature-based domain adaptation approaches. Thus, methods like
DAass [59], DTN [154] and DSN [15] deal better with the large domain gap of the SVHN�MNIST
setting.

Finally, in the Synth Signs � GTSRB experiment, SBADA-GAN is just slightly worse than
DAass, but outperforms all the other competing methods. The comparison remains in favor of
SBADA-GAN when considering that its performance is robust to hyperparameter variations
(see Section 4.1.4.3 for more details).

4.1.4.2 Qualitative Results

To complement the quantitative evaluation, we look at the quality of the images generated by
SBADA-GAN. First, we see from Figure 4.3 how the generated images mimic the style of the
chosen domain, even when going from the simple MNIST digits to the SVHN colorful house
numbers.

Visually inspecting the data distribution before and after domain mapping defines a second
qualitative evaluation metric. We use t-SNE [101] to project the data from their raw pixel space
to a simplified 2D embedding. Figure 4.4 shows that the transformed dataset tends to replicate
faithfully the distribution of the chosen final domain.

A further measure of the quality of the SBADA-GAN generators comes from the diversity of
the produced images. Indeed, GAN’s generators may collapse and output a single prototype
that maximally fools the discriminators. To evaluate the diversity of samples generated by
SBADA-GAN we choose the Structural Similarity (SSIM, [168]) that correlates well with the
human perceptual similarity judgments. Its values range between 0 and 1 with higher values
corresponding to more similar images. We follow the same procedure used in [117] by randomly
choosing 1000 pairs of generated images within a given class. We also repeat the evaluation over
all the classes and calculate the average results. Table 4.2 shows the results of the mean SSIM
metric and indicates that the SBADA-GAN generated images not only mimic the same style,
but also successfully reproduce the variability of a chosen domain.

4.1.4.3 Ablation Study

Starting from the core source-to-target GAN module we analyze the effect of adding all the
other model parts. At first we add the symmetric target-to-source GAN model. These two parts
are then combined and the domain transformation loop is closed by adding the class consistency
condition. Finally the model is completed by introducing the target self-labeling procedure. We
empirically test each of these model steps on the MNIST�USPS setting and report the results
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(a) MNIST to USPS (b) USPS to MNIST

(c) MNIST to MNIST-M (d) MNIST-M to MNIST

(e) MNIST to SVHN (f) SVHN to MNIST

(g) Synth S. to GTSRB (h) GTSRB to Synth S.
Figure 4.3. Examples of generated digits: we show the image transformation from
the original domain to the paired one as indicated under every sub-figure. For each of
the (a)-(h) cases, the original/generated images are in the top/bottom row.

in Table 4.3. We see the gain achieved by progressively adding the different components, with
the largest advantage obtained by the introduction of self-labeling.

An analogous boost due to self-labeling is also visible in all the other experimental settings
with the exception of MNIST↔SVHN, where the accuracy remains unchanged if η is equal or
larger than zero. A further analysis reveals that here the recognition accuracy of the source
classifier applied to the source-like transformed target images is quite low (about 65%, while in
all the other settings reaches 80− 90%), thus the pseudo-labels cannot be considered reliable.
Still, using them does not hinder the overall performance.

The crucial effect of the class consistency loss can be better observed by looking at the
generated images and comparing them with those obtained in two alternative cases: setting
ν = 0, i.e.,not using any consistency condition between the two generators Gst and Gts, or
substituting our class consistency loss with the standard cycle consistency loss [186, 76] based
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(a) MNIST to USPS (b) USPS to MNIST

(c) SVHN to MNIST (d) MNIST to SVHN
Figure 4.4. t-SNE visualization of source, target and source mapped to target images.
Note how the mapped source covers faithfully the target space both in the (a),(b) case
with moderated domain shift and in the more challenging (c),(d) setting.

on image reconstruction. For this evaluation we choose the MNIST→SVHN case which has the
strongest domain shift and we show the generated images in Figure 4.5. When the consistency
loss is not activated, the Gts output images are realistic, but fail at reproducing the correct
input digit and provide misleading information to the classifier. On the other hand, using the
cycle-consistency loss preserves the input digit but fails in rendering a realistic sample in the
correct domain style. Finally, our class consistency loss allows to preserve the distinct features
belonging to a category while still leaving enough freedom to the generation process, thus it
succeeds in both preserving the digits and rendering realistic samples.

4.1.4.4 CycleGAN vs SBADA-GAN

To further clarify the difference between the two methods, we remind that CycleGAN is unsuper-
vised and works only when transferring style across similarly shaped categories (e.g.,horses→zebras),
not across domains. SBADA-GAN instead deals with domains containing multiple categories.
The images samples in Figure 4.5(b) are indeed obtained with CycleGAN: training on them
produces an accuracy of 25.5%, much lower than the corresponding 61.1% of SBAD-GAN.
Moreover, CycleGAN has a single transformed image as output, while SBADA-GAN exploits
a noise vector as input producing multiple outputs for each input image: this is critical for
classification as it provides variability through data augmentation, it avoids overfitting and eases
generalization. For completeness we also ran an experiment on the challenging Office Dataset
[131]: here both the images produced by CycleGAN and SBADA-GAN (see Figure 4.6) are
given as input to a pre-trained AlexNet and the classification accuracy is respectively 52.0% and
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X X 94.23
X X 91.55

X X X X 94.90
X X X X X 95.45
X X X X X X 97.60

Table 4.3. Analysis of the role of each SBADA-GAN component. We ran experiments
by turning on the different losses of the model as indicated by the checkmarks.

(a) (b)

(c) (d)

Figure 4.5. Gts outputs (lower line) and their respective inputs (upper line) obtained
with: (a) no consistency loss, (b) image-based cycle consistency loss [186, 76], (c) our
class consistency loss. In (d) we show some real SVHN samples as a reference.

(a) Amazon (b) Webcam

(c) CycleGAN (d) SBADA-GAN

Figure 4.6. CycleGAN [186] vs SBADA-GAN on the Amazon-Webcam experiment of
the Office Dataset [131].

50.7%, both lower than the reference 61.6% result produced by the baseline without adaptation.
These results confirm the known difficulty of GAN-based method to deal with domain shifts due
to poses and shapes.
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4.1.4.5 Robustness Study

SBADA-GAN is robust to the specific choice of the consistency loss weight ν, given that it is
different from zero. Changing it in [0.1, 1, 10] induces a maximum variation of 0.6 percentage
points in accuracy over the different settings. An analogous evaluation performed on the
classification loss weights (β,µ) reveals that changing them in the same range used for ν causes
a maximum overall performance variation of 0.2 percentage points. Furthermore SBADA-GAN
is minimally sensitive to the batch size used: halving it from 32 to 16 samples while keeping the
same number of learning epochs reduces the performance only of about 0.2 percentage points.
Such robustness is particularly relevant when compared to competing methods. For instance the
most recent DAass [59] needs a perfectly balanced source and target distribution of classes in
each batch, a condition difficult to satisfy in real world scenarios, and halving the originally large
batch size reduces by 3.5 percentage points the final accuracy. Moreover, changing the weights
of the losses that enforce associations across domains with a range analogous to that used for the
SBADA-GAN parameters induces a drop in performance up to 16 accuracy percentage points.

4.1.4.6 Computational Analysis

SBADA-GAN, as most of the available adversarial methods, still keeps some instabilities which
often require to restart the training from scratch. For these reasons, the whole method has been
trained several times before reaching the final accuracy, requiring more than 15 days of total
training. Once trained, the inference time are pretty low, thanks to the use of small generative
networks and classifiers, with a total number of model parameters involved for the testing lower
than 2 millions; with its 12ms of generators+classifiers forward pass time, it can be used for
any real time task, at 30 or even 60fps. Neverhless, one of the reasons that contributed to the
test speed of SBADA-GAN is the low input resolution (32x32). Preliminary tests on higher
resolutions showed slower training and test times, as well as increased instabilities problems,
thus requiring probably some changes to the proposed model.

4.1.5 Conclusions

This section presented SBADA-GAN, an adaptive adversarial domain adaptation architecture
that maps simultaneously source samples into the target domain and vice versa with the aim to
learn and use both classifiers at test time. To achieve this, self-labeling is exploited to regularize
the classifier trained on the source, and we impose a class consistency loss that improves greatly
the stability of the architecture, as well as the quality of the reconstructed images in both
domains.

We explain the success of SBADA-GAN in several ways. To begin with, thanks to the the
bi-directional mapping we avoid deciding a priori which is the best strategy for a specific task.
Also, the combination of the two network directions improves performance providing empirical
evidence that they are learning different, complementary features. Our class consistency loss
aligns the image generators, allowing both domain transfers to influence each other. Finally
the self-labeling procedure boost the performance in case of moderate domain shift without
hindering it in case of large domain gaps.
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4.2 ADAGE

4.2.1 Introduction

Domain Adaptation (DA) is at its core the quest for principled algorithms enabling the gener-
alization of visual recognition methods. Given at least a source domain for training, the goal
is to obtain recognition results as good as those achievable on source test data on any other
target domain, in principle belonging to a different probability distribution. While originally
defined assuming to have access to annotated data from a single source domain, and to unlabeled
data from a different target domain [131], there is growing interest on how to leverage over
multiple sources, and for domain generalization (DG), i.e. the case when it is not possible to
access target data of any sort a priori. Algorithm-wise, three strategies have been proposed, i.e.
dealing with model [38, 88], feature [98, 126], or image adaptation [128, 1]. A basic assumption
for both feature and image adaptation approaches is the existence of a shared space among
domains, however only feature-based methods attempt to explicitly identify it [65, 71, 15]. In
the image-based approaches, the domain generic component is always silently recombined with
the specific domain style to obtain images that show the same content of the target, but with
source-like appearance or vice-versa [1, 128, 95]. Moreover, although these methods have shown
to be effective in the single source scenario , it is questionable whether they could be extended
to multi-source DA, or to DG.

With this work we make two contributions: (1) we introduce image adaptation for DG, (2) we
propose an architecture that exploits the power of layer aggregation to hallucinate samples of the
latent pixel space shared among domains. We call our method Agnostic DomAin GEneralization
(ADAGE). To our knowledge it is the first solution to introduce an image-level component
in an end-to-end deep learning architecture for DG and that can work seamlessly also in the
multi-source unsupervised DA setting.

We start by acknowledging that the notion of visual cross-domain generic information
is intuitive yet ambiguous, as ground truth examples of pure semantic images without a
characteristic style do not exist. Thus, while it is possible to interpret the produced samples as
capturing domain agnostic knowledge, it should be clear that they are built for the network’s
benefit only and we do not expect them to be pleasant to the human eye. Practically, we let
the network learn what this generic information is through a mapping guided by adversarial
adaptive constraints. These constraints are applied directly on the agnostic space, rather than
on standard images that always contain domain-specific information.

To realize the mapping we define a dedicated convolutional structure loosely related to a
previous image colorization network [21]. The new architecture has a low number of parameters
which prevents overfitting and at the same time allows to comfortably accommodate two gradient
reversal layers that adversarially exploit both image and feature classification across domains.
As the image domain discriminator maintains the ability to evaluate the similarity of a target
image to the different source domains, it is straightforward to extend the method to multi-source
DA, and learn how to bias the classification loss towards the sources that are more similar to the
target. Differently from GAN-based methods that need a typical alternating training between
image adaptation and classification, we train the whole model of ADAGE with a single optimizer
while performing adversarial training by inverting the gradient originating from two domain
discriminators at image and feature level.

We test ADAGE in the DG and multi-source DA scenarios, comparing against recent
approaches [88, 182, 172]. In all experiments, for both settings, ADAGE significantly outperforms
the state of the art. An ablation study and visualizations of the agnostic domain images complete
our experimental study.
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4.2.2 Agnostic Domain Generalization

We assume to observe i = 1 . . . S source domains with the ith domain containing Ni labeled
instances {xi

j , y
i
j}

Ni
j=1, where xi

j is the jth input image and yi
j ∈ {1 . . .M} is the class label. In

addition we also have an unlabeled target domain whose data {xt
j}

Nt
j=1 might (DA) or might

not (DG) be provided at training time. All the source and target domains share the same label
space, but their marginal distribution is different thus inducing a domain shift. The goal of
ADAGE is to achieve domain generalization by hallucinating images stripped down of domain
specific information, that thus can be seen as samples of a machine-created agnostic domain. We
obtain this by learning to modify the images such that it becomes impossible to identify their
original source domain both from their pixels and from the extracted features, while maintaining
their relevant semantic information. Figure 4.7 shows our architecture, consisting of two main
components: (1) the Hallucinator block, in charge of generating the agnostic images from the
input samples, and (2) the Domain Generalizer, that performs adaptation from the new domain.
The architecture is end-to-end, meaning that the two components are interconnected and trained
jointly.

      Transformer  
  (T)  

    

Image Domain
Discriminator  

(H)

Feature Extractor  
(F)

Feature Domain  
Discriminator  

(D)

Classifier
(C) 
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Figure 4.7. Main structure of ADAGE. All samples (including target ones, in the DA
setting) follow the same path in the network. The inverted gradient from I flows
through H driving image modifications towards domain confusion. Similarly, the
gradient from D also inverted, is back propagated through F and H so that both the
feature and the image dedicated blocks benefit from a further push towards the domain
agnostic space. The classification gradient travels through the whole network,
excluding I and D.

[...]

Input
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Figure 4.8. The Hallucinator. The output of the two multicolor blocks
(Convolutional + Relu + Batch Normalization) are concatenated with the previous
inputs, forming a group of images and features maps that grow along the depth of the
network. The number of features increases from 3 (input data) to 256 (final
aggregation step), while a last Convolutional layer squeezes the features back into 3
channels, interpretable as an RGB image.

The Hallucinator (H) Figure 4.8 modifies the input images to remove their domain-specific
style. To achieve this, we got inspiration from the colorization literature and define a new
structure exploiting the power of layer aggregation [175]: the output of two 3× 3 convolutional
layers, each followed by Relu and Batch Normalization are stacked up with the input and
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propagated to every subsequent layer (see ??). Specifically, the produced feature build up in
size resulting in a growing sequence of {3, 8, 16, 32, 64, 128} maps, after which a convolution
layer brings them down to 3 channels, interpretable as RGB images. With respect to previous
mapping architectures proposed within the context of depth colorization [21], our hallucinator
has a significantly lower number of parameters thanks to its incrementally aggregative structure.
This is crucial for generalization both because it reduces the risk of overfitting to the available
sources and because leaves space for building a multi-branch following network able to impose
constraints that in turn will lead to learning a stronger and more stable hallucinator in our
end-to-end framework.

The Domain Generalizer is composed by the Image Domain Discriminator I, the Feature
Domain Discriminator D and the Feature Extractor F . The first two impose respectively an
adversarial generalization condition on the pixels and on the feature extracted from the images
produced by H, while the third defines an intermediate step between the first two. Moreover,
thanks to its direct connection with the Classifier C, it allows to maintain the basic semantic
knowledge in the hallucinated images, so that, despite they lack domain style, their label can
still be recognized.

The Image Domain Discriminator I receives as input the images produced by H and predicts
their domain label. More in detail, this module is a multi-class classifier that learns to distinguish
among the S source domains in DG, and S + 1 in DA (including the target), by minimizing a
simple cross-entropy loss LI . The information provided by this module is used in two ways: to
adversarially guide the hallucinator H to produce images with confused domain identity, and
to estimate a similarity measure between the source and the target data when available. The
first task is executed through a gradient reversal layer as in [46]. The second is obtained as a
byproduct of the domain classifier I by collecting the probability of every source sample in each
batch to be recognized as belonging to the target.

The Feature Domain Discriminator D is analogous to I but, instead of images, it takes as
input their features, performing domain classification by minimizing the cross-entropy loss LD.
During backpropagation, the inverted gradient regulates the feature extraction process to confuse
the domains. Finally, the Feature Extractor F , as well as the Classifier C, is a standard deep
learning module. We built both of them with the same network structure used in [182] to put
them on equal footing. In particular, in the DG setting the classifier learns to distinguish among
theM categories of the sources by minimizing the cross-entropy loss LC , while for the DA setting
it can also provide the classification probability on the target samples p(xt) = C(F (H(xt))) that
is used to minimize the related entropy loss LE = p(xt)log(p(xt)).

If we indicate with θ the network parameters and we use subscripts to identify the different
network modules, we can write the overall loss function optimized by ADAGE as:

L(θH , θF ,θD, θI , θC) =
S,S+1∑

i=1

N i∑
j=1

Lj,i
C (θH , θF , θC) + ηLj,i=S+1

E (θH , θF , θC)

− λLj,i
D (θH , θF , θD)− γLj,i

I (θH , θI) . (4.8)

We remark that, as specified by its superscripts, Lj,i=S+1
E is only active in the DA setting,

while LD and LI in the DA case deal with an {S + 1}-multiclass task involving also the target
together with the source domains.

As can be noted from Equation (4.8), the number of meta-parameters of our approach
is very limited. For λ we use the same rule introduced by [46] that grows the importance
of the feature domain discriminator with the training epochs: λk = 2

1+exp(−10k) − 1, where
k = current_epoch

total_epochs . We set γk = 0.1λk so that only a small portion of the full gradient of the image
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(a) MNIST (b) SVHN

(c) SYNTH (d) MNIST-M

Figure 4.9. Examples of domain-agnostic digits generated by Hallucinator H in the
three source experiments with MNIST-M as target. The top row show images produced
in the DG setting by H. The central line shows the original images and in the bottom
row we display images produced by H in the DA setting. Reminder: although we can
always visualize the domain agnostic images to better understand the inner functioning
of the network, they are not trained to be be pleasant to the human eye.

domain discriminator is backpropagated: in this way we can still get useful similarity measures
among the domains while progressively guiding the hallucinator to make them alike. When the
image adaptation part is enough to close the domain gap, the feature discriminator loss might
be abnormally high causing divergence. We easily obviate such extreme cases by maintaining a
record on the initial feature discriminative loss and avoiding the loss backpropagation if it is
higher than twice its initial value. Finally, the experimental evaluation indicates that ADAGE is
robust to the exact choice of η, thus we keep it always fixed to 0.5 just for simplicity.

4.2.3 Experiments

Sources
SVHN SVHN MNIST-M

Avg.MNIST-M MNIST SYNTH
SYNTH SYNTH MNIST

Target MNIST MNIST-M SVHN

DG
combine sources 98.7 62.6 69.5 76.9
MLDG [88] 99.1 61.2 69.7 76.7
ADAGE 99.1 66.3 76.4 80.3

DA

combine sources 98.7 62.6 69.5 76.9
combine DANN [182] 92.5 65.1 77.6 78.4
MDAN [182] 97.9 68.7 81.6 82.7
ADAGE 99.3 88.5 86.0 91.3

Sources

SYNTH SYNTH

Avg.
MNIST MNIST

MNIST-M SVHN
USPS USPS

Target SVHN MNIST-M

DG
combine sources 73.2 61.9 67.5
MLDG [88] 68.0 65.6 66.8
ADAGE 75.8 67.0 71.4

DA

combine sources 73.2 61.9 67.5
combine DANN [172] 68.9 71.6 70.3
DCTN [172] 77.5 70.9 74.2
ADAGE 85.3 85.3 85.3

Table 4.4. Classification accuracy results on the digits images. Left: experiments with
three sources. Right: experiments with four sources.

We tested on the DG and multi-source DA scenarios. Our framework can easily switch
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(a) combine sources (b) DG ADAGE (c) DA ADAGE

Figure 4.10. TSNE plots of features from the three source experiment with
MNIST-M as target

between the two cases with a few key differences. For DG the image I and the feature D domain
discriminators deal with S domains, while for DA they need to distinguish among S + 1 domains
including the target. Moreover, in DA, the unlabeled target data trigger the classification block
C to activate the entropy loss and to use the source domain weights provided by the image
domain discriminator I. Specifically these weights make sure that our classifier is biased towards
the sources more similar to the target.

4.2.4 Domain Generalization

Datasets We focus on five digits datasets and one object classification dataset. MNIST [83]
contains 70k centered, 28 × 28 pixel, grayscale images of single digit numbers on a black
background. MNIST-M [46] is a variant where the background is substituted by a randomly
extracted patch obtained from color photos of BSDS500 [8]. USPS [45] is a digit dataset
automatically scanned from envelopes by the U.S. Postal Service containing a total of 9,298
16× 16 pixel grayscale samples; the images are centered, normalized and show a broad range of
font styles. SVHN [116] is the challenging real-world Street View House Number dataset. It
contains over 600k 32× 32 pixel color samples, while we focused on the smaller version of almost
100k cropped digits. Besides presenting a great variety of shapes and textures, images from
this dataset often contain extraneous numbers in addition to the labeled, centered one. The
Synthetic Digits (SYNTH ) collection [46] consists of 500k images generated from WindowsT M

fonts by varying the text (that includes different one-, two-, and three-digit numbers), positioning,
orientation, background and stroke colors, as well as the amount of blur. Finally, the ETH80
object dataset consists of 8 object classes with 10 instances for each class and 41 different views
of each instance with respect to pose angles. All the images are subsampled to 28 × 28 and
greyscaled.

Scenarios We consider three experimental scenarios on digits images already presented in
previous work. A first case from [182] involves three sources chosen in {MNIST, MNIST-M,

Target M0 M15 M30 M45 M60 M75 Avg.

DG

D-MTAE [49] 82.5 96.3 93.4 78.6 94.2 80.5 87.6
CCSA [114] 84.6 95.6 94.6 82.9 94.8 82.1 89.1
MMD-AAE [89] 83.7 96.9 95.7 85.2 95.9 81.2 89.8
CROSS-GRAD [139] 88.3 98.6 98.0 97.7 97.7 91.4 95.3
ADAGE 88.8 97.6 97.5 97.8 97.6 91.9 95.2

Table 4.5. Domain Generalization accuracy results on experiments with five
MNIST-rotated sources. For compactness we only indicate the considered target.
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Target ET H00 ET H22 ET H45 ET H68 ET H90 Avg.

DG

combine sources 70.0 93.8 96.2 98.8 81.2 88.0
D-MTAE [49] - - - - - 87.9
MLDG [88] 70.0 85.0 95.0 97.5 73.7 84.2
ADAGE 67.5 95.0 100.0 100.0 88.8 90.2

ET H00 hall. ET H00 ET H90 hall. ET H90

Table 4.6. Top: DG accuracy results on experiments with ETH-80 rotated sources.
Bottom: real and hallucinated image examples.

SYNTH, SVHN}. Each dataset, with the exception of SYNTH, is used in turn as target. All the
images are resized to 28× 28 pixels and subsets of 20k and 9k samples are chosen respectively
from each source and from the target. A second case from [172] involves four sources by adding
USPS to the previous dataset group, and focuses on two possible targets, SVHN and MNIST-M.
Even in this case the images are resized to 28×28 pixels, and 25/9k samples are drawn from each
dataset to define the source/target sets. A third case from [49] involves five sources and exploits
rotated variants of MNIST. Specifically we started by randomly choosing 100 images for each of
the 10 classes and indicating this basic view with M0. The versions {M15,M30,M45,M60,M75}
are obtained by rotating the images of 15 degrees in counterclock-wise direction. Note that
the authors of [172] kindly shared the exact splits used for their paper, while for all the other
experiments we considered multiple random selections of the samples from the datasets. For
the object classification experiment, we followed [49] focusing on the ETH80-p setting that
covers 5 domains built from equally spaced pitch-rotated views of the 8 objects. Each domain is
considered in turn as the target, while the remaining ones are the sources.

Implementation Details We have developed ADAGE with the Pytorch framework. For
our experiments all the datasets were normalized and zero-centered. The mean and standard
deviation of the target for data normalization are calculated batch-by-batch during the testing
process. A standard random crop of 90 − 100% of the total image size was applied as data
augmentation. The training procedure runs for 600 epochs with Adam optimizer [77] . The
initial learning rate is set to 1e−3 and step down after 80% of the training. All the experiments
are repeated tree times and we report the average on the obtained classification accuracy.

Results in Table 4.4 (top part) As a main baseline for the three and four sources settings
we use the naïve combine sources strategy that consists in learning a classifier on all the source
data combined together. For a fair comparison we produced these results by keeping on only
the feature extractor F and the classifier C, while turning off all the adaptive blocks in the
domain generalizer. We benchmark against the meta-learning method MLDG [88] using the
code provided by the authors and running the experiments on our settings. The obtained results
indicate that ADAGE outperforms all the reference sota baselines in DG both using three and
four sources with an advantage up to 3 percentage points. Interestingly, using four sources
slightly worsens the performances when SVHN is the target: our interpretation is that adding
the USPS dataset increases the domain shift between the training and test domains, making the
adaptation somehow more difficult.

Results in Table 4.5 For the five sources experiments on rotated digit images we benchmark
against two autoencoder-based DG methods D-MTAE and MMD-AAE respectively presented
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in [49] and [89], as well as against the metric-learning CCSA method [114] and the very recent
CROSS-GRAD [139]. The results indicate that ADAGE outperforms three of the four competitors
and has results similar to CROSS-GRAD which proposes an adaptive solution based on data
augmentation that could potentially be combined with ADAGE.

Results in Table 4.6 For the object classification experiments on ETH80-p, ADAGE
obtains an average accuracy of 90.2% , outperforming D-MTAE [49] and MLDG [88].

4.2.5 Domain Adaptation

We extend our analysis to the multi-source DA setting considering the same three and four
scenarios on digits images described in the previous section. In terms of implementation details,
the only difference with respect to what already discussed above is that we now have all the
unlabeled target samples at training time, so their mean and standard deviation can be calculated
at once. Moreover, for the training process we used the RmsProp optimizer [158], running for
200 epochs with initial learning rate of 5e−4.

Results in Table 4.4 (bottom part) We benchmark ADAGE against reference results
from previous DA works. In particular for the three sources experiments the comparison is with
the Multisource Domain Adversarial Network MDAN [182]. Since this method builds over the
DANN algorithm [46] the result obtained with DANN applied on the combination of all the
sources (combine DANN) is also reported. For the four sources experiments the main comparison
is instead with the Deep Cocktail Network (DCN) [172], a recent method able to work even
with partial class overlap among the sources. The results indicate that ADAGE outperforms the
competing methods also in this setting with an average advantage up to 11 percentage points.
As a further test we verified the obtained weights assigned by the I network component in the
three source setting: when using MNIST-M as target they converge to {0.5, 0.3, 0.2} respectively
for MNIST, SVHN, SYNTH, which sounds reasonable given the visual similarity among the
domains.

While ADAGE is specifically tailored for the multi-source settings, we checked its behaviour
also in the case of single source DA with access to unlabeled target data. As a proof of concept
experiment, we tested ADAGE using SVHN as source and MNIST as target. With the same
protocol used in our DA experiments, we achieve 95.7% accuracy, which is on par with the very
recent [59] and better than several others competitive methods [1, 128, 95, 132].

4.2.6 Ablation Study and Qualitative Results

Our ablation study analyzes the effect of progressively enabling the key components of the
domain generalizer alone, and in combination with the hallucinator.

Results in Table 4.7 we start by evaluating the performance obtained when we do not
generate the domain agnostic samples. In this case the hallucinator H is removed from the
network and the original images of all sources are fed directly to the domain generalizer. In this
case, since we cannot modify the original images, the only active adaptive component is D that
operates on the features. Moreover the classifier can also take advantage of the entropy loss
(that we indicate with E) in the DA setting. The results indicate that feature alignment is very
helpful for DA but can induce confusion in DG with results lower than those of the combine
sources baseline. Another important result is obtained when only H is enabled and the features
are extracted directly from the generated images with the components I and D off. In this case
the network is not performing any effort to align the domains and the final accuracy is just
slightly better than the combine sources baseline. This shows that the advantage of ADAGE
is clearly not just due to the use of a deeper architecture. Keeping the hallucinator H active
together with the D component produces a good advantage in accuracy but only in the DA
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combine D D+E H H+E H+D H+I H+D+I H+E+I H+D+E H+D+E+I Hres+D+E+Isources

62.6 DG 53.0 53.0 63.2 63.2 62.2 61.4 66.3 61.4 62.2 66.3 65.8
DA 65.9 75.1 63.9 69.9 60.8 68.8 63.9 82.4 88.5 87.6

Table 4.7. Ablation analysis on the experiment with three sources and target
MNIST-M. We turn on and off the different parts of the model: H= Hallucinator, E=
Entropy, D= Feature Domain Discriminator, I= Image Domain Discriminator. Note
that H+D+E+I corresponds to our whole method ADAGE.

setting (H + D = 69.9). Here adding E provides a further advantage (H + D + E = 82.4).
Overall the entropy loss appears quite effective in the considered scenario: our intuition is that
the presence of multiple sources helps reducing the risk that the entropy loss might mislead the
classifier. The contribution of the image domain discriminator I is negligible by itself and this
behavior can be explained considering that we backpropagate only a small part of the I gradient
(γ = 0.1λ, see Section 4.2.2). However its beneficial effect becomes evident in collaboration with
the other network modules: passing from H +D+E to H +D+E + I implies an improvement
in accuracy of at least 4 percentage points in the difficult DG setting, which shows that the
adversarial guidance provided by I on H allows for an image adaptation process complementary
to the feature adaptation one. Note that, since the image domain discriminator backpropagates
only on the hallucinator, it is not possible to test any combination containing I but not H.

Finally we propose a benchmark against an existing residual structure previously used to
transform pixels in depth image colorization [21]. When plugging in this residual version of the
hallucinator (Hres) we observe that the overall classification performance is slightly lower than
what obtained with our original aggregative H. Besides this small variation, the most important
difference is that our hallucinator has only 1/3 of the parameters of [21], thus it is faster in
training and allows to avoid overfitting while mapping the source domain images into a compact
agnostic space.

4.2.6.1 Qualitative Analysis

Figure 4.9 shows the agnostic images generated by the hallucinator, in the three source experiment
with target MNIST-M, while the bottom part of Table 4.6 shows examples of ETH-80 original and
hallucinated images. The main effect of H is that of removing the backgrounds and enhancing
the edges: this is quite clear in the DG setting for both digits and objects, while in the DA
case the produced digits images appear slightly more confused. Figure 4.10 shows the TSNE
embedding of features extracted immediately before the final classifier. In the DA setting we
completely align the feature spaces of the domains, resulting in a clear per class clustering. In
the DG setting the results are less clean, but the clusters are still tighter than those obtained by
the combine source baseline.

4.2.6.2 Computational Analysis

ADAGE shows a computational cost similar to SBADA-GAN when used with a single source,
while being more stable during the training phase, thus requiring fewer runs to reach its best
performance. However, having several sources as inputs simply linearly increase the size of the
training set and the corresponding training time, ending on few days of total train time. During
the test phase, ADAGE shows a similar speed w.r.t. SBADA-GAN, with ˜14ms of inference time
for hallucinator, feature extractor and classifier used in sequence. For ADAGE are worth the
same considerations about input image sizes done for SBADA-GAN in Section 4.1.4.6
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4.2.7 Conclusions

This section shows the first end-to-end joint image- and feature-level adaptive solution for
Domain Generalization. We define a new network, named ADAGE, able to hallucinate domain
agnostic images guided by two adversarial adaptive conditions at pixel and feature level. ADAGE
can be seamlessly used both for Domain Generalization and multi-source unsupervised Domain
Adaptation: it achieves impressive results on several benchmarks, outperforming the current
state of the art by a significant margin.
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4.3 Towards Multi-Source Adaptive Semantic Segmentation

4.3.1 Introduction

Semantic segmentation has recently become one of the most prominent task in computer vision.
Indeed the ability to assign a label to each pixel of an input image is crucial whenever a very
detailed description of the observed scene is needed, as in fine-grained object categorization
[180] and autonomous driving [179, 160]. However, due to the complexity of manual labeling
each image pixel, this task is plagued by the scarcity of large annotated datasets, which are
instead essential to leverage the power of deep learning algorithms. Synthetic images appear
a useful alternative, but they reduce only in part the described issue. In the case of urban
scene scenarios for autonomous driving, computer games can be used to generate automatically
images with their ground truth labels, but their level of realism is still low which induces the
further need of domain adaptation methods. Thus, while solving the lack of data problem,
other challenges come from the development of methods able to reduce the domain gap. Up
today, those two aspects of the same problem has always been tackled separately. On one side
several research groups have focused on developing different simulators with an increasing set
of visual details like urban layouts, buildings, vehicles and several weather conditions, with
the aim of augmenting the realism of the produced images [40, 125]. On the other side, many
recent works focus on integrating techniques to align the domains either at feature, pixel or
output label space level, even considering combination of those levels with different adversarial
losses [160, 26, 1]. Each of the proposed synthetic domains is generally used to train a model
and test it on real images, but the different synthetic sources are always kept separated even if
this choice limits again the amount and variance of annotated samples usable as source. The
domain adaptation literature for object classification has shown that integrating multiple sources
helps generalization [41, 182, 42]. With our work we import this strategy for the first time in
the semantic segmentation framework, studying how the positive trend can be maintained by
practically merging the two solutions described above. The path to this goal is not trivial due to
the practical differences in class statistics across domains, as well as in texture, resolution and
aspect ratio for which we propose best practice rules. Moreover, we go over the simple source
sample combination, exploiting a multi-level strategy that adapts each single source to the target
while cooperating with the adaptation of the joint data source. Besides the standard synthetic
to real direction, we extend our analysis to the case of a synthetic dataset used as target when
the source combines real images and a different synthetic collection. This setting allows to better
understand the difference across various synthetic sources and paves the way to the simultaneous
exploitation of both the synthetic-to-real and real-to-synthetic adaptive directions [128].

4.3.2 Method

An overall view of the proposed architecture can be seen in Figure 4.11. Our domain adaptation
method starts with a segmentation network G which takes the sources annotated images
(Is, Y s) and the unlabeled target images (It) as input. The network ends with an Adaptive
Classification Module that contain separate classification branches for each source as well as a
domain discriminator D. Each source classification branch produces a segmentation softmax
output P s = G(Is) ∈ RH,W,C , where (H,W ) are the height and width image dimensions and C
is the number of categories. The used semantic segmentation loss is

Ls
seg(Is) = −

∑
h,w

∑
c=1,ldots,C

Y s
h,w,c log(P s

h,w,c), (4.9)

where s = 1, 2 for the two sources.
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Figure 4.11. Training Phase: our network has two Adaptive Classification Modules at
different levels. In each module the source segmentation is predicted either with two
separate source-specific branches or just using one overall S-All branch (we did not
explicitly draw the S-All branch to avoid cluttering the image). The segmentation loss
is computed based on the sources ground truth. Moreover a domain discriminator is
used adversarially to reduce the domain shift comparing the target T either with each
source-specific output, or with the output obtained by S-All.
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Figure 4.12. Test Phase: each classifier produces a semantic segmentation output
(S1 :blue, S2 :red, S-All:yellow). For every pixel we apply a max-pooling operator over
the three outputs. Finally the class assigned to the pixel is the one with the highest
score over the C classes (C = 19 when testing on Cityscapes).

The domain discriminator D takes as input the segmentation output of both the source and
target data and is optimized through the binary loss

Ld(P ) = −
∑
h,w

(1− z) log(D(P )h,w,0) + (z) log(D(P )h,w,1), (4.10)

with z = 0 if the sample is drawn from the target domain, and z = 1 for the sample from the
source domains. Finally the adversarial loss whose gradients backpropagates on the segmentation
network to maximize the confusion between P s and P t is

Ladv(It) = −
∑
h,w

log(D(P t)h,w,1). (4.11)

To further improve the adaptation effect involving inner-features, another adaptive classification
module is also applied to a lower network level. Thus the overall loss is

L(Is, It) =
∑

k=feature,output

 ∑
s=1,2

λs
segLs

seg(Is) + λs
advLs

adv(It)


k

(4.12)

and the network is optimized on the basis of the following criterion

max
D

min
G
L(Is, It). (4.13)
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We also repeated the whole training considering a single source branch that sees all the

images together regardless of the domain identity: we indicate it as S-All, with its own LS−All
seg

loss. From the predictions of each available source and from S-All, we finally need a single
segmentation target output. For this purpose we apply a max-pooling operator that runs on the
prediction logits Ŷ and selects the highest score per class, then followed by a second max-pooling
over the classes:

Assigned Label(h,w) = max
c=1...,C

max
s={1,2,S−All}

(Ŷ s
h,w,c). (4.14)

Note that, by keeping only S-All we fall back to the single source original method in [160].

4.3.3 Adding Pixel-level Adaptation

As explained above the proposed adaptation process is applied both at the output and at the
feature level. Inspired by the extensive GAN-based literature on style-transfer, we integrated in
our method also a pixel-level adaptation process, directly modifying the input images. Specifically
we used the Unsupervised Image-to-Image Translation (UNIT, [95]) method. It assumes that a
pair of corresponding images in two different domains can be mapped to the same latent code
in a shared space. By using a Coupled GANs [94] and imposing weight sharing constraints on
the mapping functions, the method is able to change the style of an image so that it looks like
coming from a different domain. We applied UNIT to produce target-like copies of the source
images. After this (totally unsupervised) pre-processing step, the proposed architecture is used
on the new stylized sources.

4.3.4 Experiments

We used three publicly available datasets in our experiments: Cityscapes [32], GTA5 [123] and
SYNTHIA [125]. We ran each experiment by choosing two datasets as sources domains, and
the third as target (unsupervised) domain. In previous works on those datasets, the standard
setting consisted in evaluating the recognition performance only of the shared classes across
domains, thus operating a subselection on Cityscapes when used against Synthia. We find it
natural that different data collections may have only partially overlapping class sets and it
should not be necessary to proceed every time to an ad-hoc class choice [172]. Thus, we decided
to keep all the datasets with their own original categories. Furthermore we investigate the effect
of the resolution on the final segmentation accuracy considering a high and a low resolution
case. In the first, all the images keep their own original size, while in the second they are all
downscaled by halving the native image dimensions. Finally we remark that the three analyzed
domains present remarkable differences on mean values. Since the adversarial approaches are
very sensitive to non-zero mean data, we have chosen to work by removing from each dataset its
own calculated image mean.

4.3.4.1 Implementation details

The main backbone of our segmentation network is the DeepLabv2 [24], which uses a ResNet-101
pretrained on ImageNet and COCO [92]. This architecture incorporates atrous convolution,
which effectively enlarge the field of view of filters without increasing the number of parameters.
Within the Adaptive Classification Module we have two separate network branches, one for each
source, producing a 2D predictions followed by an interpolation function that rises the resolution
to that of the original ground truth label (during training). At test time the same interpolation
function was used to calculate accuracy using the target ground truth as reference. Following
[160, 188], the module contains also a discriminator that classify the images on the basis of their
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Res Sources Target No Adapt S1 S2 S-All Max Merge

Orig.
GTA5, Synthia Cityscapes 39.98 39.55 34.51 41.81 42.76
Cityscapes, GTA5 Synthia 35.55 35.25 34.07 36.37 37.52
Cityscapes, Synthia GTA5 37.97 41.17 23.60 40.57 39.49

Redu.
GTA5, Synthia Cityscapes - 39.44 33.36 40.89 41.32
Cityscapes, GTA5 Synthia - 30.52 30.02 32.87 33.11
Cityscapes, Synthia GTA5 - 44.93 23.28 41.87 42.78

Table 4.8. Performance values on the chosen experiments expressed with mIoU. The
proposed method outperform the no adaptation results as well as single branches and
S-All method on all the experiments but the one with GTA5 as target at high
resolution, where it lags behind S-All result due to the poor performance of S2 branch.
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T: Cityscapes, S-All 85.0 36.3 79.9 21.5 18.0 29.5 25.5 19.3 81.4 23.5 78.0 57.6 23.9 75.4 35.0 40.7 2.6 31.7 29.9
T: Cityscapes, Max Merge 87.8 37.1 80.2 20.3 14.9 29.8 26.0 20.5 82.0 31.4 78.0 57.6 25.3 80.5 31.6 43.5 0.0 29.8 36.1
T: GTA5, Max Merge 82.4 29.4 56.5 41.6 6.7 31.1 26.4 19.3 64.4 7.4 88.1 42.8 50.3 74.2 36.8 31.4 0.0 32.5 29.3
T: Synthia, Max Merge 68.3 66.8 86.6 1.7 1.7 39.5 27.2 10.9 73.7 0.0 90.6 55.5 33.7 55.7 0.0 48.5 0.0 23.0 29.3

Table 4.9. Intersection over Union for each experiment category. The experiments are
performed on full resolution. Some particular categories (road, terrain, cars) seems to
better exploit the power of the proposed method w.r.t the S-All one, and they
contribute to the final accuracy increase due to their frequent presence on the scene.

source or target domain label. The discriminators model is the same of DCGAN [121], with
convolutional layers interspersed by Leaky Relu non-linearities. Note that although there are
two adaptive classification modules in the network, the classification output produced by the
inner module has shown to be less reliable than the ending one which is actually the only used
at test time.

The network is trained with the Adam solver and learning rate 0.0001, while for the
architecture hyperparameters we kept the same values of [160]. The number of iterations was
set to 50k, but we observed convergence already after 20k iterations.

4.3.5 Results

The main experiment results are reported in Table 4.8. The values reported are the mean
Intersection Over Union (mIoU) which is the standard accuracy measurement used on semantic
segmentation tasks.

The proposed method is able to improve the S-All results on almost all the performed
experiments, even while the single source branch prove to reach lower accuracy w.r.t. the
S-All result, getting a boost ranging from 0.4% to 1.2%, while w.r.t. the results without any
adaptation at all (No Adapt column) the difference of performance are from 1.5% to 2.7%.
Looking more into detail, the most difficult setting is the one with GTA5 as target domain, as
the Synthia source domain fails to properly reach an acceptable accuracy, and this worsen the
final performance in the full resolution case. The input data resolution has an impact on final
accuracy ranging from 1.44% in the case of Cityscapes as target, to 4.41% in the case of Synthia
target, showing that in order to obtain the best possible accuracy is preferable to keep resolution
as high as possible, while at the same time demonstrates that in some cases a lower resolution
can dramatically speed up the training phase (around 3x faster in our case) while losing a small
amount of accuracy (target Cityscapes experiment).
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Cityscapes Synthia

S1 output S1 output

S2 output S2 output

S-All output S-All output

Proposed method output Proposed method output

Ground Truth Ground Truth

Figure 4.13. Predicted labels in the case of Cityscapes and Synthia target datasets.
The proposed method is able to better recognize some parts of the images like road
pieces (dark violet) w.r.t. single branches or S-All approach.
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Looking at per-class IoU measurements in Table 4.9, we noticed how the overall increase of

performance can be attributed to some specific classes IoU improvement; terrain, road, vegetation
and car seem to be the classes which better take advantage of the proposed method. This effect
can be noticed also in the produced images in Figure 4.13, where some parts of the road are
better reproduced in our method w.r.t S-All output.

A final additional experiment have been performed by applying UNIT method to the GTA5
and Synthia datasets in order to convert their style to the Cityscapes one, after which the
proposed architecture have been trained regularly with two stylized GTA5 and Synthia datasets
as sources and Cityscapes as target. The measured accuracy obtained by merging the two
branches S1 and S2 is 44.5%, which is very promising result, taking also into account that it can
be further improved by exploiting S-All branch too. The UNIT architecture and our method
have been trained separately because of the huge amount of GPU memory required in order to
train them jointly.

4.3.5.1 Computational analysis

The proposed method is very heavy from a computational point of view at training time. Even
without UNIT, the combination of high resolution input, an high-capacity backbone, four output
branches and two discriminators requires to use an high-end 16GB GPU for one week just to
perform one training. Unfortunately, we failed to run the method on usual 12GB GPU without
using some Pytorch hacks which slowed down even more the training phase. However, it should
be noted that similar issues are shared with all networks which works on semantic segmentation
for urban scenes. At test time the model requires 170ms to load one input image and to give
the predicted semantic output, requiring extra care for real time uses.

4.3.6 Conclusions

In this section we have presented a study on multi-source domain adaptation on semantic
segmentation tasks. The study revealed how simply putting all the sources together is a sub-
optimal approach, and we proposed a simple method to leverage on individual sources as well
as S-All method. The experiment performed show promising results, with a small but steady
improvement on the majority of settings. Further investigation is required in order to better
understand the effect of some parameters like the chosen data resolution and the datasets means,
and the possibility of applying a style transfer method like UNIT jointly with the domain
adaptation method into a fully integrated architecture.
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Chapter 5

Final considerations and Future
Work

This dissertation started by studying the problems of Domain Adaptation and Transfer Learning
on Computer Vision. We restricted our attention to RGB, depth and RGB-D modalities, for
which we presented some novel methods and approaches with the aim to reduce the statistical
distance between source and target domains, and to properly transfer knowledge from one
domain to another.

Regarding Domain Adaptation, we have seen how several methods have already been
developed by the research community, with algorithms that try to reduce the domain shift on
a pixel level or on a feature level. With the rise of generative adversarial models, a plethora
of techniques has been developed to get an image conversion from a source domain to a target
one, by preserving some characteristics of the former and by inheriting other properties, as the
image style, from the latter. These approaches, combined with more traditional feature-based
adaptation procedures, led to a partial reduction of performance loss on several domains. Starting
from this spot, we developed SBADA-GAN, a novel generative network which reached state
of the art accuracy on most of the evaluated digits datasets by converting source and target
images back and forth at a pixel level. Then, we developed ADAGE, a new approach for hybrid
pixel/feature adaptation, which gives strong performance on multi-source domain adaptation
and generalization settings.

Moving on a different job, we have seen how semantic segmentation quickly has quickly
become one of the most important tasks in Computer Vision, with a spin-off for the whole
development of important fields like autonomous driving, medical images analysis, and so on.
With the purpose of performing semantic segmentation on urban scenes, a preliminary set of
experiments led to the development of a deep neural network capable of reducing the domain
shift directly on the output level in a multi-source approach.

Focusing on the depth domain, we highlighted the critical issues in the object recognition tasks
through the use of depth sensors, which enables the use of robots in several difficult conditions
(like low brightness) but at the same time places new challenges for researchers. Until few years
ago a general dataset for depth object classification was not available, forcing to fine-tuning
on ImageNet pretrained models though the use of some mapping functions. To overcome this
problem, we developed the VANDAL dataset and the associated DepthNet model, capable of
good accuracy on standard depth benchmarks by exploiting synthetically generated depth maps.
At the same time, we developed (DE)2CO, a new alternative approach to standard fine-tuning
for mapping depth images to the RGB domain, which shows state of the art performance on
the majority of evaluated depth and RGB-D settings. Last work on the RGB-D domain is an
integrated system for egocentric action recognition, which exploit a simple depth-RGB fusion
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method in order to apply an attention mechanism both on a pixel level and on a feature level, as
well as a Mean Teacher model to further enhance performance. This approach shows promising
results, with state of the art accuracy on the difficult GUN-71 dataset.

In conclusion, our work demonstrates that sensible gain of performance can be obtained by
either exploiting pre-existing knowledge, or by properly adapt data or model between domains.
We are confident that the ideas, models and approaches presented in this thesis can contribute
to the advances in the field of Domain Adaptation and Transfer Learning. At the same time, we
believe that these works can represent a starting point for further improvements.

A more detailed study on how to properly exploit synthetically generated images, with
the development of some guiding principles, could led to an improved version of VANDAL
dataset and to a set of even more robust visual features, which could be used for different depth
recognition tasks. At the same time, it is not clear if the fine-tuning step could be completely
removed when using an additional module as (DE)2CO on any depth�RGB mapping task,
requiring further studies to understand this phenomenon. The newborn attention mechanism
perfectly paired with the task of action recognition from videos, but much more work is needed
for understanding how to properly exploit features activation and depth data at the same time;
for example, an integrated model which applies depth maps as an additional source of attention
directly on the high level features could further increase the overall accuracy. Another interesting
research topic could be how to benefit from depth maps, optical flow and RGB data on a single
architecture while limiting the number of additional network branches, thus providing a fast,
lightweight integrated model which could run on mobile devices like smartphones.

Going back to the RGB domain, the recent development of new GAN architectures and
training principles led to the use of high resolution data, with impressive results for tasks like
super resolution and realistic images generation. These innovations could be brought into the
SBADA-GAN framework for source↔target mapping at higher resolutions. At the same time,
the inability of GAN models to coherently map objects with different shapes is preventing
their use on settings with huge domain shifts, as in the Office dataset. In order to solve
this issue, new generative techniques are probably needed, which could implement a trade-off
mechanism to choose which and how many properties should be preserved from the source
domain, as is performed by some neural style transfer algorithms. A very challenging setting is
the Domain Generalization, where ADAGE performed strongly on the limited setting of digits
recognition. In many practical cases we do not have any clue on the target data where the
visual classifier will operate; that requires the development of new solutions to reduce overfitting
on the training dataset and to increase generalization abilities of the trained visual features.
Semantic segmentation field is still at the beginning: deeper knowledge is required to maximize
the methods’s accuracy, especially on difficult settings like urban scenarios.

We have just scraped the surface of the big and challenging world of Deep Learning.
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